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Introductory Remarks from the Scientific Program Chairs 

Fernando Martin-Sanchez
a

, Kaija Saranto
b 

a 

Health and Biomedical Informatics Centre, Melbourne Medical School, The University of Melbourne, Australia 

b

 Department of Health and Social Management, University of Eastern Finland, Kuopio, Finland  

 

MEDINFO is the premier international Health and Biomedical 

Informatics event. MEDINFO 2015 is hosted by SBIS 

(Brazilian Health Informatics Society) on behalf of the 

International Medical Informatics Association (IMIA) and 

will take place in the city of São Paulo from the 19
th

 to 23
rd

 

August 2015. MEDINFO 2015 continues a 41-year tradition 

of bringing together world leaders, policy makers, researchers, 

practitioners, educators, and students to exchange ideas and 

contribute to the latest developments, innovations, and global 

trends in this rapidly advancing, multidisciplinary field of 

Health and Biomedical Informatics. This is the first 

MEDINFO that has been organized to reflect the new two-

yearly cycle approved by IMIA. We were thus very happy 

when we reached the submission and registration deadlines 

with numbers very similar to previous MEDINFOs that had 

been organized in three-yearly cycles.  

Under the theme: “eHealth-enabled Health”, the world 

leaders in this field will gather in Brazil to share knowledge 

and analyze how Health and Biomedical Informatics is 

contributing to address some of the most challenging 

problems in health care, public health, consumer health and 

biomedical research. Researchers, clinicians, technologists 

and managers will attend and share experiences on the use of 

information methods, systems and technologies to promote 

patient-centered care, improve patient safety, enhance care 

outcomes, facilitate translational research, enable precision 

medicine and improve education and skills in health 

informatics. 

This is an historical event as MEDINFO is hosted in Latin 

America for the first time. Inclusiveness has been a main goal 

in MEDINFO 2015 with affordable registration fees for the 

regional audience and use of Spanish and Portuguese 

language in tutorials and simultaneous translation in sessions 

held in the main auditorium. MEDINFO 2015 features a pre-

congress offering of an extensive tutorial program by leading 

experts and a student paper competition that draws the best 

young talent from all over the world. The main program 

includes keynote talks, papers, posters, panels, workshops, 

and scientific demonstrations that span a broad range of topics 

from emerging methodologies that contribute to the 

conceptual and scientific foundations of Health and 

Biomedical Informatics, to successful implementations of 

innovative application, integration, and evaluation of eHealth 

systems and solutions.  

The conference program features five keynote presentations, 

178 paper presentations, 248 poster abstract presentations, 27 

panels, 30 workshops and 17 scientific demonstrations.   

The contributions and presentations included in the program 

were carefully selected through a rigorous review process 

involving almost 400 reviewers for a large number of 

submissions (793) sent by 2500 authors from 59 countries all 

over the world. The Scientific Program Committee Co-Chairs 

are grateful to the four Track Chairs, the members of the 

Scientific Program Committee and all the reviewers who have 

contributed to the process, and thank the Editorial Committee, 

the Local Organizing Committee and the IMIA officers (in 

particular CEOs and VP Medinfo) for assisting us in putting 

this program together. 

The conference participants come to São Paulo from all 

continents and 60 different countries. We hope that you will 

enjoy the published proceedings and the overall program! 

 

Sincerely, 

 

Fernando Martin-Sanchez, PhD, FACHI, FACMI & 

Kaija Saranto, PhD, FACMI, FAAN 

Co-Chairs, MEDINFO 2015 Scientific Program Committee 
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Introductory Remarks from the Editorial Committee Chair 

Indra Neil Sarkar

a 

a 

Center for Biomedical Informatics, Warren Alpert Medical School of Brown University, Providence, RI, USA 

 

Let me join the rest of the organizing committees in 

welcoming you to MEDINFO 2015 in São Paulo. As the 

Editorial Committee Chair, I had the distinct honor to review 

every accepted submission to this year’s congress. I 

personally wish to extend a thanks to the authors for their fine 

contributions. Together with the meeting participants, 

MEDINFO 2015 is positioned to be an unprecedented 

exposition of the finest biomedical informatics innovations 

with global impact. 

Appreciating the international scope of the MEDINFO 

congresses, it is essential to embrace principles to support 

scientific inclusivity. Therefore, in contrast to many scientific 

meetings, the general criteria used for selection into the 

MEDINFO proceedings is based mostly on scientific merit; 

language issues are not reason alone for a submission to be 

not selected. The cost of this inclusivity is that each accepted 

submission must be carefully reviewed and edited to adjust for 

language that does not impact the scientific contribution. It is 

important to note that even submissions from native English 

speakers may require editing due to variance from the 

required template, typographical errors, or grammatical issues. 

Building on the framework developed by Christoph Lehmann 

for MEDINFO 2013, Assistant Editors (AEs) were recruited 

from biomedical informatics training programs (Table 1). The 

minimum criterion for selection as an AE was at least one first 

author peer-reviewed English publication (ideally in an 

informatics conference or journal). Poster submissions were 

reviewed by one AE; paper submissions by two AEs. The 

edits were then finalized and assembled into the final 

proceedings that are in front of you now. 

It is important for authors to understand the costs associated 

with the editing and overall production efforts to ensure the 

MEDINFO proceedings are of the highest quality possible. 

Following my esteemed colleagues who served as Editorial 

Committee Chairs for previous MEDINFOs, I make a plea to 

each of you to consider the work that is involved when aiming 

to circumvent the standards established by the organizing 

committees.  

Even moreso than in previous MEDINFOs, strict adherance to 

the template guidelines was deemed an essential criterion for 

inclusion in the proceedings. Nonetheless, a number of 

submissions did clear the peer-review process that still 

required formatting edits to ensure consistency in font size, 

spacing, and overall style. In some instances, text had to be 

significantly edited or figures drastically shrunken or 

eliminated all together to ensure page limits were respected. 

Even with such edits, a good faith effort was still made for 

preserving the scientific message of the contributions. I am 

thankful for the dedication and hard work of 26 AEs that 

worked, word-by-word, through each submission and made 

edits that were ultimately vetted and approved by me.  

Table 1– Assistant Editors (AEs) for MEDINFO 2015 

Assistant Editor Institution 

Samira Y. Ali Carlow University 

Andrew B.L. Berry University of Washington 

Haresh L. Bhatia Vanderbilt University 

Richard Brandt Texas Tech University 

Matthew K. Breitenstein Mayo Clinic 

Jacqueline E. Brixey University of Texas at El Paso 

David Chartash Indiana University 

Perry M. Gee Dignity Health 

Mattias Georgsson Blekinge Institute of Technology

Anupama Edward Gururaj University of Texas Health 

Science Center at Houston 

Zhe He Columbia University 

Kate Fultz Hollis Oregon Health &  

Sciences University 

Silis Y. Jiang Columbia University 

Saeed Mehrabi Mayo Clinic 

Amir Mohammad Yale University 

Tiffany Nicole Moncur University of South Florida 

Shauna Marie Overgaard University of Minnesota 

Jennifer Elizabeth Prey Columbia University 

Lisiane Pruinelli University of Minnesota 

Balaji Polepalli Ramesh University of Massachusetts 

Joseph D. Romano Columbia University 

Charlene Ronquillo University of British Columbia 

Ning Shang Columbia University 

Harry Tunnell Indiana University-Purdue 

University Indianapolis 

Mary Regina Wysocki University of Texas Health 

Science Center at Houston 

Rafeek Adeyemi Yusuf University of Texas Health 

Science Center at Houston 

��������	 
	 ���	 ��	 �����������	 ��	 ����	 �������	 ��	 ��	

���������	���������	�Paulo Mazzoncini de Azevedo Marques 

and Andrew Georgiou), along with Alvaro Margolis (IMIA 

Vice President for MEDINFO), Peter Murray (Immediate Past 

IMIA CEO), Elaine Huesing (Interim IMIA CEO), the leader-

ship of the Local Organizing Committee (Beatriz de Faria 

Leão and Claudio Giulliano Alves da Costa) and the Scientific 

Program Committee Co-Chairs (Fernando Martin Sanchez and 

Kaija Saranto). These proceedings and this meeting are the 

product of a true team effort– I hope you enjoy MEDINFO 

2015 in São Paolo! 

 

Sincerely, 

 

Indra Neil Sarkar, PhD, MLIS, FACMI 

Chair, Editorial Committee  
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Abstract 

Electronic Health Records (EHRs) have made patient 

information widely available, allowing health professionals to 

provide better care. However, information confidentiality is an 

issue that continually needs to be taken into account. The 

objective of this study is to describe the implementation of 

rule-based access permissions to an EHR system.. The rules 

that were implemented were based on a qualitative study. 

Every time users did not meet the specified requirements, they 

had to justify access through a pop up window with 

predetermined options, including a free text option (“other 

justification”). 

A secondary analysis of a deidentified database was 

performed. From a total of 20,540,708 hits on the electronic 

medical record database, 85% of accesses to the EHR system 

did not require justification. Content analysis of the “Other 

Justification” option allowed the identification of new types of 

access. At the time to justify, however, users may choose the 

faster or less clicks option to access to EHR, associating the 

justification of access to the EHR as a barrier. 

Keywords 

Access Logs; Confidentiality; Accessibility. 

Introduction 

The health record serves several purposes, such as clinical 

documentation, transmission of information between 

clinicians, student instruction, knowledge generation, 

monitoring developments, and justifying interventions [1]. 

Hence, the medical record must be accessed by many 

individuals with very different aims. 

In the age of the Electronic Health Records (EHRs), 

confidentiality and accessibility become relevant [2-4], 

particularly when users are not part of the care process. These 

issues impact the patient population, since patient records can 

contain sensitive information ranging from diseases, to data 

concerning sexuality and personal habits, to basic 

demographic information. According to estimates made by the 

American Health Information Management Association 

(AHIMA), 150 people on average, have access to a patient 

medical record during an inpatient episode [5]. Given this 

volume of access, the need to protect the confidentiality of 

patient information is evident and important [6]. 

In the United States, the Office of Civil Rights has reinforced 

the privacy and security of personal health information though 

the Health Insurance Portability and Accountability Act 

(HIPAA), setting standards and national regulations to protect 

sensitive electronic health information; thus defining access 

rights [7]. The Data Protection Act in the UK is the European 

counterpart to HIPAA [8]. HIPAA establishes two categories 

of acceptable access: “Treatment Payment Operations in 

Healthcare (TPO)”, and “healthcare related”.  It is understood 

that research processes involve the generation of deidentified 

health records, which are excluded from HIPAA. 

From a technical point of view, the Roles-Based Access 

Control (RBAC) model has shown to be useful [9-11]. In this 

model, people with a potential need for access to information 

are given permissions according to their credentials. In this 

way, information remains available if needed, but the 

aforementioned problem remains. 

Different strategies have been employed to protect patient 

information without severely impacting the availability of 

data. The so-called "blue light button" strategy represents the 

concept of an alternate path, which allows the user to access 

information. This model is necessary in the context of health 

care where the unpredictable often happens. Violating the 

access control model established by RBAC can lead to 

confidentiality violation. For this reason, it should be 

subjected to an audit process [12]. This has been called an 

“optimistic security approach" [13]. 

Understanding that it is not possible to fully abandon the 

optimistic approach, we seek to generate a solution to 

minimize its use, not only because, once breached, the 

patient’s confidentiality has been permanently compromised, 

but also because the subsequent audit process is cumbersome 

and costly in terms of human resources [14]. 

Some reports show restrictive approaches to users whose 

credentials do not justify access [15]. In others, contextual 

information is required to grant access, which follows the 

RBAC model [16,17], while other approaches tried to 

establish relationships through the use of relational algorithms 

and machine learning [18,19]. 

Our approach was to first examine how professionals perceive 

the ideal access model for EHRs [20]. The project was 

planned based on the results of that study as well as on the 

results of a field survey. The goal of this paper is to describe 

the implementation of access permissions to EHR based on 

rules. 

Methods 

Design 

This is a cross-sectional study. A secondary analysis of a 

deidentified database was performed. 

Setting 

Hospital Italiano de Buenos Aires (HIBA) is a high 

complexity teaching hospital with 750 inpatient beds, located 

in Buenos Aires, Argentina. HIBA is part of a health network 

that includes a second hospital, 25 outpatient centers, and 50 

private clinics. HIBA’s workforce consists of 2,800 doctors, 

2,800 healthcare related personnel, and 1,900 administrative 
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Discussion 

In this paper, data regarding justification of access to EHRs 

were analyzed.  The majority (85%) of accesses responded to 

the rules, and users did not need to clarify the reason to access 

the EHR. Of the remaining 15%, the two predominant 

categories were “patient under my care” and “other 

Justification”, the latter of which instructed the user to write 

additional information in free text. 

There was a marked decrease in the selection of the “other 

justification” option between the first and second periods of 

the study. We considered that this could be due to user 

adaptation. This phenomenon may be considered similar to 

alert fatigue [21,22]. Given the repeated appearance of the pop 

up window, it is possible that it disrupted workflow, such that 

many professionals who initially justified access eventually 

transitioned to selecting the “patient under my care” option, 

which allowed entry with only two clicks. This may also 

explain the nonsensical text in the “other justification” option, 

which may have been entered in order to access records more 

expeditiously. Further research will help to understand the 

problem. On the other hand, new residents begin their training 

at our hospital every June/July, increasing the probability of 

this option being used more frequently in the first period. 

With respect to the “other justification” option, content 

analysis allowed us to find new use cases not covered before, 

which led to their addition to the rules of validity for access in 

the next phase of the project. Comparing our experience to 

those in other publications, we see that the RBAC model – the 

major paradigm for access control over the last fifteen years – 

is frequently adapted to different settings. In some cases, the 

model is applied to make access more restrictive [15], while in 

others it is to allow access in the combined context of team 

collaboration [23], using captured information on context 

metadata to optimize control permissions [16,17] or even 

trying to predict association rules between users and patients 

[18]. We think that a qualitative approach followed by a 

content analysis of the information (provided by users, even 

when not formally verified because of the deidentified data 

use), can offer a solution to find new rules, enabling a 

continuous quality improvement cycle and engaging users 

with regard to this important topic. Further research would be 

useful to evaluate the accuracy of the “other justification” 

option, if necessary. 

This study has some limitations. It is a cross sectional study, 

and information is from a single academic healthcare center, 

therefore the results cannot be generalized without validation. 

Additionally, we cannot ensure that the selected options in the 

analysis corresponded to the real reason of access, because the 

categories outlined in Figure 2 could be accessed by all users 

without any validation.  

Based on data from this study, we plan to make access to the 

EHR more restrictive, allowing access only if the user is a 

family doctor or a member of a registered care team. We will 

maintain a “blue light button” for emergencies, accompanied 

by an agile and effective audit. This option will trigger a self-

audit mechanism through institutional e-mail. The rules of 

access will be extended according to the content analysis of 

written justifications. Finally, we will customize the options in 

the pop up window according to the department and/or service 

where the user belongs, to allow a more accurate granularity 

and to reduce the need to write extra text. With these changes, 

we aim to improve the workflow in the newly identified use 

cases, improve the fidelity of structured options for 

justification, and reduce the need for justification in free text. 

Finally, it must not to be overlooked that an EHR provides the 

technical infrastructure to aggregate information and 

establishes a longitudinal record of health information for 

individual patients. This accessibility of information has 

already opened the debate about who should grant permission 

for a user to access the information in the EHR. For several 

years, it has been postulated that the patient, as owner of the 

information, is the one who should define who can access their 

record. This permission, in turn, must be sufficiently flexible 

to allow the patient to set the privacy level from accessible 

only to a few professionals, to having no privacy restrictions, 

according to each owner’s preferences [24]. In this sense, open 

questions remain about what measures can be taken to protect 

patients’  information, such as clarifying who can access and 

why they are accessing the clinical data repository, while 

interfering as little as possible with the workflow of each 

healthcare professional. 

Conclusion 

In this analysis of access permissions to the EHR based on 

rules, the majority of users did not need to clarify the reason 

why they needed access. Rules implemented were based on a 

qualitative approach, and content was analyzed using 

information provided by users. At the time of justification, 

however, users may consider access justification a disruptive 

barrier, often choosing the faster (or “fewer clicks”) option to 

access the information. 
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Abstract 

Definition and configuration of clinical content in an enter-

prise-wide electronic health record (EHR) implementation is 

highly complex. Sharing of data definitions across applica-

tions within an EHR implementation project may be con-

strained by practical limitations, including time, tools, and 

expertise. However, maintaining rigor in an approach to data 

governance is important for sustainability and consistency. 

With this understanding, we have defined a practical ap-

proach for governance of structured data elements to optimize 

data definitions given limited resources. This approach in-

cludes a 10 step process: 1) identification of clinical topics, 2) 

creation of draft reference models for clinical topics, 3) scor-

ing of downstream data needs for clinical topics, 4) prioritiza-

tion of clinical topics, 5) validation of reference models for 

clinical topics, and 6) calculation of gap analyses of EHR 

compared against reference model, 7) communication of vali-

dated reference models across project members, 8) requested 

revisions to EHR based on gap analysis, 9) evaluation of us-

age of reference models across project, and 10) Monitoring 

for new evidence requiring revisions to reference model. 

Keywords: 

Structured data elements; EHR optimization; Data govern-

ance. 

Introduction 

A lack of consistent data capture has profound implications on 

reporting, e-measures, and clinical decision support and other 

secondary uses of EHR data [1]. Much work has been 

performed on the development and use of controlled 

terminologies to mitigate inconsistent data capture [2–8]. In 

an ideal EHR implementation project, the initial definition of 

structured data elements would require mapping to a 

controlled terminology with comparison of each newly 

defined data element to all other data elements that have been 

defined previously.  Such a data governance process requires 

extensive resources, particularly: training for analysts, 

clinicians and informaticians in terminologies and clinical 

content management; sophisticated data management tools to 

continuously search, view and compare all draft and final 

structured data elements; and sufficient time to allow for 

iterative, analytical, and collaborative content management 

and validation cycles [9]. Training, tools, and time are limited 

resources in large scale EHR configuration and 

implementation projects. While best practice certainly should 

require tightly controlled data governance of structured data 

definitions at the beginning of an EHR implementation, in 

many cases this is not done due to limited resources, a lack of 

expertise, or competing priorities [9]. 

Challenges 

A lack of consistent shared data definitions across EHR 

applications and clinical settings, prevent reuse and 

interoperability of healthcare data. EHR data collection forms 

defined without reference models, compromise information 

consistency and completeness. Adding further complexity, 

many healthcare organization’s EHR implementation and 

optimization projects are quite large with limited interaction 

between individuals responsible for distinct applications 

within the EHR system [9]. These limited interactions may 

lead to decreased sharing of data definitions and an increase in 

the number of distinct data elements defined to represent 

similar topics.  

In the absence of a pre-defined reference model for a given 

clinical topic, data governance requires extensive manual 

effort to verify completeness and consistency of 

documentation and this effort constantly increases with the 

creation of new EHR forms. This manual effort trickles down 

as a significant negative effect on the accuracy, timeliness, 

and relevance of downstream processes that use the collected 

data, such as billing, clinical decision support, reporting, 

population management, and analytics (risk estimation, 

prediction) [10]. Overall, a lack of well-defined data 

definitions that are not shared across EHR applications will 

require additional resources to design, build, deploy, and 

manage large quantities of data definitions and to remediate 

consequences to downstream processes [10]. Adding to the 

challenges, correction of data inconsistencies after data 

elements and forms are in active use invariably require 

expensive and error prone data conversions. 

Potential consequences 

As noted in the previous section, challenges that arise from 

poor data definitions are well-known, significiant and far-

reaching. A solution needs to be tractable; hence, we believe 

focusing on measureable consequenses to help target specific 

efforts to improve the definitions of data across applications in 

an EHR is a practical approach that can be implemented in 

organizations with limited resources, expertise, and time. 

Measureable potential consequences of poor data definitions 

include: regulatory and compliance requirements, billing, 

reporting, and clinical decision support.   

Specific consequences of inconsistent data definitions that 

relate to regulatory and compliance requirements include: 
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incomplete or inadequate reporting, inconsistent evidence 

during auditing events, and difficulties to implement quality 

improvement interventions. 

Billing consequences include: inconsistent evidence to 

confirm level of care and decreased coding accuracy and 

speed due to data variability. Consequences for reporting 

include highly complex reports that need to account for data 

being defined in multiple different ways, the design of 

reporting processes that attempt to "normalize" data to enable 

consistent interpretation, and the risk of not including relevant 

data when data elements are missed or incompatible.   

Clinicial decision support (CDS) rules have to account for 

data being defined in multiple different ways which leads to 

variability and highly complex CDS design. Incomplete or 

incorrect data triggers can result in false positive or false 

negative CDS alerts and reminders. Finally, CDS 

maintainance requires expensive updates and re-testing to 

accommodate new data definitions or to remediate CDS 

interventions after data conversions.   

Given the “real-world” resource limitations that often lead to a 

state of inconsistent data definitions, and the subsequent 

challenges and potential consequences that may result, our 

goal in this study was to define a practical approach for 

governance of structured data elements that is sustainable and 

repeatable.  Within our proposed process, specific analytical 

processes (e.g., formulas, calculations, and weighted scores) 

require in-depth exploration of assumptions and variables and 

are likely dependent on an organization’s strategic aims and 

priorities. Therefore, detailed descriptions of analytics within 

our proposed process are out of scope of this paper and are 

planned for dissemination in a future publication. 

Materials and Methods 

Setting 

Our method development was conducted by a workgroup 

comprised of informaticians, project analysts, and clinical 

experts. The combination of these three roles enabled a col-

laboration comprised of multiple expertises. For example, 

informaticians had expertise in data modeling, terminologies, 

software development lifecycle stages, and measurement re-

search. Project analysts were highly knowledgeable about the 

EHR configuration and project management and helped en-

sure the practicality of our proposed method. Clinicians pro-

vided clinical expertise across a variety of specialties and pro-

fessions to ensure the clinical relevance of our work.   

Acceptance Criteria 

To meet our aim of defining a practical approach for data 

governance for structured data elements that is sustainable and 

repeatable, we defined criterion for an acceptable approach. 

This criterion was to: 1) make efficient use of existing, though 

limited, resources, 2) deliver clinically relevant, reusable in-

formation, 3) reuse existing data models, 4) leverage reliable 

metrics for comparative decision-making, 5) manage compet-

ing priorities from various stakeholders, and 6) follow a 

lifecycle stages process model.  

Clinical relevance was maintained by focusing on clinical 

topic categories as the unit of analysis. To increase reliable 

and practical decision-making, we defined objective measures 

to analyze downstream data needs and comparisons against 

current state. The management of competing priorities from 

various stakeholders was handled by prioritizing clinical top-

ics and revisions based on consensus defined weighted scores 

and thresholds.  Finally, each process in our practical ap-

proach was aligned with a stage from the software develop-

ment lifecycle framework to provide a foundation for a re-

peatable approach. 

Results 

After iterations within our team, we identified a 10 step ap-

proach that was efficient, clinically relevant, rigorous, and 

practical for managing competing priorities from various 

stakeholders, demonstrating evidence to support decisions 

overtime, and ensuring sustainability for data governance 

needs identification. The 10 steps of our method for data gov-

Figure 1 - Practical Approach for Data Governance for Structured Data Elements 
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ernance needs identification are: 1) identification of clinical 

topics, 2) creation of draft reference models for clinical topics, 

3) scoring of downstream data needs for clinical topics, 4) 

prioritization of clinical topics, 5) validation of reference 

models for clinical topics, and 6) calculation of gap analyses 

of EHR compared against reference model, 7) communication 

of validated reference models across project members, 8) re-

quested revisions to EHR based on gap analysis, 9) evaluation 

of usage of reference models across project, and 10) monitor-

ing for new evidence requiring revisions to reference model. 

Proposed Approach 

1) Identification of clinical topics 

The aim of identifying clinical topics is to align analytic focus 

with the strategic aims of an organization and data governance 

optimization. A key factor in identification of clinical topics is 

to select topics that are orthogonal to topics previously used to 

define the clinical content that is being optimized. For 

efficiency and minimal engagement of resources, certain 

assumptions may be made that topics focused on previously 

are a lower priority than topics that have yet to be analyzed.  

For example, the documentation of intravenous line placement 

and urinary catheter management may have been defined 

previously, but independent of each other. A focus on catheter 

placement and intravenous line management would allow an 

efficient evalution of discordant and overlapping data 

definitions among the topics. 

 2) Creation of draft reference models for clinical topics 

The aim of creating a draft reference model is to quickly pro-

duce an artifact that can be used for initial analyses in the next 

stage. A reference data model for a clinical topic provides the 

names of each structured data element that pertains to that 

topic, data definitions, data types, values sets, abbreviations, 

synonyms, unique identifiers and original resources. We pro-

pose a targeted environmental scan of resources which publish 

clinical data element reference models such as: 1) HL7 Do-

main Analysis Models, 2) LOINC, 3) Intermountain 

Healthcare Clinical Element Model Browser 

(http://www.clinicalelement.com), 4) salient professional so-

cieties, and 5) peer-reviewed literature. This list is not intend-

ed to be exhaustive, but rather, is intended to allow for a re-

peatable and efficient search to identify existing reference 

models from organizations that are most likely to have pro-

duced them. 

Existing reference models that result from the search should 

be compared by mapping synonymous data elements and val-

ue sets and forming a comprehensive list of data elements 

relevant to the clinical topic. This analysis should result in a 

draft reference model. In the case of retrieval of one exten-

sively validated reference model, that should be used in its 

entirety.  

3) Scoring of downstream data needs for clinical topics 

The aim of scoring downstream data needs for clinical topics 

is to differentiate which clinical topics are most important for 

an in-depth analysis and development of a validated reference 

model. Given unlimited resources and time, all identified 

clinical topics (and in fact all content) within an EHR could be 

defined consistently. However, we are focused on real-world 

EHR implementation and optimization projects with 

competing priorities and limited resources; hence, a 

requirement of our approach is to focus and prioritize 

governance efforts for structured data elements. 

Consistent data definitions are critical for interoperability, 

however, there is a lack of measureable benchmarks for 

interoperability for discrete clinical topics to differentiate 

which topics are most important to focus on. Yet, there are a 

set of measurable rationales for increasing the consistency of 

data definitions: enabling automated reporting, demonstrating 

adherence to regulatory requirements, maintaining clinical 

decision support, documenting accurate billing codes, 

adhering to best clinical practices and terminology described 

in protocols, guidelines and evidence-based literature and 

order sets and plans of care. 

We propose an approach that identifies measurable 

downstream data dependencies, calculates a weighted score 

based on importance of each dependency and results in a total 

weighted score that can be used to rank the priority of each 

clinical topic. See Table 1 for an extract of a sample 

“scorecard” for this downstream data needs analysis. 

4) Prioritization of clinical topics 

The aim of prioritizing clinical topics is to target the highest 

priority topics and plan the sequence in which topics will be 

Table 1 - Extract of a sample “scorecard” for downstream data needs analysis 

[Clinical Topic Name] Scorecard= [total weighted Data Need Score score] 

Reason 

Data is 

Needed High Priority Data Needs 

Data Need Tallies 

Data 

Element 

1  

Data 

Element 

2  

Data 

Element 

3  

Data 

Element 

4  

Data 

Element 

5  

Data 

Element 

6  

Regulato

ry 

Regulatory requirement A  � � � � � � 

Regulatory requirement B  � � � 

Billing 

Billing needs identified by subject matter 

expert  

� � � 

  

� 

Reports 

Report A  � 

Report B  � 

CDS 

CDS Intervention A  � 

CDS Intervention B  � 

Weighted Data Need Score  [score] [score] [score] [score] [score] [score] 
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addressed for data governance optimization overtime.  A 

critical assumption is that this list is dynamic and is constantly 

being refined, based on scores of downstream data needs for 

new or re-evaluated clinical topics.  

5) Validation of reference models for clinical topics 

The aim of validating a reference model for a clinical topic is 

to produce a standard data model that is clinically accurate 

and complete and can be disseminated broadly for 

implementation. The validation of a reference data model may 

be completed by asking clinical experts to review the draft 

reference model for missing, superflous, and inaccurate 

information and asking analysts to review the draft reference 

model for any feasibility issues or technical constraints to 

implementation in the EHR system.   

Clinical validation of reference models should be based on 

best practices, is consensus driven, and can be a time intensive 

activity. Due to the resources required validation of a 

reference model is done for prioritized clinical topics, and not 

all clinical topics. 

6) Gap analysis of EHR compared against reference model 

A validated reference model is useful when used as a 

reference standard to assert how similar or different EHR data 

elements are from the defined ideal state (the reference 

model). We have applied validated metrics for information 

extraction to this gap analysis [11]. These metrics can be used 

for a reliable gap analysis measure to identify structured 

documentation forms within the EHR that do not match the 

validated reference model.  Please see Table 2 for the list of 

these metrics and their definitions. Documentation forms 

developed prior to the development of a reference model may 

not match exactly, but for practical purposes may be “good 

enough” and not a priority for revisions in the short-term. A 

pre-defined threshold for a total mismatch score is useful to 

identify the cut-off score for revisions based on mis-matched 

data elements. The particular threshold for this cut-off score 

will dependent on available resources to revise content and 

push changes into production for the EHR system. 

7) Transparent communication of validated reference 

models across project members 

Transparent dissemination and open and ongoing feedback 

about validated reference models is aimed at increasing the 

use of the organization’s validated reference models across 

EHR applications and continuing efforts to optimize the 

models.In our proposed approach, validated reference models 

are actively used to conduct gap analyses. However, to make 

efficient use of resources all validated reference models 

should be communicated across all project members and 

available for use. Expectations should include that any newly 

developed content or current revisions will utilize any related 

validated reference models. Desired exceptions should be 

communicated for two purposes: 1) to clarify if information is 

missing or wrong in the reference model that should be added 

or corrected, and 2) to discover if the exception is appropriate.   

8) Request EHR revisions based on gap analysis 

The gap analysis provides objective and reliable measure of 

prioritized areas for revisions in the EHR to match validated 

reference models. This step to request revisions is included for 

consistency with change request processes that are common in 

many organizations. The formality of this step allows for 

communication about dependencies related to the requested 

revisions and resources needed for the revision and to manage 

dependencies of the revision. Additionally, this step offers an 

opportunity to discuss any contextual information that may 

impact the appropriateness of the change. For example, a gap 

analysis may identify 5 documentation forms that vary 

signficantly from Reference Model A and revisions are 

requested for all 5 forms. It may be identified at this stage that 

the 5
th

 documentation form includes structured data elements 

from a research study that should not be changed during the 

course of the 12 month study period. A decision could then be 

make to make revisions for forms 1-4 now and to revise form 

5 in 12 months. 

9) Evaluation of usage of reference models across project 

Use of an electronic collaborative tool to disseminate 

validated reference models would allow project members to 

search all validated reference models. An electronic 

collaboration space could enable the capture of usage metrics 

with little overhead by providing users the opportunity to 

document where and how the validated reference model was 

applied to the EHR application. Usage metrics of reference 

models can inform: 1) an understanding of the nature of 

clinical topics that have highly utilized reference models as a 

method to identify similar important topics, 2) EHR 

applications that are underutilizing validated reference models 

and may require training, 3) EHR applications that are 

proficient in utilizing reference models and could assist teams 

that are less proficient. 

10) Monitoring for new evidence requiring revisions to 

reference model 

An annual clinical subject matter expert review of validated 

reference models is ideal, and may be extended as limited by 

resources. As protocols and guidelines change, reference 

models with related data elements should be reviewed by a 

clinical subject matter expert to determine if a change is 

required. Consistent with our goals of a practical, efficient, 

and reliable approach, the downstream data analysis 

performed in step 3 should be re-purposed, and not replicated 

for this step. For example, if a pain documentation ICU 

protocol was updated to include new evidence, the 

downstream data analysis that referenced to that pain 

documentation ICU protocol could be easily identified and the 

related  reference model revised to reflect new evidence.  

Table 2 - Proposed Metrics for gap analysis of EHR compared against reference model 

Metric  Definition  

Match Data element in the EHR is the same as the data element in Reference model 

Partial 

Match 

Data element in the EHR is different but intended to capture the same type of data as the data element in 

Reference model 

Conflicting Data element in EHR is not equal to the data element from Reference model 

Extra Data element is in the EHR but does not exist in Reference model 

Missing Data element is not in EHR but does exist in Reference model 
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Discussion 

We proposed a 10 step practical approach to governance and 

optimization of structured data elements. Ten steps may 

appear to be lengthy, however, we included explicit 

communication and documentation steps as they are critical to 

effective governance. It is important to note that organizations 

may identify shorter paths to prioritizing clinical topics for 

analyses and identifying gaps in current state for redesign, 

however, we believe that our proposed approach most 

effectively combines scientific rigor, collaborative decision-

making, and sustainability with efficiency. 

Defining data consistently at the outset of an EHR 

implementation project is the ideal and our research team 

promotes this pro-active approach. However, we sought to 

provide organizations who did not or could not effecively 

govern consistent data definitions initially when configuring 

and implementing their EHR with a practical approach to 

remediate inconsistencies and decrease potential downstream 

consequences. This practical approach is being applied in our 

organization for a number of clinical topics and is expected to 

continue as an ongoing activity throughout optimization of 

our EHR system.  

Limitations 

The proposed approach is based on the experience of one 

integrated health system in the Northeast United States during 

configuration of a vendor based EHR. It is reasonable that the 

application of this proposed approach to governance of 

structured data elements would require modifications to fit 

within the existing infrastructure of other organizations. Our 

description of the proposed approach is purposefully general 

to increase the ability for organizations to apply the steps and 

concepts to meet their needs. As with the design of most best 

practice and governance approaches, we expect this approach 

to be iteratively revised and modified to fit different types of 

health care organizations with varied available resources and 

expertise. 

Conclusion 

We defined a 10 step practical and rigorous approach to 

structured data element governance in EHRs: 1) identification 

of clinical topics, 2) creation of draft reference models for 

clinical topics, 3) scoring of downstream data needs for clini-

cal topics, 4) prioritization of clinical topics, 5) validation of 

reference models for clinical topics, 6) calculation of gap 

analyses of EHR compared against reference model, 7) com-

munication of validated reference models across project 

members, 8) requested revisions to EHR based on gap analy-

sis, 9) evaluation of usage of reference models across project, 

and 10) monitoring for new evidence requiring revisions to 

reference model. This approach should be evaluated for its 

applicability across difference types of health care 

organizations and stages of EHR implementation. We believe 

that practical and applied approaches that streamline 

analytical steps while maintaining scientific rigor are highly 

needed and beneficial to the clinical informatics and health 

information technology communities amidst the great changes 

and adoptions that are occurring every day in health care 

systems throughout the world. 
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Abstract 

From a national level to give Internet technology support, the 

Nationwide Integrated Healthcare System in Uruguay 

requires a model of Information Systems Architecture. This 

system has multiple healthcare providers (public and private), 

and a strong component of supplementary services. Thus, the 

data processing system should have an architecture that 

considers this fact, while integrating the central services 

provided by the Ministry of Public Health. The national 

electronic health record, as well as other related data 

processing systems, should be based on this architecture. The 

architecture model described here conceptualizes a federated 

framework of electronic health record systems, according to 

the IHE affinity model, HL7 standards, local standards on 

interoperability and security, as well as technical advice 

provided by AGESIC. It is the outcome of the research done 

by AGESIC and Systems Integration Laboratory (LINS) on the 

development and use of the e-Government Platform since 

2008, as well as the research done by the team Salud.uy since 

2013. 

Keywords:  

eHealth Information Systems; eHealth; Interoperability; e-

Government; HL7; IHE; System Architecture for Nationwide 

ehealth; Nationwide Healthcare Systems Architecture. 

Introduction 

From the perspective of conception and systems architecture, 

this document includes two relevant aspects that constitute the 

conceptual model of a technological platform to support the 

Electronic Health Records System at a National level (HCEN 

in Spanish). 

As it will be stated below, this “eHealth Platform” (PS in 

Spanish) is implemented as an extension of the "e-

Government Platform” (PGE in Spanish), reusing and 

expanding security components and interoperability. 

In Uruguay, the development of the Electronic Health Record 

(EHR) at a national level is included as a goal in the Digital 

Agenda 2011-2015 [1]. In fact, objective number 14 includes 

four specific goals; two of them are relevant to this document: 

1) "During 2012, to create a health data network..." 2) "Since 

2012, to create and manage a platform on electronic health 

records..." The concept and design of the whole system 

architecture is based on the context where it will be applied 

and, obviously, it must consider the legal and technical 

framework. Under the heading "Context: The Health 

Ecosystem in Uruguay," there is an outline of the framework 

within which HCEN will be developed in Uruguay. The 

heading "Health Platform: Architecture of a Nationwide 

Solution" includes a description of this platform. Finally, 

respective conclusions and current stage of evolution will be 

presented. 

Justification 

With focus on the particular features of the Nationwide 

Integrated Healthcare System in Uruguay, this article shows 

the need of having a national system of interoperable EHR, 

the possibility of applying acquired knowledge and lessons 

learned when conceiving, designing and operating the e-

Government Platform in Uruguay, the experience on health 

information systems, and the inherent technological 

challenges. 

Context: The Health Ecosystem in Uruguay 

Legal Framework 

Act 18211, from December 13, 2007, Nationwide Integrated 

Healthcare System. [2] 

Act 18331, from August 11, 2008, Act on the Protection of 

Personal Data.  

Act 18335 from August 15, 2008, on rights and duties of 

patients and users of healthcare services. [3] 

Act 18600 from September 21, 2009, which acknowledges 

legal effects and validity of e-documents and e-signature. 

Nationwide Integrated Healthcare System (SNIS) 

In Uruguay, the Nationwide Integrated Healthcare System 

(SNIS in Spanish) has the following features: gives universal 

coverage, is tax-financed, and services are delivered by 

networked healthcare providers. There is one public provider 

and multiple private providers that may give full coverage or 

partial coverage, depending on the services they deliver. 

The underlying principle is that the users form the core and 

backbone of this healthcare system. The user is entitled to 

choose freely a healthcare institution; once the user selects a 

healthcare institution, the relationship user-institution shall 

last at least 3 years, and the SNIS is aware of this affiliation. 

HCEN is the main part of the Health Information System, and 

it is a key component of the SNIS. National authorities have 

imposed an additional investment levy to service providers; 

most of them have submitted projects on ICTs, specifically on 

the development of EHR.  

Apart from comprehensive healthcare providers, there are 

partial providers, such as private medical labs, imaging 

clinics, non-hospital emergency services, private physician 

offices, or office networks among others that are authorized 

and operate under regulations issued by the Ministry of Public 

Health (MSP in Spanish), but are not part of the SNIS. Those 

service providers also produce relevant medical information 

which must be considered by HCEN. Usually, people are 

affiliated with comprehensive healthcare providers and  

mobile emergency services, and also undergo medical 

examinations in private offices. Pharmacy networks must also 

be considered. The SNIS has been operating since 2008. 

MEDINFO 2015: eHealth-enabled Health
I.N. Sarkar et al. (Eds.)
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eHealth Platform: Architecture of a Solution at a 

National Level 

Background and Preliminary Studies 

During preliminary studies before designing the PS, various 

models were analyzed, in particular, models from Canada 

[10], Catalonia, Italy, France, Austria and Australia [11]. 

Many of their components were considered when designing 

our model. Of course, we also considered HL7, IHE, ISO, 

IHTSDO, SNOMED CT, DICOM, LOINC standards and 

recommendations.  

Architecture of a Solution at a National Level 

Every ICT platform requires the prior solution of some basic 

infrastructure functionalities, such as: i) security (users 

authentication and access control); ii) routing and 

transformation of messages (ESB); iii) implementation of 

standards on interoperability and usability; iv) offering 

continuation mechanisms and data access; v) offering ready 

access to information (portal); vi) connectivity at different 

levels; vii) management and administration tools; viii) 

governance; ix) ensuring privacy and data protection. 

All those basic functionalities, including citizen single Sign 

On, are provided by the PGE. Hence, eHealth Platform (PS) 

will be considered as a specialized extension of the PGE. 

PGE Technical Features 

The e-Government Platform has three layers: one is physical 

and two are logic. The physical layer is formed by the Cloud, 

which supports the whole platform infrastructure. This 

physical layer implements the following: Infrastructure as a 

Service (IaaS) and Platform as a Service (PaaS).  

              

Figure 2 – PGE diagram 

This allows selecting the best way to manage the solution 

infrastructure, optimizing physical resources.  

The logic layers, the Crossed-Application layer (Saas) and the 

Interoperability Platform, refer to two visions of this business: 

one is oriented to final users (Crossed-Applications layer) and 

the other is oriented to integration services for backend 

systems (Interoperability Platform). 

Crossed Applications 

The layer of Crossed Applications is divided in two layers; 

security and applications. The security layer, in this case, 

offers security services not only for internal applications, e.g., 

State Portal and Electronic File, but for the implementation of 

a Single Sign On solution which allows adding applications 

hosted within other State agencies or the PS. This 

implementation is based on the fact that the identities of 

application users are federated and that authentication is 

centralized in the PGE. This is achieved by the use of SAML 

2.0 tokens, which allow validating individual's identity 

through the addition of tokens to HTTP requests. 

Interoperability Platform (PDI in Spanish) 

The PDI integrates the systems within the State at the back 

end level [9]. It has two layers: one of security and the other of 

interoperability (semantic and technical). Technical 

interoperability is solved by the use of an Enterprise Service 

Bus (ESB) and the semantic is solved by a number of 

metadata definitions, which allow simplifying data exchange 

and offering added value services on it. Those exchanges are 

based on Web Services SOAP 1.1. All web services used by 

this platform comply with WS-Security Profile 1.0 and WS-

Basic Profile 1.1 standards. SSL v3.0 (HTTPS) with mutual 

authentication used for physical security. Service 

authentication and authorization is carried out by SAML1.1 

tokens, which are exchanged with the platform using WS-

Trust and WS-Security standards. E-signature is used to 

ensure tokens authenticity through certificates X.509 v3. 

Messages received by PDI are dynamically routed to various 

recipients using WS-Addressing standard. Internally, XACML 

2.0 is used for validation and communication of security 

components. XLST 2.0 is used for ESB transformations. Open 

standards allow universal use of the platform, becoming 

independent from proprietary protocols and overcoming 

difficulties at the integration stage. 

eHealth Platform (PS in Spanish) 

Featured by the existence of multiple healthcare providers, the 

SNIS creates the need of building a federated model of 

Electronic Health Records [7]. SNIS requires that everyone is 

responsible for managing and providing custody for health 

records of their affiliates, apart from the need of having a 

complete view of the EHR whenever and wherever it is 

required.  

HCEN context requires the fulfillment of interoperability rules 

and data integrity rules. First rules are supported by the three 

main levels of interoperability: organizational interoperability, 

semantic interoperability and technical interoperability. Data 

integrity is based on rules and policies on auditing, 

traceability, identity, reliability and auto-verification. 

Organizational interoperability is based on two elements: 

design based on the affinity domain concept [8] and SNIS 

regulations. 

Designs are based on the affinity domain concept, according 

to the definition included in IHE technical specification. IHE 

refers to a number of healthcare providers that share some 

policies within a cooperation environment, using a shared 

infrastructure. 

Considering that this model was designed for a nationwide 

system, governance of this domain is required, in order to 

establish and ensure shared rules or policies with which 

healthcare providers agree to comply.. Some of the policies to 

be defined are the following: organizational rules (legal, roles, 

and structural, basically established by SNIS), operational 

rules (e.g., SLA, backup and recovery policies, modification 

and deletion of medical and administrative data), domain 

registration rules, authentication and access policies, privacy 

policies, consent, auditing. 

Semantic interoperability is based on the definition and 

management of document formats accepted by repositories, as 

well as on terms and vocabulary. Moreover, it is also based on 

the implementation of terminology services, according to a 

controlled framework with limited and distributed access 

Technical interoperability is based on the adoption of some 

standards and instruments provided by the PDI that are 

J. Abin et al. / Systems Architecture for a Nationwide Healthcare System14



expanded to include defined standards and profiles established 

by HL7 and IHE, and implemented on specific instruments 

such as ESB-PS, EMPI, XDS, and Appliance-PS which are 

described below. 

The integration engine (ESB-PS) is formed by the ESB from 

the Interoperability Platform, to process specific messages of 

health protocols. It plays the role of transforming, validating, 

routing, integrating and performing broadcast actions on 

messages received from health applications. Within this 

engine, various source and target ports are set up to carry out 

data exchange processes. Messages are issued and sent from 

and to the applications that will be integrated, according to 

different communication protocols (TCP/IP, HTTP, SOAP, 

WS*, REST, MLLP) and different messaging formats (HL7 

V2.x, HL7 V3, DICOM, X12, XML, EbXML, EDI, delimited 

text).�After receiving the message from a port, it is identified 

and processed syntactically. Messages are directed within the 

engine and may be validated and/or transformed. After 

message is transformed, it may be sent to another target port, 

according to certain format and protocol. As any ESB, it 

provides functionalities for managing and monitoring service 

and traffic. 

Appliance-PS allows easy interoperability between healthcare 

providers and the PS. It is based on lessons learned on e-

Government interoperability and it seeks an important level of 

abstraction to simplify messages exchange and integration. It 

is an artifact formed by hardware and software that 

implements layers of services and simple user interfaces. It 

has two components: one is located in the PS (software) and 

the other is physical (software and hardware) and is located in 

provider's sites on a high availability basis. The main 

functionalities of this artifact are: 

Locally, for each provider: i) PGE connector, which solves 

connectivity, authentication and access to PGE and PS; ii) 

Messaging, registry XDS (IHE) and HL7v2 and HL7 v3; iii) 

To make an easier use of EMPI through abstraction and 

encapsulation of services; iv) Messaging services for XDS 

Registry for healthcare providers which do not have XDS, as 

well as for specialized repositories, e.g., PACS and LIS, no 

XDS. v) Messages withholding in case of interruption of 

services; vi) Management of Publish & Subscribe services to 

update EHR of their patients and affiliates; viii) 

Functionalities for local use of digital signature. 

Regarding PS: i) Transforming to CDA Salud.uy those 

documents which contain minimum required data, but do not 

meet format standards; ii) specific adapters according to non-

standard system's requirements; iii) other nonstandard 

transformation service for legacy systems. 

Other Specialized Components of the PS 

The PS hosts the National Index of Healthcare Users (INUS in 

Spanish), usually known as master table of patients, enterprise 

version (EMPI), which contains updated information of 

different individuals ID to supply the affinity domain. This 

allows each provider to maintain its current ID and to share 

medical information with the HCEN through a local XDS 

registry, managed by the provider, which is copied to the 

National Registry of Medical Information. This registry is also 

located within the PS, and it receives the information supplied 

by local registries kept by each provider. 

To keep the EHR updated, and in order to minimize data 

collection during patient's visit, healthcare providers have a 

Publish & Subscribe service. They may subscribe to this 

service in order to receive reports on medical acts occurred 

within the system related to their affiliates. Furthermore, 

healthcare providers may subscribe to receive medical 

information related to users registered on special vertical 

programs, e.g., chronic diseases. 

The PS also contains necessary software components to 

deliver MSP main services related to: i) individuals health; 

ii) healthcare services (master tables); iii) dictionaries and 

terminology; iv) reporting systems to inform MSP. 

Authentication and authorization 

The authentication and authorization model of PS is based on 

the PGE model, which is based on the federation of identities 

and, hence, on reliability. This model is centered on PGE and 

uses SAML 1.1 tokens signed with X509 v3 certificates, to be 

the unique access point to different services. To do this, the 

PGE uses a system based on RBAC, where every provider and 

service consumer has a branch in the LDAP directory of the 

PGE. In this directory, organization existing roles are defined, 

which will be used afterwards to authorize the consumption of 

certain service. This authorization may be achieved with finer 

granularity: to the extent of a web service operation. Specific 

roles used by health applications will be managed within the 

respective applications. 

Integrating Multiple Repositories - Specialized and 

Distributed 

Reality demonstrates that different healthcare providers, as 

well as the PS, have specialized services which require 

specialized repositories; e.g., PACS (local for each provider 

and centralized, e.g., imaging experimental plan), LIS, HCEO 

and other highly specialized services. According to reality, 

those repositories not always comply with XDS standards; this 

is the case of current PACS and LIS. But regarding HCEN, it 

is necessary to integrate information and access. The goal is to 

obtain an integral view of the patient's EHR, regardless used 

technologies or data location. 

 

Figure 3. e-HEALTH Platform - components view 

Prerequisites: 1) All medical acts, regardless the act type, 

must be included in the Registry of the HR; 2) All documents, 

images, reports, among other documents, must be available to 

duly authorized healthcare staff, whenever is required; 3) The 

final format of representation must comply with document 

standards defined by Salud.uy; specifically, regarding images 

it will be established suitable compression levels for each 

intended use; 4) Documents must be electronically signed by 

the healthcare provider, to ensure the identity, authenticity and 

inalterability of the document; 5) Local representation adopted 

by each provider regarding their own repositories must ensure 

the existence of the minimum data required for each kind of 

document. Moreover, each provider must ensure the 

fulfillment of the above-mentioned prerequisites. 
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Mechanisms for the integration of repositories: This 

diagram (see Figure 3), which naturally shows a diversity of 

technologies, requires the existence of an integration layer, 

capable of routing and message transformation. Data 

transformation to standard formats of presentation is also 

required. This layer may have specialized services, e.g., 

Dicom images and their services of publication and access. 

Figure 3 shows a simplified view of its implementation. As it 

is illustrated, Appliance-PS is a key part of this architecture. 

Current Stage of the PS Development 

PGE platform is working with very high and increasing rates 

of message traffic and implemented services per day. All the 

functionalities mentioned herein, which are required for the 

PS operation, are currently operating in a daily basis. 

PS platform is still under construction. However, there are two 

experimental applications which are already operating: HCEO 

and remote imaging diagnosis. Both led to the experimental 

use of certain tools, e.g. OpenEmpi, MIRTH. Moreover, it was 

developed as a specific XDS, which gave us relevant 

experience and learning. Currently, pilot activities on 

terminology services are being carried out, in cooperation with 

the Italian Hospital from Buenos Aires (HIBA in Spanish). 

Uruguay has entered into an agreement with the International 

Health Terminology Standards Development Organization 

(IHTSDO), and plays an active role as an IHTSDO member. 

Evolution of the PS platform 

This platform will be further developed by the acquisition, 

construction and integration of products. In addition, the 

development and creation of tables, dictionaries, minimum 

data sets, MSP regulations, among other required elements, 

will contribute to its continuous evolution. Each healthcare 

provider shall continue with the development of their own 

EHR, according to standards and technical specifications laid 

down. Moreover, an appliance-PS will be supplied, which 

should be integrated in their respective platforms. Cloud 

services (SaaS) will be further developed in order to make 

EHR registration, search and exchange of information easier 

for small health care institutions. 

Table 2 – Platform Summary 

Platform Summary 

The PS is a specialized extension of the PGE, which uses it as 

foundation for common functionalities. 

PGE´s architecture is defined in three layers: a Physical layer, 

implementing IaaS and PaaS, and two logical layers, IaaS or 

Crossed-Aplication and the Interoperability Platform (PDI). 

All three interoperability layers are covered (Organizational, 

Semantic and Technical) by the eHealth Platform. 

Healthcare providers may be in different stages of technical 

development. The use of the Appliance-PS accompanied with the 

PGE Connector fulfills the technical gap, simplifying the 

interaction with the PS, as well as giving a powerful tool for 

service governance.  

Each Healthcare provider will maintain their user registry, 

keeping their own ID and information, but feeding the National 

Index of Healthcare Users. 

The existence of a local XDS provided with the Appliance-PS, 

allows to share medical information with the HCEN 

Even the PS is still in working progress, HCEO and remote 

imaging diagnosis application are on pilot over it. 

Conclusion  

It has been established that a technological platform with a 

scalable, reliable, and secure architecture fulfills the needs of 

the Nationwide Health System. The platform also considers 

the public policies focused on citizens, contributing to 

improve their quality of life, and duly assuring information 

security and personal data protection.  

Lessons learned on interoperability at a national level have 

been applied to the health platform. The integration between 

the e-government platform and the e-health platform, as well 

as the operation of the referred networks—salud.uy, red.uy 

and private networks—allowed the reuse of knowledge, 

infrastructure and services. 

Complex engineering mechanisms related to authentication 

and access control, exchange of messages assuring security,  

privacy and information completeness, as well as supporting 

various protocols and data models, has been solved and will 

be used by all health care providers. 

The challenge that lies ahead is the incorporation of different 

participants to the eHealth Network, as well as achieving 

citizens’ ownership and use of this platform. 
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Abstract 

The use of Electronic Dental Records (EDRs) and 

management software has become more frequent, following 

the increase in prevelance of new technologies and computers 

in dental offices. The purpose of this study is to identify and 

evaluate the use of EDRs by the dental community in the São 

Paulo city area. A quantitative case study was performed 

using a survey on the phone. A total of 54 offices were 

contacted and only one declinedparticipation in this study. 

Only one office did not have a computer. EDRs were used in 

28 offices   and only four  were  paperless. The lack of studies 

in this area suggests the need for more usability and 

implementation studies on EDRs so that we can improve EDR 

adoption by the dental community. 

Keywords: 

Electronic Dental Records; adoption; case study. 

Introduction 

During  recent years, there has been an increase in the 

adoption of current generation technologies in dental offices. 

Some reasons for adoption include: increasing “green” 

practices, increasing efficiency, usage  of technology as a 

marketing element, and exchanging patient information with 

insurance companies. 

Green practices include the use of digital photography and 

radiographs as well as the use of EDR to decrease the 

consumption of paper and the production of chemical waste.  

To improve efficiency and productivity, some offices use 

rotary instruments, apex locators, computerized anesthesia, 

intraoral cameras and scanners and CAD-CAM systems. 

Additionally, the use of any of the above mentioned 

technologies themselves are perceived as  marketing elements 

for the patient. The patient notices the up to date context of the 

office and services provided. 

The presence of a computer in an office also allows  usage of 

other applications such as patient scheduling, communication 

with patients, colleagues and providers, clinical and financial 

management and also  the use of EDR systems. 

Lastly, some offices have acquired computers to be able to 

exchange information with insurance companies, as these 

companies continually demand this exchanged information to 

be made digital. 

 Literature Review 

As  highlighted by the literature, the use of technologies in 

dental education began in 2000. In clinical practice computers, 

in particular, have already been used as an administrative 

management tool since the 1980’s [1]. In 1996, Paul R. 

Rhodes discussed the main differences between electronic and 

paper records, as well as their advantages and disadvantages 

[2]. The visual resources of the EDR were the most positive 

features in the author’s opinion because once the patient was 

allowed to visualize graphically his or her clinical needs, the 

satisfaction and acceptance of the treatment were enhanced 

[2]. Visual resources were also seen as important features by 

Delrose and Steinberg for use in patient education [1].  

As more technologies for dentistry became available on the 

market, research to evaluate the relationship between dentists 

and these technologies began to evolve. In Canada there was 

research to evaluate dentists’ perception regarding the use of 

new technologies and also to determine the presence and  use 

of computers in Canadian dental offices. Researchers verified 

that 60% of the dentists believed that technology could 

improve their clinical practice and 90% of the dentists already 

had computers in their offices [3, 4]. Similar results were 

found in the USA and England, with 85% of American 

dentists having computers in their offices while 77% of British 

dentists having or declaring the intention of acquiring a 

computer in the near future [5, 6]. 

Having established the presence of computers in the dental 

offices, and the use or intention of using an EDR system, 

authors began to investigate the annotation fields both in paper 

and electronic records. They noticed a great difference 

between the records and reasoned that the digital records have 

a limited coverage of the patient clinical information. 

Furthermore, they found that fields that are usually together in 

paper records, are often separated in the EDRs, possibly 

making it difficult to be filled by the dentists [7]. In order to 

investigate possible usability problems on EDR systems, 

Thyvalikakath et al carried out a heuristic evaluation of four 

systems [8]. The authors described 229 heuristic violations 

and suggested potential usability problems in all four systems 

[8]. Despite the deficiencies and difficulties already described, 

EDR systems are commonly used in dental offices in North 

America and Europe, as well as in some North American 

dental schools. Studies have also been performed in dental 

schools. These studies cover the use of EDRs for a wide 

variety of themes: pharmacology education [9], the use of 

controlled terminology to annotate diagnosis [10] and 

treatment planning by undergraduate dentistry students [11]. 

A literature review conducted in 2014 showed that despite the 

great number of articles regarding EDR published over the last 

decade, only 22% of those were about EDR design and 

architecture, while 78% were editorials, reviews or articles 

describing the use of EDR data. In addition, taking a closer 

look at the articles regarding EDR, only 20% of the studies 

represented research related to EDR use (adoption, usability, 

implementation, tools). The other 80% was research that used 

clinical data from the EDRs to make new scientific 

discoveries. 

Objectives 

This study aims to identify and evaluate the adoption of EDR 

systems in the São Paulo city area. 

MEDINFO 2015: eHealth-enabled Health
I.N. Sarkar et al. (Eds.)
© 2015 IMIA and IOS Press.
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efficient [16]. In addition, patients subconsciously register that 

better dentists have tech savvy offices; while those that do not 

adopt technology tend to be considered less competent [17]. 

Even though technology is usually charged with being 

responsible for impersonal relationships, professionals using 

them are more productive. This leaves more available time for 

dentists to bond with the patient in order to strengthen their 

relationship, resulting in greater acceptance of the suggested 

treatments and  a more satisfied patient.  

Even though the sample of this study is small, and not 

representative of the entire country’s dental community, it 

should influence local councils to issue more comprehensive 

surveys in order to describe the regional scenario with more 

details. This way, policies and incentives might better 

influence the EDR systems adoption by the dental community.  

Conclusions 

This case study demonstrates a high level of modernization in 

dental offices as well as adoption of EDR systems, but  little 

clinical use. Contacts with the dentists are still being made 

until the end of January 2015.  
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Abstract 

As the field of medicine grows more complicated and doctors 

become more specialized in a particular field, the number of 

healthcare providers involved in healing an individual patient 

increases. This is particularly true of patients with multiple 

chronic conditions. Establishing effective communications 

among the care providers becomes critical to facilitate care 

coordination and more efficient resource use, which will 

ultimately result in health outcome improvement. The first step 

for care coordination is to understand who have been involved 

in a patient’s care and their relationships with the patient. The 

widespread adoption of Electronic Health Records provides 

us an opportunity to explore solutions to well-coordinated 

care. This paper presents the concept of a patient’s care team 

and demonstrates the feasibility of identifying relevant 

healthcare providers for an individual patient by leveraging 

electronic patient encounter data. Combined with network 

analysis techniques, we further visualize the care team 

structure with quantified strength of patient-provider 

relationships. Our work is foundational to the larger goal of 

patient-centered, coordinated care in the digital age of 

healthcare. 

Keywords:  

Care coordination; Health information exchange; Electronic 

Health Record; Patient care team; Network analysis. 

Introduction 

Care coordination has been identified by the Institute of Medi-

cine (IOM) as one of the priority areas for health care quality 

improvement [1]. According to IOM, the aim of care coordi-

nation is to “establish and support a continuous healing rela-

tionship, enabled by an integrated clinical environment.” The 

Agency for Healthcare Research and Quality (AHRQ) defined 

care coordination as “the deliberate organization of patient 

care activities between two or more participants (including the 

patient) involved in a patient’s care to facilitate the appropri-

ate delivery of health care services,…, and often managed by 

the exchange of information among participants responsible 

for different aspects of care” [2]. Improved care coordination 

would have an especially important impact on improving 

health care processes and outcomes for patients, particularly 

for those with one or more chronic conditions [3,4]. It also has 

great potential in promoting efficient use of limited resources 

and cost savings by avoiding duplicate tests and unnecessary 

hospitalizations. A recent report published by the Center for 

Disease Control and Prevention (CDC) estimated that approx-

imately half (49.8%) of US adults have at least one chronic 

condition and about 1 in 4 adults has multiple chronic condi-

tions (MCC) [5]. 

Patients with chronic conditions are usually seen by many 

providers at several locations such as family medicine clinics, 

specialty care clinics, hospitals, birth centers, urgent care fa-

cilities or emergency rooms. The average Medicare benefi-

ciary sees 6.4 different physicians in a year, 4.6 of those being 

in the outpatient setting [1]. Without well-designed care coor-

dination among various care providers, disconnects in services 

can occur and result in adverse drug events, missed follow-

ups, unnecessary hospitalizations, and duplicative tests.  

In order to achieve well-coordinated care, effective communi-

cations among the care team members and patients need to be 

supported. However, the first step for enabling effective com-

munication is to identify who the team members are and what 

type of treatment relationship each member has with the pa-

tient. Certain providers such as primary care physicians (PCP) 

may maintain an ongoing relationship with the patient that 

lasts for years or even decades. Some providers may have a 

continuous relationship with the patient for a period of time. 

For example, patients usually go to the same obstetri-

cian/gynecologist or maternal fetal medicine (MFM) doctor 

for a series of prenatal visits. However, the patient-provider 

relationship usually ends when the perinatal care ends. Other 

providers may only have a visit-specific relationship with the 

patient, such as emergency or inpatient physicians. Under-

standing the characteristics of patient-provider relationships is 

critical to implement standard, evidence-based care process 

models and deliver relevant, timely, and accurate patient in-

formation to the right care providers, patients and their fami-

lies. Stage 2 of the EHR Incentive Program overseen by the 

Centers for Medicare and Medicaid Services (CMS) in the 

United States requires the summary care record for each tran-

sition of care to include a list of care team members beyond 

the transitioning provider and the receiving provider [6]. 

Related Research 

Electronic Health Record (EHR) systems have been widely 

adopted in the United States, and a substantial amount of ad-

ministrative and clinical information have been captured. Such 

information can be valuable to facilitate care process and im-

prove outcomes if used properly. A previous study evaluated 

the feasibility of using system audit log data of EHR chart 

accesses to identity a patient’s care team [7]. This study fo-

cused on the inpatient setting for a single hospital stay. There 

is a lack of research in identifying a patient’s care team in the 

ambulatory care settings, which involve a larger number of 

provider roles and multiple encounters at different facilities. 

We searched PubMed [8] using MeSH terms “Electronic 

Health Records” and “Patient Care Team” and did not find 

relevant articles in the results.  

Furthermore, not every provider involved in a patient’s care 

has a continuous relationship with the patient. The closeness 
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of the relationship between providers and patients varies de-

pending on the patient’s conditions and care needs. Network 

analysis has been widely used in other domains such as biolo-

gy, geography, web technologies and communication studies. 

It is a powerful tool to characterize social relationships in 

terms of network theory, which consists of nodes and ties. 

Nodes represent individual entities in the network, whereas 

ties represent relationships between entities [9,10]. However, 

network analysis has not been widely applied in the healthcare 

domain. 

Project scope 

The goal of this paper is to examine the feasibility of leverag-

ing patients’ encounter data, which include both clinical and 

administrative information about each patient visit, to identify 

patients’ relevant care team members. We further quantify and 

visualize the strength of the relationship between each care 

team member and an individual patient based on the frequency 

and timing of office visits using network analysis technolo-

gies.  

Methods 

Healthcare Setting 

Intermountain Healthcare is a non-profit system that operates 

23 hospitals, a medical group with more than 185 physician 

clinics, 3,000 affiliated physicians, and an affiliated health 

insurance company, SelectHealth. It is the largest integrated 

system of health care facilities in the Intermountain West re-

gion of the United States. Intermountain Healthcare serves 

about 2.6 million patients, with more than 3.7 million ambula-

tory visits and 400 thousand inpatient stays each year. 

Data Sources 

The enterprise data warehouse (EDW) at Intermountain 

Healthcare integrates clinical data, financial data, claims and 

eligibility data from electronic systems across the entire enter-

prise [11]. The EDW loads data daily from various source 

systems such as the clinical data repository, pharmacy, cancer 

registry, enterprise master patient index (EMPI), accounts 

receivable, SelectHealth claims, and laboratory and radiology 

systems. It is designed to support Intermountain’s clinical op-

erations and research efforts. The EDW is organized as a col-

lection of various data marts, which consolidate and integrate 

data from separate systems to support a specific clinical opera-

tion area.   

We identified data marts in the EDW relevant to the purpose 

of this project containing patient encounter data dating back to 

1997. Although originally designed suitable for specific use 

(billing), in general the data marts include visit type (e.g. inpa-

tient, outpatient hospital, office visit, emergency department, 

urgent care, etc.), visit or service date, provider information, 

diagnosis, facility information, payer, and other financial in-

formation. The hospital data mart includes 44 million records 

and the ambulatory data mart includes 66 million records. 

Each record has a unique identifier for that specific encounter, 

which links to the unique patient identifier maintained by the 

EMPI. 

Relational database tables in these data marts were queried 

using Oracle SQL Developer to extract patient encounter rec-

ords meeting certain criteria. Resulted datasets were used for 

further statistical and network analysis. Specifically, queries 

were developed to address the following questions: 

1. How many encounters (both inpatient and ambulatory) 

are recorded in EDW for each patient? How many 

encounters does each patient have for the past 7 years, 

and 3 years?   

2. How many care providers are documented in each 

patient’s encounter records? What are their roles?  

3. What is the closeness (or distance) of the relationship 

between each care provider and the patient? Do 

patients see some care providers more often than 

others?  

These questions are critical to help us understand the feasibil-

ity of using encounter data to extract patients’ care team. If the 

number of encounters for each patient is too large, the care 

team extraction may need to be deployed offline in a batch 

mode so that it will not impact the real-time user experience. 

In order to get the complete and most relevant care team 

member, a time constraint may need to be applied to the en-

counter records. For example, inpatient stays happened 20 

years ago may not have any impact on patient’s current care 

team.    

Statistical and Network Analysis 

Datasets extracted from Oracle queries were analyzed using R 

(version 3.1). Descriptive statistics were used to characterize 

the patient encounter and care team patterns, both inpatient 

and outpatient. We performed network analysis using Pajek 

[12] to visualize the structure of a patient’s care team. In this 

paper, we primarily focused on ambulatory visits that may 

result in a continuous relationship between the provider and 

the patient. For example, PCP office visits are more likely to 

indicate a continuous relationship between the provider and 

the patient compared to inpatient and urgent care visits. This 

assumption is based on the ultimate goal of this project, which 

is to facilitate care coordination by notifying a relevant 

healthcare provider about the patient’s condition. Specifically, 

we extracted encounters in the ambulatory data mart that have 

a place of service code with any of the following values: of-

fice (11), home (12), assisted living facility (13), place of em-

ployment-worksite (18), birthing center (25), nursing facility 

(32), hospice (34), community mental health center (53), or 

end-stage renal disease treatment facility (65). The place of 

service codes are standardized by CMS for use on professional 

claims to specify the entity where service(s) were rendered 

[13]. 

As a proof of concept, we randomly selected a few sample 

patients to illustrate the structure of a care team. The 

“strength” of the relationship between a patient and each care 

team member is quantified by taking into account both the 

frequency and timing of interactions (encounters) between 

them. For example, if a patient had 20 encounters with his/her 

family doctor and only 2 encounters with a cardiologist, then 

we consider the patient has a closer relationship with his/her 

family doctor. If a patient had 20 encounters with family med-

icine doctor A, which all occurred five years ago and 7 en-

counters with family medicine doctor B in the past two years, 

then we consider the patient has a closer relationship with 

doctor B. As shown by Equation (1), the strength of the pa-

tient-provider relationship (SPPR) represents the closeness 

between a patient and a provider. It is measured by the total 

number of visits divided by the number of months between the 

current date and the last visit date. If the most recent visit is 

within a month, the closeness is simply measured by doubling 
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     (1) 

the number of visits (as is the case when current date-last visit 

date =15). 

Results 

Patient Encounter Patterns 

Table 1 summarizes the distribution of the number of both 

inpatient and outpatient encounters for all Intermountain pa-

tients. It is a skewed, long-tail distribution, which can be indi-

cated by the small median values. Although the maximum 

number of encounters is large, 96% of the patients have less 

than 100 encounters in the database.  

Table1– Summary statistics for number of patients' encounters 

(derived from both inpatient and outpatient visits) 
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4.2 M 1 2 7 22.5 25 2278 

Last 7 

years 

2.8 M 1 2 7 17.1 20 1135 

Last 3 

years 

2.1 M 1 2  5 10.9 13 578 

        

Figure 1 shows the number of visits by year for three 

randomly selected patients. As shown in the diagram, the 

number of visits across patients can vary greatly and there is 

no consistent pattern for each individual patient. The 

frequency of visits mostly depends upon individual patient’s 

health status and disease progress. 

Figure 1– Number of office visits for sample patients 

Care Team Patterns 

Table 2 summarizes the distribution of the number of unique 

providers in a patients’ care team, identified by querying en-

counter records for all ambulatory visits. Similar to the en-

counter distribution, the size of a patient’s care team follows a 

long-tail distribution (as shown in Figure 2). Although the 

maximum number of care team members for a patient is large, 

90% of the patients have less than 10 care providers recorded 

in their office encounter records. Figure 3 illustrates the distri-

bution of the number of providers for patients with more than 

25 care team members. 

Table2– Summary statistics for the size of patients’ care team 

(derived from office visits) 
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Figure 2– Frequency distribution of the size of patient's care 

team 

Care Team Structure 

Figure 4 illustrates the structure for a sample patient’s care 

team. The patient is represented by the red dot in the middle, 

and each care team member is represented by a green dot la-

beled by a number index with his/her specialty. The distance 

between red dot and each green dot represent the strength of 

the patient-provider relationship, which is calculated as de-

scribed in the method section. As a proof of concept, only a 

subset of the sample patient’s care team is included in the dia-

gram.  
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Discussion 

Care teams were be built for most patients in real-time. For a 

small percentage of patients with large number of encounters, 

care team were be built offline to alleviate the impact on sys-

tem 

 

Figure 3– A zoom-in view for the distribution of the size of 

patient's care team for patients with more than 25 unique 

providers 

 

Figure 4– Structure of a sample patient's care team 

performance. The structure of a patient’s care team evolves 

dynamically and should be updated each time a patient has an 

encounter. 

To generalize the results to other institutions, careful consid-

erations should be followed to identify the most appropriate 

data sources containing healthcare providers’ information.  

The study is limited by the lack of formal evaluation of our 

proposed measurement for the patient-provider relationship. 

By manually examining sample patient records, the measure-

ment reflects the closeness between a patient and healthcare 

providers. However, a structured methodology needs to be 

employed to validate and improve the accuracy of our pro-

posed measurement. A possible approach would be to display 

the care team structure to patients and clinicians in patient 

portals or provider portals and capture users’ feedback.  

For future work, we plan to extend the care team analysis by 

including documents received from health information ex-

change transactions. The sender information indicates a treat-

ment relationship with the patient and our extended analysis 

will generate a more comprehensive care team by including 

providers outside of Intermountain. In addition, we plan to 

analyze and visualize the provider-to-provider relationships 

beyond the patient-provider relationships (e.g. a cardiologist 

and the referral doctor). This is important to identify the dis-

connections in the patient care process. We plan to explore the 

association between the number of diseases of a patient and 

the size of his/her care team. Finally, to validate and improve 

the accuracy and completeness of the derived care team, we 

plan to display the care team structure to patients and clini-

cians in patient portals or provider portals and capture users’ 

feedback. 

Conclusion 

Curating the list of the healthcare providers from multiple care 

settings who are involved in a patient’s care to keep them in-

formed with relevant patient health information is critical to 

achieve effective care coordination and improve health out-

comes. We demonstrated the feasibility of identifying pa-

tients’ care team members using the electronic patient encoun-

ter records.  
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Abstract 

The use of EHRs and the benefits from them are significant for 

healthcare and health informatics. Data form the basis for any 

EHR and its potential to realize these benefits. This paper 

considers the housing of information and knowledge 

management in an EHR system. Are we experiencing a 

revolution in healthcare? Findings from an investigation of 

alternative approaches, followed by an evaluation of the 

importance of the adoption of a standard information model 

relative to benefit realization, is presented. We conclude that 

an EHR in any environment is not limited to sharing or 

information exchange. A paradigm shift in thinking, based on 

the requirement for standardized concept representation, is 

required. This is an essential prerequisite for a new vision of 

healthcare supported by digital technologies. 
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Introduction 

Healthcare in its current form is not sustainable [1].  

Information technology is increasingly used as a means to 

improve information availability and flow to support 

healthcare delivery and outcome improvement.  Despite this, 

these systems often deliver minimal benefits rather than an 

integrated raft of positive outcomes for the investment.  

Consideration of maximizing benefits is rarely undertaken. 

Healthcare is dependent upon information systems from 

disparate vendors who have their own information structure, 

which they value as intellectual property. It is to the advantage 

of vendors to retain their existing structure as this makes their 

systems unique and encourages take up of associated products 

from the same vendor.  The impact of this is information 

representation that is inconsistent between products and 

systems. There is a need for the introduction of a disruptive 

technology. 

Healthcare is a team activity requiring multiple uses of the 

same data by different members of the team at different times 

for a variety of purposes. They need to make use of numerous 

alternative technologies even though many information system 

implementations focus on singular activities, or worse singular 

data representation minimizing multiple data use 

opportunities. 

Traditional knowledge acquisition methods, such as clinical 

trials, are limited in scope, costly to run, and take time to 

deliver viable results. Information stored in health records 

could be used to reduce time and costs associated with 

knowledge discovery but this is not on the agenda for most 

healthcare system implementations. Traditional reporting and 

statistical analysis for public health, finance, and other 

purposes are equally expensive and dedicated to singular 

purposes, rather than finding their place in the data continuum. 

A limiting factor in decision making and project management 

in health informatics is a lack of understanding on the part of 

healthcare administration. That is, many healthcare 

administrators neither know essential components, nor do they 

possess the skills needed to support their decision making and 

projects. There is a resistance to start fresh with systems due 

to existing investment, yet when major new investments are 

made the long-term vision is often lacking. 

Transition strategies to move towards realizing a long-term 

vision are not in place. Such transition requires the use of 

existing systems in a manner that enables a progressive move 

towards a defined vision. Lack of understanding of such a 

journey is a consistent problem, as demonstrated by a focus on 

projects of implementation, rather than of progressive 

development of data, systems and people. 

Methods 

This research represents findings based upon a range of 

information gathering methodologies.  These include literature 

review, participation in, and  interviews with, key experienced 

eHealth standards developers and implementers, and an 

analysis of: 

• The outcomes of eHealth initiatives and 

implementations 

• The capabilities of current systems and approaches  

• The outcomes declared 

• Skill development initiatives 

• The characteristics of data, information and 

knowledge and the relationship between the 

information to be shared, stored and retreived and how 

that relates to the technical infrastructure, and 

• Inhibitors/enablers such as funding arrangements, 

organisational structures.  

This paper focuses on an evaluation of our findings. It’s 

important to differentiate between EHRs and EHR Systems. 

EHRs are essentially a data repository that needs to be an 

integral part of an entire healthcare system. Early information 

systems in healthcare were all about reporting and finance.  

Today these requirements, though still present vie with the 

need to represent data for healthcare requiring different data 

representations. This variety of data representation in 

information collection systems and the requirements for 

standardized but different representations for different 

healthcare reporting and other purposes present a unique data 

dilemma.  

These differences stem from two primary causes: 

1. The requirement for data use in patient care to 

accurately and reliably represent facts,  
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2. Reporting systems requiring classified data that 

aggregate concepts.  

Classified data indicate where necessary that a case fits in the 

‘other category’ or special rules apply for how to collect the 

data (e.g., when coding clinical data into the International 

Classification of Diseases (ICD), any version codes). Each 

approach to data is relevant to purpose but every purpose 

requires different data presentations whilst data also needs to 

be managed across the continuum of use. Though the principle 

of data re-use is often discussed, the need for consistent 

approaches to achieve the conversion of data from disparate 

systems and information models is a challenge. This challenge 

is made more difficult as the original data meaning may vary 

based on context. These differences lack clarity in the absence 

of a comparable information model in a system using meaning 

based data representation.   

The variations in original systems and the requirement needs 

for standardized reporting, mean that conversion approaches 

such as data maps are being increasingly used.  Such maps are 

only consistent when built and applied to a single known 

purpose [2] and must be kept up to date. Lack of appreciation 

of the implications of using maps results in data which appear 

comparable but which may not actually be so. 

Importance of a Standard Information Model 

Health software vendors have traditionally controlled the 

structure and representation of information in healthcare 

systems and consider these data structures proprietary. This 

has resulted in data representation and systems that do not 

share common meaning and require effort to share data with 

others and to manage data over time. This approach 

discourages healthcare system purchasers to change their 

systems to reduce disruption and cost, but this approach 

exponentially increases costs due to increasing maintenance 

costs with potentially negative impacts on safety, and the 

ability to cost effectively, accurately and comprehensively 

represent EHR data across the healthcare continuum.  

Investigation of implementations of electronic health record 

systems to date has shown that it is common for these 

proprietary systems to be chosen and implemented with a 

vision aimed at solving simple problems, such as transitioning 

from paper based to electronic record systems or to support 

improved information access with little consideration of the 

greater list of functional requirements [3-5]. Nguyen et al. [3] 

identified serious ‘concerns regarding the accuracy and 

completeness of records’. These authors also identified a need 

for further work into information system quality for EHR 

implementation evaluative research. The result of this 

extensive literature has demonstrated that current EHR 

limitations have resulted (or will result) in the need to change 

systems. Furthermore, systems must undergo costly 

reinvention of the data, and associated data exchange 

protocols, for current systems to be extended to address new 

functional needs as these arise. 

The research gap identified also demonstrates a lack of 

understanding of the new paradigm of health data pertaining 

to the world healthcare initiative’s focus on information 

exchange. Though there is no doubt such exchange is 

necessary, a more critical requirement is to be able to 

accurately extract subject data via computer processing 

without loss of meaning. There is a strong relationship 

between data accuracy and the technical schema used for data 

exchange. This is poorly understood and rarely seriously 

considered in system implementation, yet functional 

requirements determine the degree and type of interoperability 

and hence technical schema/system architecture required. 

Electronic Health Record systems are being widely adopted 

with the intention of delivering some or all of the following 

benefits: 

• Longitudinal patient records – records able to be 

retained, queried and retrieved over time to support 

patient care and knowledge acquisition. 

• Retrieval and presentation of the right information to 

the right care provider or to the patient/caregiver to 

support clinical care and improve health outcomes 

• Use of clinical decision support to improve the 

application of clinical knowledge and health outcomes 

• Facilitate information exchange  

• Enable patient / caregiver access to information 

• Support reporting and data re-use 

• Enable knowledge acquisition from systems 

• Support research and epidemiology/public health 

The implementation of electronic health record systems tends 

not to differentiate between the record and the systems used 

for data collection and exchange to support such records. 

Existing systems and paper-based records often convert data 

without considering the actual clinical knowledge 

relationships between the data and systems prior to the need 

for conversion.   

In some cases, much has been achieved despite this lack of 

vision and understanding of system capacity and requirements 

through the individual efforts of clinical informaticians with 

the knowledge to creatively implement system approaches to 

data and knowledge [6]. Where understanding and skills to 

implement change are combined, significantly more is 

achieved. Of the implementations around the world, which 

have delivered significant benefit, few have done so without 

leveraging such expertise and leadership. 

Significance of System Interoperability 

Many standards are designed for information exchange for a 

purpose. HL7 internationally is moving towards a single 

terminology representation shared across all of its products, 

and many countries are standardizing national data 

dictionaries. The move to the use of well managed 

terminologies such as SNOMED CT, LOINC or the use of a 

machine readable terminology source such as the Unified 

Medical Language System (UMLS), support this need. These 

innovations are not required, however, to be applied to health 

records per se. We have found through experience that a 

general reusable terminology cannot serve all aspirations for 

clinical information systems that need to make use of data 

contained in EHRs. In addition, it is necessary to consider data 

structures and the meaning of data (context) relative to the 

technical system architectures in use. Only then are distributed 

systems enabled to exchange information in a meaningful and 

accurate manner. This requires system architectures that make 

use of a common standard reference model.   

The development and use of sustainable clinical information 

(concept) models, used in conjunction with these 

terminologies, that use standard data types and defer to a 

standard information model, is less well understood and rarely 

implemented, Brazil [7] and Norway are two notable 

exceptions. National adoption is the best possible solution to 

maximizing the value of EHR adoption for all parties, 

including software developers/vendors.  

Semantic requirements between distributed systems as used by 

the health industry were investigated with a goal of 

determining whether, and perhaps why, healthcare differs 

from other industries with similar issues. 
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Health data is certainly more complex than other industries 

(e.g. accounting), but the complexity, or even the dynamic 

nature of health information, is not that which sets it apart 

from other industries. Rather, it is that this complex and 

frequent evolution of knowledge must be continually 

accommodated by EHRs in a timely manner.  

Accountancy has used a consistent information model for 

many hundreds of years. The terminology used is largely 

numeric and therefore consistent and comparable. The general 

ledger approach is consistent around the world and understood 

by all systems, with local modifications within known rules 

and knowledge of concepts, such as income, profit and loss, or 

cost of goods sold. Healthcare does not have such a standard 

structure for information and this, along with the complexity 

of health data, is a significant hindrance to progress.  

Adoption of a standard information model provides context.  It 

supports simpler and cheaper information exchanges between 

multiple systems using the same information model [8]. It also 

supports the development and maintenance of rule-based 

clinical decision support, which can be applied universally in 

such systems, automation of reporting and many other 

healthcare functions requiring extensive accurate data and 

knowledge use. This includes accurate data aggregation from 

multiple individual EHRs (big data) and linkages with other 

types of data for research, public health, and epidemiological 

use. 

Why is This Not Well Understood? 

The literature regarding research aimed to achieve semantic 

interoperability for distributed systems has by and large been 

undertaken by software architecture developers and other 

technical experts, who as a rule do not appear to have fully 

appreciated or understood health data characteristics, its 

variability, evolution, uses, or the need for accuracy.  

A review of the courses offered for health professionals 

revealed that it does not have a workforce with an 

understanding of data and systems, today’s methods of data 

collection, or health record data storage structures. Projects 

associated with health data collection rarely include an 

education or skill development strategy for the data, 

information, knowledge continuum nor its link with available 

information and communication technologies. Often, existing 

expertise is not sought, and implementation plans are 

developed from scratch. In addition, a review of ICT courses 

offered by Australian Universities revealed that semantic 

interoperability is rarely mentioned, nor is data science a topic 

that is routinely included in such courses. 

The lack of a skilled workforce and poor use of expertise is 

another contributing factor to the cost of new initiatives and 

change. The health workforce is large and highly skilled 

already. The inclusion of additional knowledge in already 

stressed courses is problematic unless this can be integrated in 

current curricula. A significant limitation is that those who 

teach in university programs are often not cognizant of the 

impact of, or need for, knowledge of health informatics in 

their professions [9].  

Health Informatics as a profession has worked to define its 

body of knowledge and to encourage quality education [10]. 

However, the existing workforce needs practical and often 

just-in-time learning opportunities. Only a small number are 

likely to return to university-based education to develop the 

skills they need. Australian universities offering Health 

Informatics courses struggle to attract and sustain a significant 

number of students. Alternative approaches to skill 

development are needed. 

 

Another reality is that educational organizations have few 

health informatics skills. The research-based university model 

delivers highly skilled individuals with highly specialized 

knowledge, but few with skills in teaching the broader 

emerging societal and industry requirements of health 

informatics. Maintenance of skills across this broad area of 

needed knowledge is difficult and undervalued. Universities 

are hampered by the lack of demand, employers do not 

understand the skills they need in their organizations, and the 

workforce does not see rewards for having knowledge of 

health informatics. This cycle of demand must be broken if 

investment in education of practical value is to be delivered.  

Discussion 

If the electronic health record is to be sustainable, a 

technology agnostic solution is needed. An effective solution 

would not be system-dependent, but rather it would be data-

dependent. Only then is the delivery of health record systems 

that are vendor, time and technology independent, possible. If 

this is achieved, patients, providers, vendors, organizations 

and governments can move to new technologies, and continue 

to use and gain value from the data in existing systems. It will 

be possible to develop any number of niche application 

systems that all link to EHRs with increasing sophistication. 

A nationally shared standard information model, which is 

clinically valid, maintained and represents an ontology based 

concept representation system, is a key requirement to 

achieving this sustainability. CEN/ISO 13606, a European 

norm also approved as an international ISO standard [11], 

identifies a common high level model and archetype (content) 

models for such information. It defines rigorous and stable 

information architecture, designed to achieve semantic 

interoperability in electronic health record communication 

[12]. Implementations of this approach include the OpenEHR 

clinical knowledge resources, which represent a maximal 

model of the concepts stored in healthcare records [13].  

Content models using standard terminologies such as 

SNOMED CT or ICNP to represent clinical concepts can 

reference this information model.    

The relationship between the information model, concept 

representation and the technical infrastructure or systems 

architecture needs to be better understood. Collectively these 

components deliver digital systems that suit all healthcare 

environments. Achieving this vision requires the 

implementation and use of internationally accepted formal and 

informal (e.g., well governed open source standards). 

Adoption requires a deliberate initiative aimed at taking 

advantage of new technologies. This transitioning to a fully 

digital world is no different than transitioning from the stone 

or industrial or information ages; It’s about empowering a 

paradigm shift to the use of a disruptive technology. For such 

a shift in thinking to be achieved there is a need for relevant 

professional development of the health workforce. What is the 

knowledge and skill gap? 

Unless we understand and leverage the paradigm shift we will 

be implementing solutions which are not sustainable, which 

require change and are expensive to constantly fiddle with. 

The health and ICT workforce need to appreciate that: 

• Change regarding data use is with us (from a 

technology perspective, who knows what is next). 

• There is need to adopt strategic thinking, to better 

plan, take advantage of opportunities and minimise 

risk. 

• Decision-making methods need to change; 

implementation decision making needs to be in line 
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with a vision for the electronic record, beyond that of 

simply implementing a system, or replacing paper 

based records.  That vision seeks a more long-term 

sustainable solution. Community and workforce 

expectations can be met  (sustaining the workforce) 

via integrated just-in-time learning. 

Knowledge gaps include:   

• Understanding, using and governing data, including 

the technical infrastructure needed to maximise 

potential use and the continuum of data use). 

• Ability to identify key data for which data governance 

strategies need to be adopted. 

• Understanding the pathway from business case and 

functional specifications development of EHRs and 

related system, to system acquisition, implementation 

and use - this is a journey; purchasing software is not 

a destination. 

• The knowledge and skills needed to best complement 

existing expertise and meet potential new role 

requirements. 

• Knowledge and skills required to design and 

implement systems that meet patient/customer, 

organisational, disciplinary, optimum work and 

information flow and national data requirements to 

suit multiple purposes. 

A complete understanding of what is required of data and 

systems to achieve the desired outcomes across our data and 

systems is needed.  Such understanding enables a vision of the 

future and a truly progressive transition to that future. 

Conclusion 

It was found that projects and systems around the world tend 

to focus on delivering local immediate needs at the expense of 

considering a bigger vision. Future proof and sustainable 

EHRs with associated systems for which the local 

implementation is simply a beginning representing a 

significant component of a much bigger system. It is about 

small data supporting healthcare at the point of care, but also 

about big data supporting research and new knowledge 

acquisition and discovery. 

Therefore we concede six unresolved priorities: 1) Adoption 

of a standard open information model for all of healthcare, 2) 

use of consistent concept representation where appropriate, 3) 

an information and knowledge governance strategy and 

implementation approach, 4) the conversion of existing 

knowledge into a computational format consistent with the 

information model, 5) a concept representation system, and 6) 

appropriate workforce skill development. This includes the 

automation of reporting or statistical analysis. At the 

resolution of such priorities, technology will evolve along 

with the field’s knowledge of best practices, and data 

collection processes will be usable, calculable, and 

sustainable.   

Every nation needs a transition strategy that makes the best 

possible use of existing EHR systems, concurrently with a 

future vision and a strategic pathway towards realizing that 

vision. This requires a paradigm shift in thinking by all 

decision makers. 
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Abstract 

Digital patient modeling targets the integration of distributed 

patient data into one overarching model. For this integration 

process, both a theoretical standard-based model and 

information structures combined with concrete instructions in 

form of a lightweight development process of single 

standardized Electronic Health Records (EHRs) are needed. 

In this paper, we introduce such a process along side a 

standard-based architecture. It  allows the modeling and 

implementation of EHRs in a lightweight Electronic Health 

Record System (EHRS) core. The approach is demonstrated 

and tested by a prototype implementation. The results show 

that the suggested approach is useful and facilitates the 

development of standardized EHRSs. 
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Introduction 

Patient data are distributed in heterogeneous information 

systems [1] Accordingly, physicians need to interact with 

several systems to get a complete view of the health status of a 

patient. In addition, researchers need to access and reuse 

patient data for calculations or studies. In both scenarios, it is 

crucial to have all relevant patient data available and 

accessible in a standardized, patient-specific information 

model (IM) [2]. The concept of digital patient modeling 

adresses this issue and aims at integrating patient data which is 

distributed in several information systems [3]. Patient 

modeling on an information model layer corresponds to the 

development of standardized EHRSs, both for research and for 

health care, preferably following the open source approach 

[4]. At a first glance, the development of standardized EHRs 

and systems that handle these EHRs (an EHRS) seems to be 

an old-fashioned topic, where practical instructions and 

solutions already exist. Indeed, EHR standards are available. 

However, there is a lack of accessible instructions regarding 

how to apply these standards in practice, and more 

specifically, how to use standards in real world environments. 

Most reviewed health informatics-related standards can be 

classified [5] (ISO 17119) from the perspective of “what,” 

along with conceptual specificity. Standards which can be 

classified from the alternative perspective of “how,” and with 

physical specificity – like the ECG protocoll definition 

defined in EN 1064 – are rare. This is also reflected by the 

large number of publications that mainly concentrate on 

conceptual or logical specificity [6-8]. For implementing 

standardized EHRSs, developers need methods and 

instructions or practical solutions like Free Open Source 

Software (FOSS) analyses [9], the storage of data in 

persistence layers [10] or ideally an API, [11] development 

workflows, [12] or even a complete usable EHRS [13]. 

Therefore, this work introduces a system architecture that 

combines openEHR and XForms for the development of 

standard-based EHRs and EHRSs. These standards have been 

chosen since XForms is a well-established standard of the 

World Wide Web Consortium (W3C), and openEHR is 

recommended by e-health authorities such as NEHTA [14]. 

We used these technologies to build an information system for 

monitoring patients diagnosed with pituitary adenoma as a 

proof-of-concept. This paper focuses on the technical details 

of the development process.  

Materials and Methods 

We suggest a model-driven architecture based upon existing 

standards. Such a design principle decouples modeling 

processes from development processes. Standards are used to 

fulfill basic requirements in system design such as 

accessibility, reusability, and interoberability to achieve long 

term durability. The approach combines W3C-standards 

originating in web development with openEHR standards (see 

figure 1). These two groups of standards are interconnected: 

Instances of openEHR archetypes are mappable to XML. 

 

Figure 1: Selection of related W3C and openEHR standards 

In the following, the selected standards, methods, and the 

development process are described. Later, we reflect upon 

issues that have been considered in the development process. 

OpenEHR 

Choosing the right standard for an EHRS is a challenge [15, 

16]. Normative EHR information models have already been 

published by the European Committee for Standardisation 

(CEN)/Technical Committee (TC) 251. These European 

Norms are based notably on openEHR  [17] and Health Level 

7 (HL7) v3 Reference Information Model (RIM)  [18]. 

OpenEHR archetypes are transformable to EN 13606 

archetypes and vice versa [19, 20]. Both EN 13606 [17] and 

EN 14822 [18] are suitable for the information model, but 

openEHR delivers the most comprehensive approach. In short, 

openEHR delivers a large set of generalized, predefined, 

standardized building blocks (the archetypes). Reuse of these 

building blocks is ideal, because they provide a highly 
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qualitative result of a collaborative development process of 

domain experts. 

However, the collection and ordering of data should be a 

doctor’s first function [21]. openEHR enables domain experts 

to create information structures without the need of a detailed 

technical understanding. Such domain modeling by experts is 

a great opportunity, because physicians can be integrated into 

the structuring process of medical records, [22] yielding a 

better understanding of the importance of well-structured, 

finely granular medical records. Further, it minimizes the need 

of tasks that invoke expensive downstream processing of 

natural language. 

XForms 

XForms is a standard published by the W3C. It follows the 

Model View Controller (MVC) pattern by seperating the 

model from its representation [23]. 

Figure 2 illustrates the XForm technique: The GUI and the 

input fields are bound directly to the XML via the XForms 

standard. Important for further reading is the model tag inside 

the XForms markup. It is located in the header of the file and 

includes the instance of the model, mapped to XML with 

possible localized namespace declarations. 

The body of the XForm consists of model entities, referenced 

by a simple “ref” attribute. Figure 2 shows this convenient 

approach. A simple XPath reference binds input fields to the 

model definition. This binding concept demonstrates the core 

idea: The openEHR and XForms standards are glued together 

to benefit from their respective advantages. The digital patient 

model of one single EHR is represented by the corresponding 

model element in an XForm [2-12 in Figure 2]. 

 

Figure 2: XForms model binding concept 

Related OpenEHR Based EHRS 

There are several openEHR-based frameworks available. 

Some of them are independently usable by the underlying 

persistant layer, such as Chen’s openEHR Java reference 

implementation (http://github.com/wware/openehr-java/). 

Other approaches are bound to schemes in relational 

databases. LiU EEE (https://github.com/LiU-IMT/), 

medrecord (http://www.medrecord.nl/overview/), and 

EHRflex (http://ehrflex.sourceforge.net/) use XML databases 

for their persistant layer. Initial tests showed that the 

Representational State Transfer (REST) architecture of LiU 

EEE and medrecord is the most promising approach for 

realizing an EHRS. The REST architecture was already tested 

in openEHR implementations and showed how an EHRS 

should work physically [24, 25]. Consequently, we have 

chosen a REST architecture for our implementation. In 

addition, our approach combines XForms and openEHR, 

which results in a standardized storage of patient data in the 

system. To the best of our knowledge, such an approach has 

neither been introduced nor implemented previously in the 

context of patient modeling.  

Development Process 

The development process is divided into (i) model 

development and (ii) model-driven application development. 

This separation of the modeling process from the development 

process is highly beneficial, as it “empowers the health 

professional to define and alter the accurate knowledge and 

information they need in the granularity they need” [22]. 

Figure 3 shows the separation of work. 

Domain Experts develop domain models 

Within our concept, domain experts develop the domain 

model using the openEHR tools archetype editor and template 

designer. These tools enable clinicians to model their medical 

records themselves without deeper knowledge about 

databases. 

 

Figure 3: Separation of domain modeling and application 

development 

Figure 4 illustrates the model development portion of the 

pipeline: 

 

Figure 4: Domain modeling: generation of XSDs underpinned 

by openEHR tools 

The first step in the domain modeling phase is the selection 

and, thus, reuse of existing building blocks – the archetypes. 

With the Clinical Knowledge Manager (CKM) 

[http://www.openehr.org/ckm/], a web repository of 

openEHR-compliant relevant archetypes for a specific 

application can be identified. Reuse of archetypes is beneficial 

for achieving a high degree of semantic interoperability 

among systems. 

After identifying reusable archetypes, they are constrained to 

the specific use case [26]. New domain-specific archetypes 

can be modeled with the openEHR-tool archetype editor [27]. 

This modeling process yields archetypes that are formulated in 

a standardized language, the Archetype Definition Language 

(ADL). They are combined in so-called templates (i.e., larger 

structures), using the openEHR-tool template designer [27]. 

This concept of building templates out of smaller building 

blocks increases the probability of reusing single archetypes in 

different templates. Finally, after this modeling process, 

models are exported as XML Schema Definitions (XSDs). 

The W3C XML Schema provides a usable solution for the 

semantic validation of standard-based EHRs [28]. These 

S. Kropf et al. / Template and Model Driven Development of Standardized Electronic Health Records 31



XSDs 

model

Model

Figure

and th

genera

created

they do

are th

corresp

XML/X

to the 

standa

exploit

techniq

DOM.

solutio

the X

XForm

Figu

The so

paper 

is liste

compl

simple

insert, 

attribu

proces

stored 

and vie

by the

[29]. 

In add

databa

via the

of futu

illustra

by a 

databa

Resu

In this

based 

high q

develo

high le

of arch

access

interpr

digital

from th

are then use

-driven applic

l-Driven Appl

e 5 shows the

he system ar

ated in the dom

d. We refer to

o not contain 

he EHR tem

ponding XM

XSD pair ena

models at any

ard complianc

ted as a star

ques like XS

 However, 

on is proposed

XForms mode

ms model. 

ure 5: Model 

ge

ource code in 

as simple as p

ed. In practic

ex. However

e since it cons

the widgets 

ute. Finally, th

ssing steps, an

in the XML 

ewed by clien

e underlying o

dition to the

ase enables th

e REST interf

ure developm

ates that appli

RESTful int

ase eXistdb [3

lts and Dis

s paper, a com

EHRs was int

quality of the

opment ensure

evel of interop

hetypes, integ

ible XML-ba

reted as one 

 patient mode

he domain mo

ed as input f

cation develop

lication Devel

e process of 

rchitecture in 

main modelin

o these files by

real patient d

mplates. For 

ML skeleton

ables the valid

y time, which

e is ensured. 

rting point fo

LT, or direct

in this pape

d: The generat

l and input 

driven applic

eneration base

Figure 2 show

possible, only

ce, the instan

r, the integra

sists of only o

are bound t

he form just ha

n XForm with

database. The

nts, and update

open souce X

e XML-XFor

he retrieval an

face, which wi

ment. In essen

ications can e

terface instan

0]. 

cussion 

mplete develo

troduced. The

e underlying 

es a rapid im

perability, the

grates free mo

ased EHRS. 

possible repr

el. The archet

odeling task a

files for the 

pment.  

lopment and A

the applicatio

general. Ou

ng phase, valid

y the term “ske

ata. To put it 

each XSD,

n is genera

dation of the E

h is highly ben

The XML/XS

or developme

t programmin

er, another m

ted valid XML

elements are

ation develop

ed on XSDs 

ws the approa

y an extract of

nce/model par

ation of the 

one copy/paste

to the model 

as to be desig

h an integrated

e form data c

es can be stor

ML database 

rm-GUI bind

nd storage of 

ill be very han

nce, the left s

easily access t

ntly delivered

opment proce

e domain mode

models, and 

mplementation

e process start

odeling tools,

The resulting

resentation of

types and tem

are not only s

next phase: t

Architecture

on developme

ut of the XS

d XML files a

eleton,” becau

differently, th

, at least o

ated. Such 

EHRs accordi

neficial, becau

SD pairs can 

ent using XM

ng of the XM

more accessib

L is inserted in

e bound to t

ment: XForm

ach. To keep th

f one input fie

rt will be mo

model remai

e step. After th

with the “re

gned. After the

d EHR model

can then be re

ed and manag

system eXist

ding, the XM

complete EH

ndy for any ki

side of Figure

these XML d

d by the XM

ess for standar

eling promise

the applicati

n. To achieve

ts with the reu

 and ends in 

g XML can 

f a personaliz

mplates resulti

imple structur

the 

ent 

Ds 

are 

use 

hey 

one 

an 

ing 

use 

be 

ML 

ML-

ble 

nto 

the 

 

 

his 

eld 

ore 

ins 

his 

ef” 

ese 

l is 

ead 

ged 

tdb 

ML 

HRs 

ind 

e 5 

ata 

ML 

rd-

es a 

ion 

e a 

use 

an 

be 

zed 

ing 

res 

of

so

sta

in

co

pu

A

op

ac

ter

H

be

N

ba

to

Ex

ve

dr

EH

in

Th

th

in

re

ge

EH

sy

Re

EH

ba

EH

da

sta

in

Pe

A

in

so

co

(6

th

lat

de

w

f information

ources for oth

andardized lan

n worldwide r

ontexts wher

ublications in j

s a result of

penEHR and 

ccessibility, re

rm durability 

L7 v3 RIM 

enefit also from

owadays, mo

ased on traditi

o be done to 

xtract Transfo

ery time cons

rawbacks, XM

HRSs may 

nformatics (at 

he benefit of t

his approach t

nteroperable E

elational clas

eneration of m

HRs and mes

ystems (HISs)

ecord Dichoto

HR storage, it

ases directly 

HRs can easi

ata to anothe

andardized, 

nfrastructures.

erformance 

comparison 

ndicates that 

olution for a p

oncept, we ma

64 KB) XML 

he time for G

tency time 

etected. The r

ith an increasi

Figu

n or web ma

her clinicians

nguage (ADL

repositories, w

re they can 

journals or co

f the combin

the W3C sta

eusability, int

is achieved. E

and XForms 

m the followin

ost of the inf

ional relationa

convert this 

form Load (E

suming and a

ML-based m

become a 

least for smal

this paradigm

to other deve

EHRs [7]. T

ss mappings 

messages or sin

ssages inside a

) are defined 

omy” [6]. Wit

t is possible t

as messages

ily be transfo

er HIS. Thi

generalized, 

of querying 

XML databa

persistance lay

ade a load tes

files were tra

GET requests 

for the XFo

esults show th

ing number of

ure 6: eXistdb

asks. Instead,

s at other sit

L). These mod

which allows 

achieve a 

onferences. 

ned usage of

andard XForm

teroperability,

Essentially, th

would work

ng advantages

formation sys

al databases [

data into dif

ETL)). These 

also error-pro

essages and 

standard so

l EHRSs). 

m shift is obvio

eloping proces

The main rea

and ETL 

ngle EHRs can

and between 

differently, ca

th the paradig

o use EHR ex

s, and vice v

ormed to mes

s is an esse

and therefor

openEHR ba

ases today ar

yer of big data

st on the resu

ansmitted via 

was measure

orm-based G

hat the latency

f files (see fig

b based EHRS

, they are v

tes, formulate

dels can be pu

their reuse in

similar imp

f the EHR st

ms, a high le

, and therefor

he combination

k similar and 

s: 

stems are int

31]. Much eff

fferent format

ETL proces

one. To avoid

whole XML

olution in m

ous when com

sses of seman

ason is that 

processes f

n be ommitted

hospital infor

alled the “Me

gm shift to XM

xtracts stored 

versa. The re

ssages for ex

ential step t

re simplified

ased XML da

re not yet th

a [32] As a pr

ulting EHRS. 

POST reques

ed. Additiona

GUI generatio

y ascends con

gure 6). 

S: Latency 

valuable 

ed in a 

ublished 

n other 

pact as 

tandard 

evel of 

re long 

n of the 

would 

ternally 

fort has 

ts (e.g., 

ses are 

d these 

L-based 

medical 

mparing 

ntically 

object-

for the 

d. 

rmation 

essage / 

ML for 

in data 

esulting 

xporting 

towards 

d HIS-

atabases 

he right 

roof-of-

10,000 

sts, and 

lly, the 

on was 

nstantly 

 

S. Kropf et al. / Template and Model Driven Development of Standardized Electronic Health Records32



Clearly, the performance of the application slows down with 

increasing database volume. However, since a total number of 

10,000 EHRs will not be reached in our use case, the access 

times are acceptable. Anyway, because of the ongoing rapid 

development of storage and processing power, possible 

performance issues relating larger XML based EHRSs will 

become more and more negligible. 

The Null Flavour Issue 

One issue occurring in the XForms solution regards “null 

flavor” values. To explain this issue, consider the XForm 

entry in the normal case, e.g. when the value of the element 

“magnitude” is “507.8”: 

<dpmim:value>[…] 

<dpmim:magnitude>507.8</dpmim:magnitude> 

[…] 

</dpmim:value> 

The “magnitude” element does not allow empty values, which 

is of course reasonable. The valid solution to map empty 

values in XML would be the replacement of the whole 

<dpmim:value> element with a <dpmim:null_flavour> 

element, which contains the openEHR code string “271,” 

which means "no information". Thus, in our example the 

entire <dpmim:value> element disapears, and is replaced with 

the <dpmim:null_flavour> element, resulting in: 

<dpmim:null_flavour>[…] 

<oe:code_string>271</oe:code_string> 

[…] 

</dpmim:null_flavour> 

In combination with the XForm technique, this is an issue, 

because input fields can not be bound to possibly disappearing 

elements. One possible workaround is allowing null values in 

primitive data types: When a value is empty, the relating 

element will get a null attribute:  

<dpmim:magnitude xsi:nil="true"/> 

To ensure valid XML, the generated XSD has to be adjusted 

by allowing null values by the command `nillable="true"` in 

the correspondent auto-generated XSD element. This 

workaround allows the use of null values within the XForms 

model. 

Minimal XML 

Naturally, XML files come along with relatively much 

overhead. Additionally, archetypes imply intristic overhead, 

because they are generalized to enable their usage in different 

szenarios. 

For our prototype system, an XML EHR template containing 

about 7,000 lines of code for only 24 entry fields was 

generated out of the XSD files. The overhead was reduced 

manually by removing unnecessary elements; the final EHR 

had about a few hundred lines. The important lesson we 

learned is that contraining the archetype as much as possible is 

one important prerequisite for the generation of minimal 

XML-based EHRs.  

Conclusions 

In this paper, a model-driven and standard-based development 

process for EHRs has been presented. The practical approach 

of rapid model driven development of standardized EHRs is 

recommendable for the development of small EHRSs. Aside 

from the benefits of standardized EHRs, this boosts the 

development process. After considering pros and cons of 

various approaches, a complete paradigm shift to XML for 

storing EHR data is suggested. XML containing patient data 

based on openEHR provides a suitable solution for 

representing digital patient models. The concept was validated 

by the development of a prototype for a special use case, 

which is an information system for monitoring patients 

diagnosed with pituitary adenoma, which will be described in 

another paper. In future work, additional applications will be 

implemented that will reuse the concept to use the strength of 

this approach with respect to application development.  
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Abstract 

Medical information extraction is the automatic extraction of 

structured information from electronic medical records, 

where such information can be used for improving healthcare 

processes and medical decision making. In this paper, we 

study one important medical information extraction task 

called section classification. The objective of section 

classification is to automatically identify sections in a medical 

document and classify them into one of the pre-defined section 

types. Training section classification models typically requires 

large amounts of human labeled training data to achieve high 

accuracy. Annotating institution-specific data, however, can 

be both expensive and time-consuming; which poses a big 

hurdle for adapting a section classification model to new 

medical institutions. In this paper, we apply two advanced 

machine learning techniques, active learning and distant 

supervision, to reduce annotation cost and achieve fast model 

adaptation for automated section classification in electronic 

medical records. Our experiment results show that active 

learning reduces the annotation cost and time by more than 

50%, and distant supervision can achieve good model 

accuracy using weakly labeled training data only. 

Keywords:  

Medical Informatics, Information Extraction, Section 

Classification, Active Learning, Distant Supervision. 

Introduction 

Medical records include a rich range of data about individual 

patients, such as medical and family history, medication and 

allergies, vital signs, laboratory test results, diagnoses, 

treatment plans, etc. The huge volumes of data existing in the 

medical records not only provide great medical research 

opportunities, but also raise big challenges for processing the 

data and extracting useful information from it. 

An electronic medical record (EMR) or electronic health 

record (EHR) system has a number of advantages over 

traditional paper-based medical record systems. One main 

advantage is that an EMR system is designed to maintain 

complete, accurate and up-to-date patient data in electronic 

form, which can be much more easily and effectively accessed 

and shared by health professionals as well as patients. This 

makes automatic information extraction and knowledge 

discovery from large sets of medical and clinical data 

possible. 

Medical information extraction is an application of the 

automatic extraction of structured information from 

unstructured or semi-structured electronic medical records [1]. 

Such information can be used for enhancing healthcare 

processes, for example automatically alerting doctors about 

missing or incomplete data, or automatically generating 

billing codes from electronic medical records. The extracted 

information can also be used for improving medical decision 

making, such as determining the most effective treatment for a 

specific disease.  

In this paper, we study one important medical information 

extraction task called section classification. When dictating, 

writing or electronically entering medical or clinical 

documents, clinicians typically organize their narratives into 

sections, which are often labeled with frequently used but 

non-standardized terms termed section headers [2]. 

Howeverclinicians are not restricted in what they can write as 

a section header. Many headers are ambiguous (e.g., 

“SUMMARY:”, “HISTORY:”, “DISCUSSION:”), and 

sometimes section headers may not be given, yet are part of 

the sentence (e.g., “On examination, the patient’s blood 

pressure was 130/80.”). The objective of section classification 

is to automatically identify all the sections in a medical 

document and classify them into one of the pre-defined 

section types. Examples of section types include History of 

Present Illness, Past Medical History, Family History, 

Physical Examination, Review of Systems, Medications, 

Assessment, and Plan.   

Section classification is an essential component of a medical 

information extraction system. It provides important context 

for other automated information extraction tasks such as word 

sense disambiguation, mention detection and coding. For 

example, the acronym PE usually means “Physical 

Examination” in a Physical Examination section while it often 

means “Pulmonary Embolism” in a Past Medical History or 

Imaging section. Similarly, mentions of diseases detected in 

different sections (e.g., Past Medical History section vs. 

Family History section) have different implications depending 

on who has the disease. For automated coding, procedures 

detected in some sections (e.g., Past Surgical History section 

and Plan section) may not be coded for billing purposes. 

The current state of the art section classification models are 

based on supervised statistical machine learning frameworks 

[2-4]. Like other statistical information extraction models 

(e.g., mention detection models, relation extraction models), 

training section classification models typically requires large 

amounts of human labeled training data to achieve high 

accuracy. Given that annotating data in the medical domain 

needs specially trained human annotators, both time and 

expense costs can accrue  quickly. This poses a big hurdle for 

MEDINFO 2015: eHealth-enabled Health
I.N. Sarkar et al. (Eds.)
© 2015 IMIA and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License.
doi:10.3233/978-1-61499-564-7-35

35



adapting a section classification model trained for one medical 

institution to a new medical institution. 

In this paper, we apply two advanced machine learning 

techniques, active learning and distant supervision, to reduce 

annotation cost and achieve fast model adaptation for 

automated section classification in electronic medical records. 

Active learning aims to train a model with high accuracy 

using minimum annotation effort by selecting the most 

informative data instances to annotate [5,6]. Distant 

supervision uses a knowledge base to automatically generate 

weakly labeled training data [7,8]. We design a heuristic 

active learning query selection scheme, which reduces the 

annotation cost and time by more than 50%. In addition, we 

develop a distant supervision approach that can achieve good 

model accuracy using only weakly labeled training data. 

Materials and Methods 

Statistical Section Classification Model 

We represent a medical document x by a sequence of 

sentences (x
1
, x

2
,…, x

n
), where x

i 
is the i-th sentence in 

document x. A section classification model assigns each 

sentence x
i 
in the document with a section tag y

i
, indicating 

sentence section. Our medical information extraction system 

has 83 section tags. Examples of some frequently occurred 

section tags and their counts (based on a corpus of about 

8,000 medical documents) are listed in Table 1. Some sections 

such as Physical Examination and Review of Systems also 

contain subsections with finer-grained information, e.g., Vital 

Signs, Heent, Abdomen, etc. Our system has 26 subsection 

tags.  

Table 1– Examples of Section Tags and Their Counts 

Section Tag Count 

Physical_Examination 

History_Of_Present_Illness 

4,593 

4,101 

Past_Medical_History 

Medications 

Assessment 

Allergies 

3,666 

3,641 

3,553 

3,515 

Social_History 

Laboratory_Data 

Review_Of_Systems 

3,480 

3,331 

3,129 

Family_History 2,859 

Plan 2,397 

Past_Surgical_History 2,037 

Description_Of_Procedure 1,552 

Hospital_Course 1,536 

Chief_Complain 

Imaging 

1,479 

1,254 

 

To capture the discourse structure of the medical documents, 

we formulate the section classification problem as a sequence 

labeling problem, where the section tags of the sentences in a 

medical document are predicted jointly. The main advantage 

of a sequence labeling model is that it can model the 

dependency of the labels of neighboring classification 

elements (here, a classification element is a sentence), so it 

has been widely used in many NLP tasks such as part-of-

speech (POS) tagging and named-entity recognition [9,10]. 

A number of probabilistic graphical models have been applied 

to tackle sequence labeling problems, including Hidden 

Markov Models (HMMs) [11], Maximum Entropy Markov 

Models (MEMMs) [9] and Conditional Random Fields 

(CRFs) [10]. CRFs have demonstrated good performance for 

many sequence labeling applications. However, the training of 

CRFs is slow since the training time grows at least 

quadratically with the number of labels. On the other hand, 

while HMMs and MEMMs have linear training time 

proportional to the the number of labels, they are limited in 

the types of features they can use.  

We applied the Statistical Information and Relation 

Extraction (SIRE) toolkit developed at IBM to train the 

section classification models [12]. The SIRE sequence 

labeling model can be viewed as a generalization of MEMMs 

and it has the following properties: i) fast training time (linear 

training time in the number of labels as MEMMS and fast 

convergence rate); ii) allows richer features as CRFs. 

The SIRE sequence labeling model uses the following 

conditional probabilistic model of the section tag sequence Y 

given the input document X (both are viewed as random 

vectors): 

∏
=

−−

===

n

i

oiii

yyyPP

1

1

),,...,|()|( xxXyY      (1) 

where each individual conditional distribution has the follow-

ing exponential parametric form (the form is motivated by the 

maximum entropy principle [13]): 
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f
k
’s are the feature functions, λ

k
’s are the weights of the fea-

tures, and Z
i
 is the normalization constant which ensures that 

∑ =
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i
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1

x
The model assumes that the tag of 

a sentence in a medical document depends on the tags of the 

previous o sentences. 

 

Given a set of training documents (where the sentences are 

labeled with section/subsection tags), we train a statistical 

section classification model P
M

(Y | X) of the form (1) and (2) 

that maximizes the log likelihood of the training data (plus a 

regularization term to avoid overfitting of the training data). 

For any new medical document x, we can use the trained 

model to predict (decode) the most likely section tags of the 

sentences using the Viterbi algorithm: 

)|(maxarg
*

xXyYy
y

===

M

P      (3) 

 

Active Learning 

Active learning is a machine learning technique that aims to 

train a model with high accuracy using as few human 

annotated data instances as possible [5,6]. The basic idea of 

active learning is to iteratively select the most informative 

instances and use these newly annotated instances to improve 

the model. This is different from traditional passive machine 

learning techniques in which a model is trained using 

whatever annotated instances provided. 

Suppose we have a set of human labeled training documents L 

from some medical institutions, and we have trained a section 

classification model using L. To adapt the section 

classification model to a new medical institution for which we 

only have a set of unlabeled documents U, a typical active 

learning algorithm works as follows: A section classification 

model M is first trained using the initial set of human labeled 
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data L. Then the model is used to decode the unlabeled 

documents U, among which the top m most informative 

documents A are selected to be annotated by human. A new 

model is re-trained using both the initially labeled data L and 

the newly labeled data A. This process is repeated until some 

stopping criterion is met (e.g., until certain model accuracy is 

achieved). The steps are summarized in Algorithm 1. 

 

Algorithm 1: Active Learning for Fast Model Adaptation 

 

Input: Labeled data L (from some old medical institutions), 

and unlabeled data U (from a new medical institution) 

Repeat: 

1. Train a model M using human labeled documents L 

2. Use M to decode the unlabeled documents U 

3. Select and remove the top m most informative docu-

ments A from U, and ask human annotators to annotate 

them 

4. Add the human labeled data A to L and go to step 1 

Until some stopping criterion is met 

 

In Algorithm 1, m is called the batch size. A smaller value of 

m will normally incur less annotation cost (total number of 

human labeled documents) required to reach a certain model 

accuracy, however, it will incur more cost (iterations) of re-

training the model. In practice, the batch size should be 

selected to balance the cost of annotation and model training. 

A key component of an active learning algorithm is the query 

selection scheme that determines which instances are the most 

informative. See reference [6] for an excellent survey of 

different query selection schemes. The Least-Confidence (LC) 

scheme is one of the most widely used query selection scheme 

for active learning [6,14]. It uses the confidence score of an 

instance under the current model to measure the 

“informativeness” of that instance. The idea is that the 

instances with the lowest confidence scores provide the 

maximum amount of information, and these instances should 

be selected to be annotated first, as well as added to the 

training data to improve the current model. 

For our section classification model, the confidence score of 

an instance (here an instance is a medical document) x under 

the current model P
M

 is: 

  )|()(
*

xXyYx ===

M

Pc      (4)  

where y* is the most likely section tag sequence for document 

x (see (3)). The LC scheme will select the top m documents 

with the lowest confidence scores. 

To better measure the “informativeness” of a medical 

document, we have designed the following heuristic query 

selection scheme. For each document, we count the number of 

sentences whose per-sentence confidence score is less than a 

threshold (e.g., 0.9). Documents with higher counts are more 

uncertain under the current model and hence provide more 

information or value for improving the model. Our heuristic 

query scheme will select the top m documents with the highest 

counts. 

Distant Supervision 

While a traditional supervised machine learning algorithm 

relies on human labeled data to train a model, a weakly 

supervised learning algorithm uses “weakly” labeled data 

generated by some automatic mechanism to train a model. 

Weakly supervised learning techniques are often used in 

applications where unlabeled data are readily available but 

annotating them by humans is difficult and/or expensive. 

Distant supervision is a type of weakly supervised learning 

technique that uses a knowledge base to automatically 

generate weakly labeled training data [7,8]. For example, in 

[8] Freebase (a large semantic database containing several 

thousand relations), distance supervision was used to generate 

weakly labeled data for training relation extraction models. 

For our section classification problem, we apply the idea of 

distant supervision and construct a section header-to-tag map 

knowledge base to automatically label the medical documents. 

In medical documents, a header of a sentence is a sequence of 

words in a special form (e.g., all capitalized, followed by 

colon) that occurs at the beginning of a sentence, which often 

indicates the start of a new section. A header-to-tag map 

includes entries of headers and the corresponding 

section/subsection tag associated with every header. We have 

developed a rule-based header extractor that can automatically 

extract the headers of the sentences in medical documents. We 

can then construct a header-to-tag map either from sentence-

level annotated documents or from direct header annotation. 

To generate weakly labeled training documents, we apply the 

header extractor to extract the headers of the sentences in the 

(unlabeled) medical documents, and the sentences are then 

labeled sequentially using the header-to-tag map as follows. If 

a sentence has a header h which is in the header-to-tag map, 

then the sentence will be labeled tag(h) where tag(h) is the 

associated section tag of h in the map. Otherwise, the sentence 

will be assigned the same section tag as the previous sentence 

(because without a header, a sentence is likely to be inside of 

a section). 

Furthermore, if we have the section boundary information, 

i.e., if we know where a section starts and ends, we can use 

this information to improve the labeling of the documents. A 

new section tag will be assigned to a sentence if and only if 

the sentence has a header, which is in the header-to-tag map, 

and the sentence is located at the beginning of a section. 

Results 

Active Learning Experiment Results 

We first present the results of applying active learning for fast 

section classification model adaptation. We use the standard 

F
1
 score (or F-measure) to measure the performance of a 

section classification model on an independent test set. The F
1
 

score is defined as the harmonic mean of precision and recall: 

        

recallprecision

recallprecision

F

+

⋅

⋅= 2
1

          (5) 

Precision is the number of correctly detected sections divided 

by the number of all detected sections in the test set returned 

by the model (a section is correctly detected by the model if 

both the section span and the section tag are correctly 

identified). For example, if the model detects 100 sections and 

90 of them are correct, then the precision of the model is 

90/100=0.9. Recall is the number of correctly detected 

sections divided by the number of true sections in the test set. 

For example, if there are 200 true sections in the test set and 

the model correctly detects 90 of them, then the recall of the 

model is 90/200=0.45. Ideally, we want to build a model that 

has both high precision and recall. While these two metrics 

are often competing with each other, F
1
 score considers both 
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precision and recall, and is a commonly used metric to 

measure the overall accuracy of a classification model [15]. 

We start with a set of 1,615 human labeled training documents 

from medical institution A. The initial section classification 

model is trained with these 1,615 documents. When tested on 

a test set of 409 human labeled documents from medical 

institution A, the model achieved an F
1
 score of 0.921.  

However, when tested on a test set of 397 human labeled 

documents from a new medical institution B, the F
1
 score was 

only 0.719. This shows that a good section classification 

model trained for one medical institution may not achieve 

good accuracy for a new medical institution without any 

model adaptation. 

To adapt the section classification model to medical 

instituition B, we experiment with two active learning query 

selection schemes: the Least-Confidence (LC) scheme and our 

heuristic scheme. The baseline scheme is random query 

selection, i.e., passive learning where the training docuemts 

are randomly selected from the unlabeled document pool. The 

batch size m is chosen to be 50. 

The learning curves of different schemes are shown in Figure 

1, where x-axis is the number of human labeled training 

documents from medical instituion B (which represents 

annotation cost or learning cost), and y-axis is the F
1
 score (in 

percentage) of the section classification model on the test set 

from medical institution B (which represents learning 

performance).  

As we can see from Figure 1, compared with random 

selection, active learning can greatly reduce the annotation 

cost to achieve a certain accuracy. For example, to reach an F
1
 

score of 0.89, we need to annotate 400 documents under the 

heuristic query selection scheme, while we need to annotate 

900 documents under the random query selection scheme, so 

active learning reduces the annotation cost by 55%. The 

performance of the two active learning query selection 

schemes is very similar, while the heuristic scheme achieves 

slightly better accuracy (0.89 F
1
 score) than the LC scheme 

(0.887 F
1
 score) with a training size of 400 documents. 

 

Figure 1– Learning curves of different query selection 

schemes for section classification model adaptation. 

 

Saving annotation cost means saving of time. A human 

annotator can annotate approximately 50 documents per day. 

To reach the same accuracy of 0.89 F
1
 score, it would require 

18 days to annotate the 900 documents under passive learning, 

while it would only require 8 days to annotate the 400 

documents under active learning, a significant saving of time 

in adapting the section classification model to the new 

medical institution.  

We have conducted similar experiments to adapt the section 

classification model to another new medical institution using 

active learning, and we observed a 57% saving of both 

annotation cost and time.  

Distant Supervision Experiment Results 

Next, we present experiment results of our distant supervision 

approach for fast section classification model adaptation. We 

start with a set of 3,274 human labeled training documents 

(denoted as BASIC) from three medical institutions A, B, C. 

We want to adapt the section classification model to a new 

medical institution D. NEW denotes a set of 1,095 medical 

documents from the new medical institution.  

We compare two forms of annotation for the documents in 

NEW: one is human annotation where we use NEW
human 

to 

represent the set of training documents labeled by human 

annotators; the other is distant supervision where we use 

NEW
distant 

to represent the set of weakly labeled training 

documents automatically generated by our distant supervision 

approach. 

As shown in Table 2, a section classification model trained 

with the data from the old medical institutions (i.e., BASIC) 

only achieves 0.753 F
1
 score on a test set of 605 human 

labeled documents from the new medical institution. This 

again shows that without model adaptation, a model trained 

for some medical institutions may not achieve good accuracy 

for a new medical institution. If we add human labeled 

training data from the new medical institution (i.e., 

NEW
human

), then the model achieves 0.919 F
1
 score on the 

test set. These provide us with two baseline results: the worst 

baseline that does not use any training data from the new 

medical institution, and the best baseline that uses human 

labeled training data from the new medical institution. 

Under distant supervision (as opposed to using human labeled 

training data from the new medical institution), we use a 

header-to-tag map to automatically label the NEW data. We 

experiment with two cases. In the first case, we do not have 

any section boundary information. If we detect a header h of a 

sentence and the header is also in the header-to-tag map, then 

the sentence will be labeled tag(h) where tag(h) is the 

associated section tag of h in the map. In this case, the section 

classification model trained with BASIC data and the weakly 

labeled NEW
distant

 data achieves 0.902 F
1
 score on the test set.  

In the second case, the section boundary information is 

available. Such information can be obtained by direct section 

boundary annotation, which is much cheaper than complete 

section annotation since here the annotators only need to label 

which sentences are located at the beginning of a section and 

do not need to assign any section tags. With the section 

boundary information, the performance of the section 

classification model improves to 0.906 F
1
 score on the test set. 

 Table 2. Experiment Results of Distant Supervision  

(Test Data are from the New Medical Institution D) 

Training Data F
1
 Score 

BASIC 0.753 

BASIC + NEW
human

 0.919 

J. Ni et al. / Fast Model Adaptation for Automated Section Classification in Electronic Medical Records38



BASIC + NEW
distant

 0.902 

BASIC + NEW
distant 

(with section boundary) 0.906 

 

To adapt the section classification model to the new medical 

institution D, under the traditional supervised learning 

framework (where distant supervision or active learning is not 

used), it would require approximately 22 days to annotate the 

1,095 training documents from medical institution D to get an 

F
1 
score of 0.919.  

 

Under the distant supervision approach, the main annotation 

cost is the cost to build the section header-to-tag map. The 

header-to-tag map contains 3,094 headers, among which only 

375 headers are new headers from medical institution D. The 

other 2,719 headers are from medical institutions A, B, C, and 

the section tags for those 2,719 headers are readily derived 

from the BASIC data set. We only need to ask a human 

annotator to label the 375 new headers from medical 

institution D, which can be finished in one day or two – 

requiring significantly less time than annotating the whole set 

of 1,095 medical documents from medical institution D. There 

is a small performance drop of the section classification model 

trained under the distant supervision approach. Nevertheless, 

it can still achieve an F
1
 score of 0.902, which is good for 

many applications of interest. 

Conclusion 

Section classification in electronic medical records provides 

important contextual information for other automated 

information extraction tasks. Training section classification 

models, however,  typically requires large amounts of human 

labeled data to achieve high accuracy and annotating 

institution-specific data can be both expensive and time-

consuming. In this paper, we have applied two advanced 

machine learning techniques, active learning and distant 

supervision, to reduce annotation cost and achieve fast section 

classification model adaptation. In particular, we have 

designed a heuristic active learning query selection scheme, 

which reduces the annotation cost and time by more than 

50%. We have also developed a distant supervision approach 

that can achieve good model accuracy using weakly labeled 

data only.  

There are important differences between active learning and 

distant supervision. Active learning belongs to the family of 

supervised learning algorithms, which requires human annota-

tors to label the data. By intelligently selecting the data in-

stances to annotate, active learning can achieve the same level 

of accuracy as traditional supervised learning algorithms with 

much less annotation cost. In contrast, distant supervision 

belongs to the family of unsupervised (if no human annotation 

is used at all) or semi-supervised (if some limited human an-

notation is used) learning algorithms. Its performance heavily 

depends on the quality of the knowledge base. Distant super-

vision normally does not achieve the same level of accuracy 

as supervised learning algorithms, but it incurs even less an-

notation cost than active learning. In practice, one should de-

cide which technique to use based on the accuracy require-

ment and the annotation budget. It is also possible to combine 

the two techniques for fast model adaption. 

References 

[1] Meystre SM, Savova GK, Kipper-Schuler KC, and 

Hurdle JF, Extracting Information from Textual 

Documents in the Electronic Health Record: A Review of 

Recent Research, IMIA Yearbook of Medical 

Informatics, 2008. 

[2] Denny JC, Spickard A, Johson KB, Peterson NB, 

Peterson JF, and Miller RA, Evaluation of a Method to 

Identify and Categorize Section Headers in Clinical 

Documents, Journal of the American Medical Informatics 

Association, 2009. 

[3] Li Y, Gorman SL, and Elhadad N, Section Classification 

in Clinical Notes using Supervised Hidden Markov 

Model, ACM IHI 2010. 

[4] Tepper M, Capurro D, Xia F, Vanderwende L, and 

Yetisgen-Yildiz M, Statistical Section Segmentation in 

Free-Text Clinical Records, LREC 2012. 

[5] Cohn DA, Ghahramani Z, and Jordan MI, Active 

Learning with Statistical Models, Journal of Artificail 

Intelligence Research, 4(1):129-145, 1996. 

[6] Settles B. Active Learning Literature Survey. Computer 

Sciences Technical Report, University of Wisconsin-

Madison, 2010. 

[7] Craven M and Kumlien J, Constructing Biological 

Knowledge Bases by Extracting Information from Text 

Sources, Seventh International Conference on Intelligent 

Systems for Molecular Biology, 1999. 

[8]  Mintz M, Bills S, Snow R, and Jurafsky D, Distant 

Supervision for Relation Extraction Without Labeled 

Data, Joint Conference of 47
th

 Annual Meeting of the 

ACL and 4
th

 IJCNLP of the AFNLP, 2009.  

[9] McCallum A, Freitag D, and Pereira F, Maximum 

Entropy Markov Models for Information Extraction and 

Segmentation, ICML 2000. 

[10]  Lafferty JD, McCallum A, and Pereira FCN, Conditional 

Random Fields: Probabilistic Models for Segmenting and 

Labeling Sequence Data, ICML 2001. 

[11]  Rabiner LR, A Tutorial on Hidden Markov Models and 

Selected Applications in Speech Recognition, 

Proceedings of the IEEE, 77(2):257-285, 1989. 

[12]  Florian R, Hassan H, Ittycheriah A, Jing H, Kambhatla 

N, Luo X, Nicolov N, and Roukou S, A Statistical Model 

for Multilingual Entity Detection And Tracking, HLT/ 

NAACL 2004.  

[13]  Berger AL, Della Pietra S, and Della Pietra VJ, A 

Maximum Entropy Approach to Natural Language 

Processing, Computational Linguistics, 22(1): 39-71, 

1996. 

[14]  Culotta A and McCallum A, Reducing Labeling Effort 

for Structured Prediction Tasks, AAAI 2005. 

[15]  Manning CD, and Schutze H, Foundations of Statistical 

Natural Language Processing, The MIT Press, 1999. 

Address for correspondence 

Jian Ni 

IBM T. J. Watson Research Center 

1101 Kitchawan Road, Yorktown Heights, NY 10598, USA 

nij@us.ibm.com 

 

J. Ni et al. / Fast Model Adaptation for Automated Section Classification in Electronic Medical Records 39



Using EHRs and Machine Learning for Heart Failure Survival Analysis 

Maryam Panahiazar
a

, Vahid Taslimitehrani
b

, Naveen Pereira
c

, Jyotishman Pathak
a 

a 

Robert D. and Patricia E. Kern Center for the Science of Health Care Delivery, Mayo Clinic, Rochester, MN, USA 

b

 Department of Computer Science and Engineering, Kno.e.sis Center, Wright State University, Dayton, OH, USA 

c

 Division of Cardiovascular Diseases, Mayo Clinic, Rochester, MN, USA 

 

Abstract 

“Heart failure (HF) is a frequent health problem with high 

morbidity and mortality, increasing prevalence and escalat- 

ing healthcare costs” [1]. By calculating a HF survival risk 

score based on patient-specific characteristics from Electronic 

Health Records (EHRs), we can identify high-risk patients and 

apply individualized treatment and healthy living choices to 

potentially reduce their mortality risk. The Seattle Heart 

Failure Model (SHFM) is one of the most popular models to 

calculate HF survival risk that uses multiple clinical variables 

to predict HF prognosis and also incorporates impact of HF 

therapy on patient outcomes. Although the SHFM has been 

validated across multiple cohorts [1-5], these studies were 

primarily done using clinical trials databases that do not 

reflect routine clinical care in the community. Further, the 

impact of contemporary therapeutic interventions, such as 

beta-blockers or defibrillators, was incorporated in SHFM by 

extrapolation from external trials. In this study, we assess the 

performance of SHFM using EHRs at Mayo Clinic, and 

sought to develop a risk prediction model using machine 

learning techiniques that applies routine clinical care data. 

Our results shows the models which were built using EHR 

data are more accurate (11% improvement in AUC) with the 

convenience of being more readily applicable in routine 

clinical care. Furthermore, we demonstrate that new 

predictive markers (such as co-morbidities) when 

incorporated into our models improve prognostic performance 

significantly (8% improvement in AUC). 

Keywords: 

Heart Failure; Survival Score; Electronic Health Records; 

Machine Learning. 

Introduction 

Heart failure (HF) is primarily caused by the inability of the 

heart to supply sufficient blood flow to the body. It has 

become one of the most deadly cardiovascular diseases in the 

21st century [1]. Therefore, it is important to identify patients 

who are at a higher risk of mortality due to HF and assess the 

impact of HF therapy on their outcomes. Several studies have 

developed prognostic tools for HF, and one of the most 

commonly used tools is the Seattle Heart Failure Model 

(SHFM) [1]. SHFM was based on the PRAISE I clinical trial 

database and validated in five other cohorts. 

While the derivation and validation of SHFM using such 

clinical trials databases provide a level of rigor in terms of 

data collected, they are typically limited to biased cohorts that 

tend to be homogenous. Further, in many cases, the 

environment in which the trials were conducted may not 

reflect the routine clinical care given to patients diagnosed 

with HF. Consequently, as EHRs become more ubiquitous and 

accessible for clinical research, it becomes imperative to 

investigate methods of predicting HF prognosis and the impact 

of HF therapy on important patient-related outcomes using 

EHRs–as opposed to data derived exclusively from clinical 

trials databases. The specific objectives of this study are to 

assess the performance of the SHFM using routinely collected 

EHR data in a community practice at Mayo Clinic, and to 

incorporate variables that were not part of the SHFM in our 

prognostic model (e.g., patient co-morbidities derived from 

the EHR) to assess improvement in the performance of 

survival analysis. 

Our results suggest that (1) heart failure survival models built 

on EHRs are more accurate than the SHFM, (2) incorporating 

co-morbidities into the heart failure survival analysis predic-

tion models improve the accuracy of our models, and (3) there 

are potential hidden interactions between diagnoses history of 

the patient, co-morbidities, and survival risk. We also build 

our models using multiple different machine learning algo-

rithms and our results show that logistic regression and ran-

dom forest return more accurate classifiers. 

Background and Related Work 

The SHFM was derived in a cohort of 1125 heart failure 

patients from the PRAISE I clinical trial with the use of a 

multivariate Cox model [1]. For variables such as medications 

(e.g., beta-blockers) and devices (e.g., defibrillators) that were 

not available in the derivation database, hazard ratios were 

estimated from published literature and “external” clinical 

trials. The model has been prospectively validated in 5 

additional cohorts totaling 9942 heart failure patients and 

17307 person-years of follow-up. 

However, the SHFM has significant limitations for risk 

prediction in HF, particularly when used for routine clinical 

care. For instance, the hazard ratios for a subset of 

medications and devices variables in SHFM were estimated 

from prior published literature, and results from prior clinical 

trials may not be generalizable to a wider real-world 

population of HF patients. Limited patient-specific parameters 

(e.g., patient co-morbidities) have been used in the model to 

calculate survival score and can potentially lead to an 

improvement in the prediction of HF prognosis. 

In addition to SHFM, several other risk prediction models 

have been developed including SHOCKED, Frankenstein, 

PACE Risk Score, and HFSS [1]. These have been validated 

in independent cohorts along with SHFM: “The Heart Failure 

Survival Score (HFSS) was validated in 8 cohorts (2240 pa-

tients), showing poor-to-modest discrimination (c-statistic, 

0.56–0.79), being lower in more recent cohorts. The Seattle 

Heart Failure Model was validated in 14 cohorts (16,057 pa-

tients), describing poor-to-acceptable discrimination (0.63–

0.81), remaining relatively stable over time. Both models re-
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ported adequate calibration, although overestimating survival 

in specific populations. The other 3 models were validated in a 

cohort each, reporting poor-to-modest discrimination (0.66–

0.74) [1-5]. 

Furthermore, there are also studies that applied machine-

learning algorithms to study risk factors and predict patient 

outcomes in HF. For example, Dai et al. [6] used boosting and 

support vector machine (SVM) schemes to build models to 

predict heart failure around six months before the actual diag-

nosis. Their results show that SVM has poor performance. 

Similarly, Austin et al. [7] used regression tree, bagging, Ran-

dom Forest, boosting, SVM and logistic regression to classify 

HF patients with preserved Ejection Fraction (EF) from those 

patients with reduced EF. They concluded that logistic regres-

sion returns the most accurate models. 

Methods 

From a cohort of 119,749 Mayo Clinic patients between 1993-

2013 with research authorization to access EHR data, we 

identified 5044 patients with a diagnosis of HF after applying 

specific criteria and excluding number of patients due to 

incomplete data (13.3%). These criteria included: 

• A confirmed diagnosis of HF based on the ICD-9-

CM code (428.x). 

• An ejection fraction (EF) measurement ≤50% within 

two months of HF diagnoses. 

• No prior diagnosis of coronary artery disease, 

myocarditis, infiltrative cardiomyopathy, and severe 

valvular disease. 

We divided the EHR-derived dataset randomly into training 

(N=1560 patients) and test (N=3484 patients) datasets. In 

consultation with Mayo Clinic cardiologists who routinely 

treat HF patients, we identified the following features 

(variables) extracted from EHRs to calculate the survival 

score: 

• Demographic variables including age, sex, race, 

ethnicity and survival status. 

• Laboratory results including cholesterol, sodium, 

hemoglobin, lymphocyte count, and EF 

measurements. 

• Medications including Angiotensin Converting 

Enzyme (ACE) inhibitors, Angiotensin Receptor 

Blockers (ARBs), β-adrenoceptor antagonists (β-

blockers), Statins, and Calcium Channel Blocker 

(CCB). 

• 26 major chronic conditions (ICD-9 code) as co-

morbidities as defined by the U.S. Department of 

Health and Human Services [8]. 

Table 1 represents the characteristics of the study cohort with 

including training and test splits. The patients were 94% white 

48% female. The average range of EF was 36±10.3. In terms 

of co-morbidities most of the patients (81.06%) had 

hypertension followed by hyperlipidemia (64.3%), chronic 

kidney disease (55.83%) and diabetes (37.4%). 

As discussed earlier, our primary goal in this study is  to 

assess the performance of SHFM using EHR data and propose 

a HF survival risk prediction model by adding new variables 

(e.g., patient co-morbidities) derived using the EHR data to 

improve prediction accuracy and performance of the model. 

To accomplish this goal, we designed two scenarios: In 

scenario A, we used COX proportional regression model [9]  

to predict the risk of survival in HF patients in the one, two 

and five years after the diagnosis of HF. In scenario B, we 

excluded all patients who died within one year after the first 

diagnosis of HF, and then based on the remainder of patients 

who survived after one year of HF diagnosis, we developed a 

series of models using different classifiers to classify these 

two groups of patients. Since most of the well known 

classification algorithms are developed for binary 

classification, we repeated scenario B to classify patients who 

died within two years and five years after the HF diagnosis. 

The following classification algorithms were used: random 

forest [10], logistic regression [11,12], support vector 

regression [13], decision tree [14] and ada boost [15].  

Table 1 – Patient Characteristics for HF Study Cohort 

Variables Value 

D
e
m

o
g
r
a
p

h
i
c
 

Age (years) 78±10 

Sex (male) 52% 

Race (White) 94% 

Ethnicity (Not Hispanic or 

Latino) 

84% 

 
BMI 28.7±11.25 

Systolic Blood Pressure (mm/Hg) 120±25 

Ejection Fraction (EF) 36±10.3 

L
a
b
o

r
a
t
o
r
y
 

Hemoglobin (g/dL) 11.8±1.2 

Cholesterol (mg/dL) 144±35 

Uric Acid (g/dL) 7.1±2.5 

Sodium (mEq/L) 128±4.2 

Lymphocytes (x10(9)/L) 1.32±0.7 

M
e
d

i
c
a
t
i
o

n
s
 

ACE inhibitors 55.7% 

Βeta blockers 48.6% 

Angiotension Receptor Blockers 12.8% 

Calcium Channel Blockers 4.1% 

Statins 43.2% 

Diuretics 68.7% 

Allopurinol 18.5% 

Aldosterone Blockers 18.5% 

C
o

m
o

r
b

i
d

i
t
i
e
s
 

Hypothyroidism 21.2% 

Acute myocardial infarction 16.3% 

Alzheimers 11.9% 

Anemia 5 3.01% 

Asthma 10.72% 

Atrial fibrillation 48.56% 

Benign prostatic hyperplasia 9.5% 

Cataract 31.4% 

Chronic Kidney Disease 55.83% 

Pulmonary disease 30.4% 

Depression 25.5% 

Diabetes 37.4% 

Glaucoma 9.4% 

Hip/pelvic fracture 4.3% 

Hyperlipidemia 64.3% 

Hypertension 81.06% 

Ischemic heart disease 70.2% 

Osteoporosis 18.3% 

Rheumatoid Arthritis 39.2% 

Stroke 12.4% 

Breast cancer 2.2% 

Colorectal cancer 1.58% 

Prostate cancer 4.5% 

Lung cancer 2.45% 

Endometrial cancer 0.00% 

 

To investigate the effect of variables extracted from the EHR 

data on the performance of our models, we designed two sets 

of predictor variables. In the first set called baseline (BL), we 

applied the same variables used in the SHFM. Since our EHR 
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derived dataset does not have information about patients’ 

NYHA class, QRS duration, or device implantations (e.g., 

defibrillators), we did not include them in our models. In the 

next variable set called extended (EX), we added the following 

predictor variables to the BL model: race, ethnicity, BMI, 

calcium channel blocker (CCB) and 26 different co-

morbidities. Then we compared the performance of our BL 

and EX models with the SHFM.  

Results 

This section reports a systematic validation of our HF survival 

risk prediction model(s) in both scenarios A and B. As we 

mentioned earlier, to minimize the effect of overfitting and 

increase generalizability of our models, we separated our 

cohort randomly into training (N=1560 patients) and test 

(N=3484 patients) datasets. To validate models which are 

developed in scenario A (survival models), we designed two 

approaches. In the first approach (A1), we divided our 

predictor variables into two parts: variables that were common 

between both the SHFM model and our models (e.g., EF 

measurement), and variables used by just our model (e.g., 

patient co-morbidities). For variables that were common we 

used the hazard ratios defined by SHFM. For variables that 

were not used in SHFM we used the hazard ratios extracted 

from our analysis. Table 2 presents the performance of our 

model (A1) in the form of Area Under Curve (AUC). In the 

second approach (A2) we used the hazard ratio developed by 

our model to calculate the AUCs (also shown in Table 2). 

Table 2 shows that accuracy drops on average by 9% in the 

AUC when using a mixture of hazard ratios from our model 

and SHFM. Although it is not surprising, one plausible reason 

might be that SHFM was developed using a clinical trials 

database, whereas our model has been developed using an 

EHR database in a real community practice. Consequently, 

combining hazard ratios derived from two different datasets 

can lead to a degradation in the accuracy of the prediction 

model. 

Table 2 –  Perfomance (Area Under Curve) of  Scenario A 

(Survival Analysis) for both baseline and extended variable 

sets 

 

1 year 2 years 5 years 

BL EX BL EX BL EX 

A1 0.71 0.80 0.68 0.75 0.66 0.71 

A2 0.77 0.83 0.77 0.82 0.75 0.80 

 

Figure 1 also represents the Receiver Operating 

Characteristics (ROC) of the models developed in scenario A 

on the BL variable set. From Table 2 and Figure 1, we can 

observe that the performance of our models drops when we 

want to predict the risk of heart failure two and five years after 

the first heart failure event. We hypothesize that the main 

reason of observing a drop in the accuracy is because the 

dataset for two and five year models are imbalanced and 

usually the classifiers used in this study do not work well on 

imbalanced datasets. Figure 2 shows the ROC curve of the 

scenario A models on EX variable set. 

 

 

Figure 1  - ROC curve for Scenario A on baseline variable 

sets 

As we discussed earlier, one of our goals in this study was to 

investigate the effect of adding more predictor variables to our 

models, and potentially improve model performance. To this 

end, we designed two variable sets called BL and EX. In the 

BL set, we have 16 predictor variables and in the EX set, we 

consider 45 variables to develop our models. Table 2 shows 

that the AUC for models developed using the EX variable set 

increased by 7.7%, 6.5% and 6.6% compared to the BL 

variable sets for 1-, 2- and 5-years models, respectively.  In 

the next part of our results, we show the performance of the 

classification models (scenario B). In this scenario, we 

excluded all patients who died within 1-, 2- and 5-years after 

the first diagnosis of HF, and then developed models to 

classify them separately from patients who did survive after 

the HF diagnosis. 

Table 3 –  Perfomance of  Senario B (Classification) for both 

baseline and extended variable sets 

 

1 year 2 years 5 years 

BL EX BL EX BL EX 

Decision Tree 0.60 0.66  0.50 0.50 0.50 0.50 

Random Forest 0.62 0.80 0.65 0.72 0.62 0.72 

Ada Boost 0.59 0.74 0.66 0.71 0.61 0.68 

SVM 0.56 0.46 0.61 0.52 0.55 0.38 

Logistic Regres-

sion 0.68 0.81  0.7 0.74 0.61 0.73 

 

Table 3 represents the AUC of different classifiers for both BL 

and EX variable sets. Much like scenario A, we make the 

same observation in scenario B where inclusion of additional 

variables derived from the EHR to the models significantly 

improves classifier performance. 
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Figure 2 - ROC curve  for Scenario A on exdended variable 

sets 

Figure 3 also represents the ROC of the models developed in 

scenario B on the BL and EX variable sets for one, two, and 

five years for all classifiers shown in Table 2, including 

Decision Tree, Random Forest, AdaBoost, SVM, and Logistic 

Regression. There are a number of reasons why SVM may 

have been less accurate in developing this prediction model. 

First, SVM is not an appropriate method for handling both 

continuous and categorical variables in the same model. 

Second, our data suggest that SVM may be more strongly 

affected by classification imbalance in the data than either 

Boosting or logistic regression. 

BL model, 1 year EX model, 1 year 

BL model, 2 years EX model, 2 years 

 BL model, 5 years 

 

EX model, 5 years 

Figure 3 - ROC curve  for Scenario B on BL & EX variable 

sets(x=False positive rate, y=True positive rate) 

Discussion 

In this study we explored how to improve SHFM by 

considering routine clinical care data. Since models that are 

built based on EHRs are more accurate (11% improvement in 

AUC) and are applicable in standard routine care, it is 

imperative to leverage EHR data for survival analysis and 

prediction modeling in HF and other chronic conditions. We 

also showed that incorporating new predictive markers (co-

morbidities) in our models improved the performance 

significantly (8% improvement in AUC) and gives us insights 

about the pathophysiology of HF. Another highlight of this 

study is calculating the Hazard Ratio (HR) based on real-

world EHR data, whereas other studies, including SHFM, 

have used the HR from literature and extrapolation of results 

from clinical trials which may not reflect routine care for HF 

patients [1,5]. Finally, we observe that there are potential 

hidden interactions between diagnoses, history of the patient, 

co-morbidities, and survival risk that warrant further research. 

Note that since we calculate the model output based on 

individual patient chracteristics, it is plausible to incorporate 

the output derived from these predictive models within EHRs 

and facilitate clinical decision making for managing HF 

patients with better treatment options–an area for future 

research. In summary, our results suggest that heart failure 

survival models built on EHRs are more accurate, and 

incorporating co-morbidities into the HF models significantly 

improves the accuracy of our models. 

Conclusion 

In this study we assessed the performance of SHFM using 

Mayo Clinic’s EHR dataset. Our results demonstrate an 

improvement in accuracy as compared to the standard SHFM 

and also suggest the ready applicability of our model to 

standard clincal care in the community. We also incorporated 

additional predictor variables that included 26 co-morbidities 

into our models that lead to further improvement in the 

prognostic predictive accuracy. Finally, we built a heart failure 

risk prediction model using a series of machine learning 

techniques and observed that logistic regression and random 

forest return more accurate models compared to other 

classifiers. 
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Abstract 

Healthcare Information Systems are a big business. Currently 

there is an explosion of EHR/EMR products available on the 

market, and the best tools are really expensive. Many 

developing countries and healthcare providers cannot access 

such tools, and for those who can, there is not a clear strategy 

for the evolution, scaling, and cost of these electronic health 

products. The lack of standard-based implementations 

conduct to the creation of isolated information silos that 

cannot be exploited (i.e. shared between providers to promote 

a holistic view of each patient's medical history). 

This paper exposes the main elements behind a Standard-

based Open Source EHR Platform that is future-proof and 

allows to evolve and scale with minimal cost. The proposed 

EHR Architecture is based on openEHR specifications, adding 

elements emerged from research and development 

experiences, leading to a design that can be implemented in 

any modern technology. Different implementations will be 

interoperable by design. This Platform will leverage contexts 

of scarce resources, reusing clinical knowledge, a common set 

of software components and services. 

 

Keywords: 

Electronic Health Records; Open Source Software; openEHR; 

Service Oriented Architecture; Data Collection. 

Introduction 

In this vision paper we present the basic components of an 

Open EHR Platform that will be used in different scenarios as 

a shared EHR core for country wide, federated, hospital and 

clinic EHRs. The term "EHR core" will be use to reference an 

implementation of the Platform using a specific technology 

stack. 

The main motivation behind this EHR Platform is to create an 

open alternative to the closed/proprietary solutions currently 

offered by EHR vendors. But also to create an EHR Platform 

that is based on open standards and good design practices, 

searching for a generic, reusable, scalable, extensible, web-

based, knowledge-driven, and future-proof solution.  

This Platform is “open” in three ways: 

1. open specification accessible for anyone. 

2. open source tools and components. 

3. free to use, adapt and extend. 

This will help developers to create new tools and services 

without the hassle of dealing with e-Health standards and clin-

ical knowledge (time consuming and costly tasks of any EHR 

development), and enable developments in contexts of scarce 

human & financial resources (small software companies, dev 

teams in hospitals, etc.). 

In the next sections the following topics will be presented: 

design principles, architecture, components, services, and ide-

as pertaining to Platform development and use by client appli-

cations. Developers using services provided by the EHR Plat-

form, for shared data storage, querying and Clinical Decision 

Support (CDS), will create these applications. 

Current Status 

Although this paper is about the vision and conception of a 

new kind of EHR systems, we and other colleagues [1][2] 

have been working in this area, including research, develop-

ment and training, mainly to understand the problem, delineate 

a good solution, and validate it against functional prototypes 

of the EHR Platform. The outstanding component we created 

is the EHRServer [3]. It provides services of clinical data stor-

age and querying for clinical information, and this system can 

actually be deployed and used. For Knowledge Management, 

the Clinical Knowledge Manager [4] of the openEHR Founda-

tion is being used. There are also some proof-of-concept de-

velopments around a Demographic Server and a Rule Engine 

that will soon be released. 

Methods 

This paper presents the core components of the proposed EHR 

Platform, which is an extension/specialization of the openEHR 

EHR Computing Platform [5], defined by the openEHR speci-

fications [6]. The extensions are based on research & devel-

opment, project development, integration of EHR, HIS and 

other clinical information systems, and preparing training ma-

terials and case studies. 

Design Principles of the Open EHR Platform 

• Provide a minimum/common set of generic services 

− Reuse: must support a wide range of client ap-

plications with the same set of components and 

services, leveraging available resources. 

− Pareto principle: the platform will provide the 

20% of the functionalities of a full blown EHR 

system to support 80% of the requirements for 

any EHR system, keeping the Platform small 

and manageable. The rest of the functionalities 

should be added by developing client applica-

tions, and those might be customized for each 

application (i.e. won’t suit as core functionali-

ties). 

−  Scope: The services will be focused on data 

storage and querying, permitting data interpreta-

tion and manipulation to client applications. 

− Standardization: the EHR Platform will imple-

ment open standards to reach interoperability, 

so developers do not need to do that work. 

MEDINFO 2015: eHealth-enabled Health
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3. New rules will add behavior, to execute actions under 

certain conditions, using the data from the EHR. 

Deployment 

The proposed platform can be offered by a “Software as a 

Service” (SaaS) model, or software vendors and medical insti-

tutions can create their own local deployments. Either way, 

the platform is focused on providing high availability and da-

ta/metadata backup, two basic requirements for any shared 

EHR system. To provide this, some redundancy is needed; 

therefore more than one instance of each sub-system should be 

deployed. 

The platform is designed to support this by providing syn-

chronization services between different instances of the same 

sub-system. E.g. two instances of EHR Server will synchro-

nize data when one instance receives a commit of a clinical 

document, so queries can be executed in both instances, also 

providing better performance. This also works when scalabil-

ity is needed. When the EHR Platform needs to support more 

applications and users, store and retrieve more data, etc., the 

service level of the platform should neither deteriorate nor 

disturb other users. Adding more instances of the Platform 

sub-systems will let it to scale horizontally without huge in-

vestments. 

Thinking about long-term viability of a project of this kind, 

offering SaaS as a hosted solution for software development 

companies can help to fund the EHR Platform maintenance 

and evolution. This strategy is implemented by a lot of Open 

Source projects, accompanying that with paid extensions and 

value-added services. 

Developing Applications 

The core set of services provided by the Open EHR Platform 

will enable developers to focus on creating client applications 

without starting from scratch, and solve the same problems 

again and again. Moreover, they get standardized data 

structures using communication protocols and syntaxes they 

are familiarized with like REST/SOAP, JSON/XML, without 

the hassle of implementing the standards themselves, so they 

create out-of-the-box interoperable applications. 

Client applications can be classified into three categories: data 

input apps, data display apps and mixed. Vital Signs monitors 

and study result reporting are examples of “data input” 

applications, because they function to send/commit data to the 

EHR. Reporting tools are an example of “data display” 

applications that mainly will query the EHR. EMRs [14] are 

examples of mixed input/output. It is worth mentioning that 

when a deployed platform supports several applications, all 

the clinical documents committed to the EHR by the “data 

input” apps will be available to the “data display” apps with 

permission to query the EHR Platform, enabling the 

implementation of a truly shared EHR. 

To help developers adopt the EHR Platform and the method-

ology to create client applications proposed in this paper, we 

visualize the creation of helper tools such as Software Devel-

opment Kits, libraries for different programming languages 

and learning materials. Some work around this area has al-

ready been done. The first is a framework to develop EHR 

systems called EHRGen [15]. We have also worked in a mul-

ti-level methodology and a set of tools to automatically gener-

ate User Interfaces for Clinical Information Systems over dif-

ferent technologies (HTML5, Java, .Net), from openEHR Ar-

chetypes and Templates [16]. 

As an example, using the services provided by the EHR Plat-

form, client applications can implement features like: brows-

ing through the patient’s medical history, generate clinical and 

public health reports about population’s health with different 

aggregations (by age range, sex, geographic location, etc.), 

calculate for different indicators (e.g. number of births per 

year), sending notifications under certain circumstances to the 

patient, family, health care team, management team or 

healthcare authorities (e.g. execution of rules that notify when 

new test results are available, or when a diagnosis of a certain 

decease was added to the EHR of a patient), Clinical Decision 

Support features like alerts, recommendations, reminders, ref-

erence material, etc. (rules are executed, and based on context 

data, a correspondent result is returned, e.g. give an alert if the 

patient is allergic to the medications that is about to be pre-

scribed). 

Validation of the proposed architecture 

The validity of the proposed architecture can, and should, be 

evaluated against standards and specifications, first against 

international ones, to satisfy generic requirements, methodol-

ogies, needs and rules, and then against local compliances that 

define more specific requirements. Since the architecture is 

the most generic and abstract definition of a complex system, 

it should not be evaluated against requirements related to low 

level designs, with a bigger amount and more specific re-

quirements), and the use of specific technologies. After the 

architecture is adapted to a low level designs and mapped to a 

specific technology stack (this is called Implementation Tech-

nology Specification, ITS for short), those more specific arti-

facts can be evaluated to more specific requirements and rules. 

Considering the aforementioned ideas, it would be useful to 

define some guidelines about how to validate the proposed 

architecture. The actual validation would be a good area for 

further investigation. Presented below is a list of varied stand-

ards and specifications that should (*) or might (+) be used as 

validation guidelines. In some cases just part of the standard 

would apply because it is too specific and the validation of the 

architecture should be done in a very broad, generic and ab-

stract way, because that is the nature of a Software Architec-

ture. After these, local standards and specifications might also 

apply. 

 

Introduction, Terminology, Requirements and Architecture: 

(*) ISO 18308: Requirements for an electronic health record 

architecture. 

(*) openEHR Specifications [6] 

(+) IHE IT Infrastructure Profiles [17] 

(+) ISO 20514: Electronic health record -- Definition, scope 

and context 

(+) ISO 14292: Personal health records -- Definition, scope 

and context 

(*) ISO 14639: Capacity-based eHealth architecture roadmap -

- Part 1: Overview of national eHealth initiatives 

(+) ISO 14265: Classification of purposes for processing per-

sonal health information 

(+) ISO 21298: Health informatics -- Functional and structural 

roles 

(+) ISO 22790: Health informatics -- Functional characteris-

tics of prescriber support systems 

 

Healthcare record definition and sharing: 

(*) ISO 27790: Document registry framework 

(*) ISO 13128: Clinical document registry federation 

(+) ISO/HL7 27932: Data Exchange Standards -- HL7 Clini-

cal Document Architecture, Release 2 
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(+) ISO 12773-1: Business requirements for health summary 

records -- Part 1: Requirements 

(+) ISO 12773-2: Business requirements for health summary 

records -- Part 2: Environmental scan 

(+) ISO 13119: Clinical knowledge resources -- Metadata 

 

Healthcare Records and Healthcare Data Communication: 

(*) ISO 13606-1: Electronic health record communication -- 

Part 1: Reference model 

(*) ISO 13606-2: Electronic health record communication -- 

Part 2: Archetype interchange specification 

(*) ISO 13606-3: Electronic health record communication -- 

Part 3: Reference archetypes and term lists 

(*) ISO 13606-4: Electronic health record communication -- 

Part 4: Security 

(*) ISO 13606-5: Electronic health record communication -- 

Part 5: Interface specification 

Conclusion 

We are confident that creating a truly Open EHR Platform will 

enable e-Health developments and long term EHR projects, 

that are impossible today due the lack of resources. The proof-

of-concept prototypes already developed are attracting atten-

tion from the academy and the industry, and we are very close 

to the delivery of EHR Platform sub-systems in a production-

ready state. As time passes, we are also designing and devel-

oping tools that will benefit software developers in the crea-

tion of openEHR-based applications that will be compatible 

with the Platform. Such applications could produce a highly 

scalable backend for shared EHR systems, thus allowing their 

applications to share a common/stable set of services and easi-

ly evolve through time. 
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Abstract 

The language and communication constitute the development 

mainstays of several intellectual and cognitive skills in 

humans. However, there are millions of people around the 

world who suffer from several disabilities and disorders 

related with language and communication, while most of the 

countries present a lack of corresponding services related 

with health care and rehabilitation. On these grounds, we are 

working to develop an ecosystem of intelligent ICT tools to 

support speech and language pathologists, doctors, students, 

patients and their relatives. This ecosystem has several layers 

and components, integrating Electronic Health Records 

management, standardized vocabularies, a knowledge 

database, an ontology of concepts from the speech-language 

domain, and an expert system. We discuss the advantages of 

such an approach through experiments carried out in several 

institutions assisting children with a wide spectrum of 

disabilities.  

Keywords:  

Electronic Health Records; Rehabilitation of Speech and 

Language Disorders; Medical Informatics. 

Introduction 

The language acquisition process is closely related with 

intellectual, psychological and emotional development of 

children. In the same line, speech and language serve as 

cornerstones for human cognition and constitute tools to 

interact with the fellows of the social environment. 

Commonly, during the first 4 years of life, children make 

significant progress in learning language. However, in some 

cases there arise delays or differences in patterns of language 

acquisition, aspects that constitute warnings of developmental 

problems [1]. These delays or differences can be related with 

a wide spectrum of circumstances and can appear in different 

stages of life. In the case of children, some disabilities are 

related with the following periods [2]: prenatal (chromosomal 

anomalies and genetic metabolic and neurologic disorders, 

drug and toxin exposure, congenital infections, ....) perinatal 

(complications related to prematurity, periventricular 

leukomalacia, breech or high forceps delivery, multiple births, 

placenta previa, preeclampsia, ...), or postnatal (undernutrition 

and environmental deprivation, viral and bacterial 

encephalitides, poisoning, ....). On the other hand, the speech, 

language and swallowing disorders in acquired neurological 

conditions arise as a result of several conditions, such as 

traumatic brain injury, stroke, progressive neurological 

conditions (Parkinson's disease, multiple sclerosis, ...), 

dementia, head and neck cancer, and palliative care [3]. 

In the same line, in a world where 1 billion people live with 

some form of disability, the most recent estimates about 

People with Communication Disabilities (PWCD) shown a 

complex picture. For example, nowadays 60 million persons 

in the world live with disabling hearing loss (5.3% of the 

world’s population) and 15 million suffer from stutter, and 

there exists a lack of rehabilitation services and healthcare 

related to Speech-Language Disorders (SLD) in most of the 

developed countries [4]. The situation is even more complex 

in developing countries due to lack of personnel, resources, 

and adequate services.  

Over the last years, there have been several approaches to 

apply Information and Communication Technologies (ICT) to 

support Speech and Language Therapy (SLT). However, the 

existing approaches to provide support tools for SLT deal 

with very specific problems. The aphasia treatment field [5] 

proposes a computer gesture therapy tool (GeST) with the aim 

to improve the gesture production and/or spoken naming, 

whereas [6] it investigates the feasibility to incorporate the 

Semantic Feature Analysis technique in a mobile-web paired 

application in domestic and clinical settings. Some speech 

disorders like dysarthria have motivated the application of 

Automatic Speech Recognition (ASR) techniques for diagno-

sis tasks [7]. On the other hand, the application of Auditory 

Verbal Therapy (AVT) to develop several speech abilities in 

children with cochlear implants has been successfully applied 

through videogames [8] and multimedia programs [9]. 

Nevertheless, nowadays some of the most important issues of 

health care field are related to maintenance, sharing and port-

ability of clinical data, a perspective based on specific domain 

knowledge, and the adaptability and standardized vocabular-

ies. Accordingly, the aforementioned approaches rely on ad 

hoc solutions that use particular vocabularies, languages and 

own data structures. Only a few recent studies have used con-

ceptualizations and classifications (e.g. ontologies) to support 

the operation of an expert system aimed at the initial diagnosis 

of language disorders [10].  

MEDINFO 2015: eHealth-enabled Health
I.N. Sarkar et al. (Eds.)

© 2015 IMIA and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License.
doi:10.3233/978-1-61499-564-7-50

50



 

Figure 1– The high-level design and main components of our SLT ecosystem 

Methods 

SLT is a healthcare area that involves the active participation 

of different actors, such as doctors, Speech-Language 

Pathologists (SLP), SLT students, and patients/subjects and 

their relatives. Therefore, in this section, we present a 

complete backing ecosystem for SLT that considers these 

actors from a viewpoint that arises in a formal knowledge 

model. Likewise, this model is capable to provide an 

integrative perspective for ICT tools, specific SLT domain 

knowledge, standardized vocabularies, expert systems, and 

electronic health records management. Figure 1 shows a high-

level model of the architecture of the proposed ecosystem for 

supporting SLT. This architecture allows building an 

integrative multi-layer framework for several therapy-related 

activities, users, knowledge management and portability, 

intelligent systems, and ICT tools. Some of the most relevant 

elements are described below. 

The expert system layer (SPELTA) 

The Speech and Language Therapy Assistant (SPELTA) is an 

expert system that provides the foundations to develop 

inference mechanisms for recommender and decision-support 

systems to assist in the preparation of therapy plans, the 

evaluation of exercise results, the generation of case studies, 

etc. Some of the most outstanding functionalities of SPELTA 

are the following:  

• Master therapy plans generation: these kind of plans 

contain the general guidelines and activities that should be 

conducted with patients over a period of 6 months. Their 

aim is to develop some specific skills related to speech and 

language.  In order to automatically generate a new master 

therapy plan, SPELTA uses a custom version of Partition 

Around Medoids (PAM) algorithm and KNN criterion (see 

more details in [11]). The PAM algorithm generates 

several clusters organized in two abstraction levels. The 

first level groups patients according to some elements of 

their profiles (cognitive developmental age, chronological 

age), medical record (diagnosis, related 

disorders/disabilities, and general medical condition), and 

the initial diagnostic of speech-language. In the second 

level several subclusters are created inside the general 

clusters, using the fine-grained evaluation of patient's 

speech-language skills.  

• Specific therapy plans generation: these plans contain 

specific exercises and therapy activities that should be 

conducted with patients according to a weekly 

schedule. A set of specific therapy plans belongs to a 

master plan, and currently we are developing a 

semantic network using ontologies to represent the 

different relations between disabilities, disorders, and 

speech-language milestones and skills according to 

chronological and developmental age. 

• Generation of academic content: the expert system is 

able to generate educational content for 

phonoaudiology students. These contents include tests 

about real and generated cases, training resources for 

decision making about therapy strategies, 

standardized vocabularies entries, etc.  

• Monitoring and evaluation of patient progress: this 

feature of SPELTA allows to automatically analyze 

the patient progress and generate alerts for SLP when 

the master and specific plans are not effective. 

Knowledge database 

The knowledge database stores several information structures 

to support the data analysis tasks and inference process 

performed by the expert system layer: 

V. Robles-Bykbaev et al. / An Ecosystem of Intelligent ICT Tools for Speech-Language Therapy 51



• Clinical Data Repository (CDR): consolidates data from 

several clinical resources (medical records, cognitive 

development data, SLT control evaluations, initial SLT 

evaluation) and presents a unified view of patients. Our 

CDR uses standardized vocabularies from the American 

Speech-Language-Hearing Association [12].  

• Therapy plans: these are data structures to represent either 

long term activities and exercises (master plans) and sets 

of activities scheduled according to patient’s skills and 

therapy sessions (specific plans). 

• Speech-language milestones: defines a set of skills 

according to chronological and developmental age (e.g. 

formal expressions of facts like “from 1 to 2 years of 

normal development, a child must to be able to acquire 

new words on a regular basis, know a few parts of the 

body and point to them when asked”). 

Representation and management of knowledge 

In order to provide a comprehensive support for all therapy 

process, the model considers seven areas of speech and 

language: hearing, swallowing, voice, receptive language, 

linguistic formulation, oral structure and function (oral 

peripheral mechanism), and expressive language and 

articulation. The main processes, tests, evaluations, protocols, 

and therapy activities are modelled using ontologies and are 

implemented through OpenEHR archetypes. Figure 2 shows a 

screenshot of an archetype to conduct the Pure Tone 

Audiometry (PTA) test. As we can see, through this archetype  

it is possible to assess the patient's response to sound 

stimulation and voice commands, and determine if he/she is 

able to localize sound sources without visual stimuli. 

 

Figure 2– Partial view of the archetype that represents the 

Pure Tone Audiometry test 

Intelligent ICT ecosystem 

This layer incorporates a complete set of novel ICTs designed 

to support most of the SLT stages, and can easily add new 

tools using the bindings of the user's interface layer. Some of 

the most relevant elements are the following: 

• Multi-sensory stimulation ecosystem: these kind of tools 

serve to support relaxation activities, early stimulation and 

several rehabilitation processes, for both children and 

adults, as was proved in [13] and [14]. 

• Robotic assistant: is a novel backing tool for therapy 

sessions, educational and ludic activities, and remote 

monitoring tasks. The robot has two main elements, an 

electronic displacement platform and a mobile device 

(Android-based tablet or smartphone). Using the mobile 

device the robot can tell stories, conduct exercises for 

motor rehabilitation (using a red glove to control a virtual 

hand), recognize voice commands, and interact with 

patients through different kinds of exercises based on 

multimedia resources (color discrimination, temporo-

spatial notions, ....). 

• Support tools based on ICT: through these tools the SLP is 

able to use desktop and web systems (Speech-language 

Maturation Assessment Tool, SPELMAT), and mobile 

devices to perform therapy exercises, assessment tasks, 

collection of information related with patients, registering 

the results of therapy sessions, report generation, and 

sharing data with other SLP.  For example, Figure 3 (a) 

shows a screen capture of MOPHOC, a mobile application 

to support the learning process of phonetic code. This tool 

allows to conduct several kinds of exercises related with 

articulation (phonemic awareness, sentence construction, 

phonatory, …).  

User interface 

This layer contains the bindings to connect the ICT tools 

(Intelligent ICT environment) with the representation and 

management knowledge layer. Other important elements of 

this layer are the speech-language therapy templates generated 

using OpenGenEHR tool (http://www.openehr.org). These 

templates provide the interface to feed the different 

information structures related with clinical data. An example 

of a template to access personal data, conduct a hearing 

screening, conduct the PTA test, and other options is 

presented in Figure 3 (b). 

Results 

Once we have deployed the knowledge model, the 

information exchange mechanisms, and the main algorithms 

of the expert system, three pilot experiments were carried with 

the aim to validate the developed ICT tools with the support 

of five institutions of special education from Ecuador: 

Instituto de Parálisis Cerebral del Azuay (Institute of Cerebral 

Palsy of Azuay), Unidad Educativa Especial del Azuay (Unit 

for Special Education of Azuay),  Fundación “General 

Dávalos” (General Davalos Foundation), Fundación “Jesús 

para los niños” (“Jesus for the kids” Foudation), and CEDEI 

School. These institutions are concerned about the health care, 

education, and rehabilitation of children suffering from 

different disabilities (cerebral palsy, dysarthria, dyslalia, 

athetosis, autism, Down syndrome, multi-disabilities, ....). In 

this line, for the first experiment, a team of 4 experts were 

provided with the mobile application MOPHOC to conduct 

several phonetic exercises and evaluations using articulatory 

phonetic tests. A total of 32 children were evaluated, and the 

system determined the error produced in the utterance 

production of phonemes, consonant clusters, diphones, and 

sentences (Table 1). 

V. Robles-Bykbaev et al. / An Ecosystem of Intelligent ICT Tools for Speech-Language Therapy52



 

Figure 3– (a) A screen capture of the "articulation notebook" 

module of the MOPHOC application. (b) A screen capture 

from menu options of the archetype to conduct a speech 

evaluation for fluency 

In this experiment, we also analyzed the time required to 

conduct the therapy and evaluation activities through the 

mobile application (MOPHOC). Also, we have verified an 

important reduction in the following activities: application of 

articulatory phonetics test (reduction from 30 to 15 minutes), 

planification of therapy activities using multimedia resources 

(5 minutes instead 30), and report generation (reduction from 

30 to 5 minutes). These results have been validated by the 

experts, using manual version of PTA test. 

Table 1– Most common articulatory errors detected by the 

system in the second group of children (32 cases) 

Utterance Average errors committed (%) 

Consonant cluster 83 

Sentence 77 

Diphone 77 

Phoneme 67 

For the second experiment, a team of 6 experts was provided 

with the SPELMAT system to conduct evaluations on a 

different group of 53 children. This team of speech and 

language therapists had created 40 therapy plans to train the 

system, according to each child’s profile. Each plan consists 

of five sub-plans to provide general therapy guidelines in 5 

SLT areas: hearing, receptive language, linguistic formulation, 

oral structure and function, and expressive language and 

articulation, respectively (a total of 200 elementary plans). 

After that, the remaining 13 children's profiles were presented 

to the system, with the aim to generate a therapy plan for each 

(65 sub-plans). Therapists evaluated the outputs by giving 

each plan a rating of 1 if it was convenient and 0 otherwise, 

considering consistency, accurateness, and completeness. The 

last parameters were evaluated in the same way (1=correct, 

0=incorrect); therefore, only if the three are correct, the 

accuracy will be 1. Table 2 shows the accuracy of SPELTA 

according to each area. 

Table 2– Accuracy achieved in the generation of master 

therapy plans 

Speech and language area 

Plans correctly 

generated 

Accuracy 

(%) 

Hearing 13 100 

Linguistic formulation 13 100 

Oral structure and function 13 100 

Receptive language 11 84 

Expressive 

language+articulation 

9 70 

 Average 90 

In the last experiment, we have conducted several activities to 

evaluate the robotic assistant as support tool for SLT. Some of 

the main goals were to analyze the response time of children 

during the relaxation activities and initial therapy, to test the 

robot response to the stimulation of motor skills, and to verify 

the robot’s integration with the database of profiles and 

therapy plans. Some of the most relevant achievements were 

that the time needed to conduct the relaxation activities and 

initial therapy has shrunk from 40 minutes to 25, all the 

specialists have agreed on the usefulness of the robot, and 

children have shown high levels of motivation during their 

interactions with the robot. 

Discussion 

The results obtained with this study show that it is possible to 

automate several activities related with SLT, with the aim to 

provide a better service to patients suffering from several 

kinds of disabilities. In the same way, the use of mobile 

support tools allows to reduce significatively the time needed 

to conduct several activities related with therapy planification, 

assessment, and report generation. With these mobile tools, an 

SLP can perform several tasks from any place and assist 

his/her patients in a better way. Likewise, the use of expert 

systems based on clustering, allows SLP to discover “hidden 

populations” for those cases belonging to a group of subjects 

that suffer from the same disorders and have the same 

development cognitive age, but have deteriorations in 

different skills of the same speech-language area.  

The management of electronic health record in conjunction 

with the concepts modeling based on ontologies have an 

important potential to represent the complex underlying 

relationships in SLT. With the use of these artifacts, it is 

possible to create knowledge databases for specific domains 

and provide efficient integration services for ICT tools and 

intelligent systems. The use of a model based on several 

layers, among other elements (archetypes, templates, ICT 

tools, etc.), provides a robust growing environment, able to 

easily incorporate new knowledge mainstays, actors, and 

supporting tools for sharing information through standardized 

languages and vocabularies. 

Conclusion 

In this paper we have presented a comprehensive model to 

support the most relevant task related with SLT. This model is 

designed to be adjusted or grow up according to requirements 

of the institutions where patients receive therapy and 
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rehabilitation. In the same way, given that our model uses 

archetypes, templates and standardized vocabularies, all 

generated information can be shared and updated in an 

efficient way. 

Likewise, using this model, it is possible to improve several 

process related to management of SLT information, given that 

a SLP can generate reports, visualize data, and analyze the 

patients' progress quickly and from any device (web, mobile 

or desktop). On the other hand, the expert system layer 

provides support in decision making for complex tasks, such 

as planning and scheduling of therapy sessions and activities 

according to specificity of each patient's profile. The SPELTA 

has achieved promising results, given that the generated 

therapy plans were deemed consistent, accurate, and complete 

by the experts. Only the areas of receptive and expressive 

language seem to demand a refined or alternative approach. 

The following are proposed lines of future work: 

• Extend the proposed model to cover some deeper areas of 

knowledge, like the automatic generation of specific 

therapy plans based on daily activities and considering 

these elements: the existing levels of granularity of the 

patient's cognitive development, the incidence of other 

disorders (cerebral palsy, athetosis ...), etc. 

• Modify the distance measures to improve the accuracy of 

generated plans in the areas of receptive language, and 

expressive language and articulation. 
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Abstract 

Although Electronic Health Records (EHR) can offer benefits 

to the health care process, there is a growing body of evidence 

that these systems can also incur risks to patient safety when 

developed or used improperly. This work is a literature review 

to identify these risks from a software quality perspective. 

Therefore, the risks were classified based on the ISO/IEC 

25010 software quality model. The risks identified were 

related mainly to the characteristics of "functional suitability" 

(i.e., software bugs) and "usability" (i.e., interface prone to 

user error). This work elucidates the fact that EHR quality 

problems can adversely affect patient safety, resulting in 

errors such as incorrect patient identification, incorrect 

calculation of medication dosages, and lack of access to 

patient data. Therefore, the risks presented here provide the 

basis for developers and EHR regulating bodies to pay 

attention to the quality aspects of these systems that can result 

in patient harm. 

Keywords:  

Electronic Health Records; Patient Safety; Quality 

Improvement. 

Introduction 

The progress of information technology has impacted the 

healthcare sector. Some of these impacts are caused by 

adoption of the Electronic Health Records (EHR) [1]. One of 

the main goals of EHR is to support continuity, efficiency, and 

quality in healthcare [2]. These systems can offer benefits, 

such as ease of access to patient data, research support [3], and 

greater completeness and documentation 

comprehensiveness [2]. In addition, these systems have shown 

a capacity for reducing medical errors and increasing patient 

safety, mainly by means of decision-making support 

mechanisms [1,4]. 

Despite these benefits, the literature also presents evidence 

that, when developed and/or used improperly, EHR can incur 

risks to patient safety [5–8]. Patient safety is understood as a 

reduction of damage risks to patients in the healthcare 

process [9]. 

For example, some real cases of problems associated with the 

use of EHR that jeopardized patient safety can be cited. In 

2007, a maintenance error in the network configuration of the 

Veterans' Health Administration (VHA), one of the largest 

healthcare providers in the United States, caused the EHR to 

become inaccessible for more than nine hours. As a result, 

many consultations were conducted without access to any 

documentation, and surgeries had to be postponed because the 

doctors were uncertain about how to proceed without proper 

documentation [7]. 

An evaluation of adverse event database from the Food and 

Drug Administration (FDA) in the United States also revealed 

cases of incidents related to the use of EHR. Loss or 

corruption of data, association of information to the wrong 

patient, and lack of access to the EHR resulted in problems 

such as delays in diagnosis or treatment, incorrect 

administration of medication, and even death [5]. 

Despite the growing quantity of such evidence, there is a 

significant gap of initiatives that address patient safety issues 

associated with the use of EHR [10]. Therefore, there is a need 

for more research aimed at investigating the possible EHR 

quality problems that can negatively affect the healthcare 

process. 

In this context, this work presents a literature review of the 

risks that EHR can cause regarding patient safety. The risks 

presented here are classified based on the software product 

quality characteristics specified by the 25010 standard by the 

International Organization for Standardization (ISO) and the 

International Electrotechnical Commission (IEC) [11]. This 

classification allows EHR developers to have better 

traceability of the quality characteristics of their products that 

can affect patient safety. According to the authors’ knowledge, 

such an approach has not been used by any published work in 

the literature. 

Methods 

In order to search the relevant databases, we used medical 

subject headings (MeSH) terms and free terms defined from 

the two main topics associated with the theme of this work: 

"EHR" and "Patient Safety Risks." The electronic databases 

consulted were PubMed, IEEE Xplore Digital Library, ACM 

Digital Library, and ScienceDirect. We selected only papers 

published between 2010 and 2014. 

The electronic database searches returned 8,609 references, 17 

of which were selected for review. The works were selected 

by an iterative scan of these references in order to eliminate 

duplicate records and select only those references relevant to 

the purpose of this work. 

After the literature review, the selected articles were submitted 

to an in-depth reading for risk identification. The risks were 

then classified based on the software product quality model 

established by ISO/IEC 25010 - Systems and software 

engineering - Systems and software Quality Requirements and 

Evaluation (SQuaRE) - System and software quality models. 

This standard establishes a model composed of eight 

characteristics (divided into sub-characteristics) used to 

evaluate software product quality and evaluate how it can 

meet the needs of stakeholders [11]. 
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Results 

The works included in this literature review investigated the 

risks to patient safety associated with EHR using approaches 

such as: analysis of incident reports [5,12–16], application of 

interviews or questionnaires to experts or EHR users [17–19], 

literature review [20–23], and expert opinion [24–26]. 

In the next sections, we present the risks to patient safety 

associated with EHR identified by reading the articles 

included in the literature review. These risks are presented 

based on the characteristics and sub-characteristics of software 

product quality set out in ISO/IEC 25010, as listed in Table 1.

Table 1– Risks classified by ISO/IEC 25010 software quality model 

Characteristics Sub-characteristics Risk 

Functional Suitability Functional completeness R1 - Lack of functionalities that support clinical workflow [5,17,20] 

R2 - Lack of coding, standardization, and structuring data [24] 

R3 - Lack of features to detect duplicate patient records [19,27] 

Functional correctness R4 - Inaccurate, outdated, or incomplete decision support rules 

[5,20,21] 

R5 - Software bugs [5,13,14,20,23] 

Functional appropriateness R6 - Inadequate content import features [20,21,23,26] 

R7 - Pre-populated fields [20,23,25,26] 

R8 - Inadequate alerting [19,20,22,24] 

R9 - Allow tasks to be performed simultaneously [12,19] 

Usability Appropriateness recognizability R10 - Inadequate display of information [5,12,14,16,18,19,22,25] 

Learnability R11 - Difficulty in understanding current status of user actions [19] 

Operability R12 - Difficulty in interacting with EHR [19,21] 

User error protection R13 - Interface prone to user error [12,16,17,19–22,27] 

User interface aesthetics - 

Accessibility - 

Performance Efficiency Time behavior R14 - Delay in system response [12] 

Resource utilization - 

Capacity  - 

Compatibility Co-existence - 

Interoperability R15 - Communication errors between systems [5,12,14–16,19,24] 

Reliability Availability R16 - EHR unavailability [13,15,17–19,24,25] 

Maturity - 

Fault tolerance - 

Recoverability - 

Security Confidentiality - 

Integrity - 

Non-repudiation - 

Authenticity - 

Accountability - 

Maintainability Modularity - 

Reusability - 

Analyzability - 

Modifiability - 

Testability - 

Portability Adaptability - 

Installability - 

Replaceability - 

 

Functional Suitability 

The quality characteristic "functional suitability" is related to 

the degree to which the features offered by the software are 

complete, accurate, and appropriate. Risks associated with all 

three sub-characteristics in this category were identified. 

Functional Completeness 

The sub-characteristic "functional completeness" is the degree 

to which the software provides necessary functions for users 

to achieve their goals. The following risks have been 

identified for this category: 

• R1 - Lack of functionalities that support clinical 

workflow [5,17,20]. 

• R2 - Lack of coding, standardization, and structuring 

data [24]. 

• R3 - Lack of features to detect duplicate patient 

records [19,27]. 
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The absence of features that support clinical workflow can 

cause users to decide on workarounds that could jeopardize 

patient safety. For example, when the EHR does not allow 

registration of drug administration prior to registering its order 

(a common necessity in emergencies), the drug application 

documentation will occur after administration, which can 

result in medication being administered again because its 

administration was not registered previously [20]. 

The lack of codification, standardization, and data structure 

can result, for example, in failure to issue alerts [24], whereas 

the absence of mechanisms to detect double-patient records 

can result in documentation gaps because of information 

fragmentation [27]. 

Functional Correctness 

The sub-characteristic "functional correctness" evaluates the 

degree of accuracy and correctness of the functionalities 

offered by the software. For this category, the following risks 

were found: 

• R4 - Inaccurate, outdated, or incomplete decision 

support rules [5,20,21]. 

• R5 - Software bugs [5,13,14,20,23]. 

Supporting rules for incorrect, not current, or incomplete 

decisions can result in the issuance of a large amount of false-

positive alerts, encouraging users to overlook alerts [21]. In 

addition, users with high confidence in technology can be 

mislead when making decisions based on incorrect 

recommendations issued by the system. This process is known 

as "automation bias," in which users perform actions 

recommended by technology when they have decision doubts, 

or even when such actions contradict their knowledge [20]. 

Software bugs can cause incorrect dosage calculations [5] or 

even the corruption, loss, or improper storage of data [20]. 

This risk was also associated with maintenance or updates to 

EHR that, when poorly managed, can introduce new bugs to 

the software [14]. 

Functional Appropriateness 

The sub-characteristic "functional appropriateness" verifies 

how the functions offered by the software are appropriate and 

capable of facilitating task execution by users. The following 

risks were identified: 

• R6 - Inadequate content import features [20,21,23,26]. 

• R7 - Pre-populated fields [20,23,25,26]. 

• R8 - Inadequate alerting [19,20,22,24]. 

• R9 - Allow tasks to be performed simultaneously 

[12,19]. 

Text import features (such as copy/paste) are often related to 

the propagation of incorrect information, loss of authority 

assignment, or even copy of outdated information [26]. 

Whereas these problems occur mainly from abusing the use of 

these features [17,20], the EHR can help avoid them by 

restricting the type of data that can be imported, and including 

the original text source for imported content [26]. 

Fields with default values (such as the establishment of 

standard doses [23,25]) can also incur risks to patients when 

not reviewed by users [26]. On the other hand, issuing alerts 

and reminders with low specificity or sensitivity, irrelevant, or 

excessive, encourages users to overlook alerts that could 

potentially be important [19,22] and interrupts the clinical 

workflow and thought process of health professionals [24],. 

Allowing certain tasks to be performed simultaneously, such 

as opening two or more patient records on the same 

device [19] or simultaneously editing the same record by 

different users [12], can result in the registration of 

information to the wrong patient, or in information 

inconsistency [19]. 

Usability 

The quality characteristic "usability" evaluates user interface 

in the context of ease of understanding, learning, ease of use, 

user attraction, and accessibility. For this category, risks were 

found in the sub-characteristics "appropriateness 

recognizability," "learnability," "operability," and "user error 

protection". 

Appropriateness Recognizability 

The sub-characteristic "appropriateness recognizability" 

verifies the degree to which users recognize the software 

suitable for their needs. The following risk for this category 

was identified: 

• R10 - Inadequate display of information 

[5,12,14,16,18,19,22,25]. 

The problems related to this risk are in regards to incomplete 

display of information [5,12,18,19,22,25], such as not 

displaying pre-existing medications or patient allergy data 

[12]; buttons with the same label, but different features [25]; 

and presentation of high information volume [5]. These 

problems are associated with patient misidentification (caused 

by not displaying key identifying data) [19] and incorrect 

interpretation of information [16]. 

Learnability 

The sub-characteristic "learnability" evaluates how the 

software allows users to understand key software concepts, 

thus making the concepts effective for use. The following risk 

was identified: 

• R11 - Difficulty in understanding current status of 

user actions [19]. 

This risk is associated with the occurrence of open or 

incomplete orders caused by the failure to complete an order 

process, including signature or submission. This problem can 

be caused by the user interface when it becomes difficult to 

understand the current status of user's actions [19]. 

Operability 

The sub-characteristic "operability" assesses the ease of using 

the software. The following risk was found for this category: 

• Modelo de Qualidade ISO/IEC 25010 - Difficulty in 

interacting with EHR [19,21]. 

Interface problems, such as the display of information of the 

same context on multiple screens or tabs [19,21], can cause 

user interaction with EHR difficult. Difficulty in navigating, 

visualizing, understanding, and interacting with the user inter-

face can cause failure to identify and/or use the most recent 

patient data, thus causing clinical decision errors and generat-

ing incorrect, unnecessary, or delayed tests, procedures, and 

therapies [19]. 

User Error Protection 

The sub-characteristic "user error protection" evaluates the 

software's ability to prevent user errors. The following risk 

was identified: 

• R13 - Interface prone to user error [12,16,17,19–

22,27]. 

Many of the selected studies reported that the way in which 

the user interface arranges information can facilitate the 

occurrence of user errors. The main problems regarding this 

risk are related to item selection lists (such as drug lists) or 

drop-down menus that often have very similar items [19–21], 

lack of item grouping [19], or a very large amount of items 

[19,21]. These design issues can result in the improper 
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selection of items (such as incorrect patient selection) 

[16,17,19,27]. 

Performance Efficiency, Compatibility, and Reliability 

The quality characteristic "performance efficiency" evaluates 

software optimization in connection with processing time, 

resource consumption, and processing capacity. For this 

category, only the sub-characteristic "time behavior" 

presented a risk: 

• R14 - Delay in system response [12]. 

A delay in response to a particular EHR action can cause users 

to click the same action several times, thus generating 

duplicate prescriptions, for example [12]. 

The quality characteristic "compatibility" refers to the degree 

to which two or more systems or components of a system can 

exchange information. One risk was identified for the sub-

characteristic "interoperability": 

• R15 - Communication errors between systems 

[5,12,14–16,19,24]. 

Communication errors between systems or components of a 

system are often caused by difficulties in EHR interoperability 

with other systems [22], or failures in network infrastructure 

[5,12,14,16,25]. Such errors can prevent patient context and 

status from being consistent between components/systems, 

leading mainly to delays in the healthcare process [14]. 

The quality characteristic "reliability" evaluates software in 

terms of maturity (frequency with which the software is 

defective over time), availability (degree to which the 

software is available for use), fault tolerance (the software's 

ability to operate in the presence of hardware or software 

failures), and recoverability (the software's ability to recover 

data and return to operate after the occurrence of a failure). 

For this category, we found one risk with respect to the sub-

characteristic "availability": 

• R16 - EHR unavailability [13,15,17–19,24,25]. 

When EHR is not available for use, health professionals can 

lose access to the documentation required for healthcare 

processes, which can lead to such problems as delays in 

diagnosis and treatment [7]. 

The main causes of lack of access to EHR are failures or 

planned downtime of some infrastructural component [19]. 

Therefore, it is necessary for EHR to offer redundant devices 

[19,24], and a read-only version to access without 

connection [19]. 

Discussion 

The software quality characteristics that presented more risks 

to patient safety were "functional suitability" (nine risks) and 

"usability" (four risks). On the other hand, the risks most 

discussed in the articles selected for this literature review 

were: "Inadequate display of information" (usability-

appropriateness recognizability); "interface prone to user 

error" (usability-user error protection); "communication errors 

between systems" (compatibility-interoperability); and EHR 

unavailability (reliability-availability). 

Once the major quantity of identified risks is related to the 

functions provided by the EHR (functional suitability) and its 

usability, it is noticed the importance of the integration of the 

end user to the product development process. A way for 

achieving such integration is the use of the principles of User-

Centered Design (UCD) [28]. The UCD is an approach that 

involves the end users along all of the development process in 

order to enssure that the product is suitable to their needs. This 

approach also seeks to take into account the needs and 

expectations of any person that could be affected by the use of 

the product [29] (e.g. the patients). Therefore, UCD may help 

to building EHRs more compliant to the health professionals’ 

needs and, at the same time, safer for patients. 

No risks were found for the quality characteristics "security," 

"maintainability," and "portability." However, the authors 

consider that the attribute "security" (which evaluates how the 

software can protect its functions and data from unauthorized 

access) can also be important for patient safety because 

problems regarding confidentiality breaches of patient 

information could harm their psychological well-being. 

In addition to the risks specifically related to EHR quality 

characteristics, we identified risks that arise because of 

improper EHR use, such as neglecting the use of structured 

fields to use only free text fields [24]; infrastructure problems, 

such as network failures [14]; and other contributing factors, 

such as gaps in regulations [20] and poor user training [16,23]. 

Therefore, it is clear that the EHR is part of a complex 

sociotechnical system in which patient safety incidents can 

occur because of the interaction of several factors [30]. 

However, this study aimed to present risks in an approach that 

was more focused on EHR quality characteristics, and 

therefore, risks relating to other aspects are not discussed. 

Conclusion 

This paper presented risks that EHR can incur to patient safety 

when developed improperly. The risks were presented 

according to the characteristics of software product quality set 

out in ISO/IEC 25010, thus allowing the developers of these 

systems to have a reference for identifying the quality 

attributes of their products that might pose risks to patient 

safety. 

In addition, the risks presented can be used as reference for the 

specification of more stringent requirements in the EHR 

certification processes, once these processes still require more 

direct approaches to patient safety [10,31]. 

However, it is still necessary to investigate strategies to 

mitigate the risks presented here in order to provide 

techniques and recommendations that can be used by EHR 

developers to create a product that offers greater safety to the 

healthcare process. 

It is also necessary to examine the risks to patient safety in a 

sociotechnical context in greater depth, thus allowing the 

identification of problems related to EHR process use, 

specification of regulations, supervision, infrastructure, and 

any other factors that interact with EHR throughout its 

lifecycle. The identification of these problems should be 

followed by the identification of their solutions, indicating the 

role of each actor involved in this sociotechnical system in 

mitigating the risks to patient safety. 
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Abstract 

Using real-world clinical data from the Indiana Network for 

Patient Care, we analyzed the associations between non-

adherence to oral antihyperglycemic agents (OHA) and 

subsequent diabetes-related hospitalization and all-cause 

mortality for patients with type 2 diabetes.  OHA adherence 

was measured by the annual proportion of days covered 

(PDC) for 2008 and 2009.  Among 24,067 eligible patients, 

35,507 annual PDCs were formed.  Over 90% (n=21,798) of 

the patients had a PDC less than 80%.  In generalized linear 

mixed model analyses, OHA non-adherence is significantly 

associated with diabetes related hospitalizations (OR: 1.2; 

95% CI [1.1,1.3]; p<0.0001).  Older patients, white patients, 

or patients who had ischemic heart disease, stroke, or renal 

disease had higher odds of hospitalization.  Similarly, OHA 

non-adherence increased subsequent mortality (OR: 1.3; 95% 

CI [1.02, 1.61]; p<0.0001).  Patient age, male gender, income 

and presence of ischemic heart diseases, stroke, and renal 

disease were also significantly associated with subsequent all-

cause death. 

Keywords 

Health information exchange, type 2 diabetes, medication 

adherence, hospitalization, mortality 

Background 

Type 2 diabetes is a major public health crisis in this country.  

Over 29 million adults in the United States currently have 

diabetes mellitus, and the incidence is increasing at nearly 

epidemic rates [1]. This will have a significant public health 

impact because diabetes is a major cause of morbidity and 

mortality.
 

 In addition, healthcare costs are 11% higher for 

patients with poorly controlled diabetes compared to those 

with good glycemic control [2]. 

Clearly, pharmacotherapy for glycemic control is essential to 

achieving the goal of long-term metabolic control and 

reducing the risk of cardiovascular disease (CVD) events, the 

primary cause of hospitalization and mortality among these 

patients. However, increasing evidence suggests that patients 

with diabetes often have poor adherence to prescribed 

medication therapies.  A systematic review of medication 

adherence in diabetes showed low adherence rates, ranging 

between 36-87% across numerous studies [3].  These 

observations have been replicated in several studies, and 

adherence among patients with diabetes is disappointingly 

low, dropping most dramatically after the first six months of 

therapy [4,5]. 

Improving medication adherence is viewed as a high priority 

for health care reform.  The Centers for Medicare and 

Medicaid Service (CMS) has encouraged adherence to oral 

diabetes medications via quality and efficiency measures in 

health and drug plan performance rating [6].  However, 

improving medication adherence is a multifactorial challenge. 

Health information technology (HIT) and health information 

exchange (HIE) are playing an increasing role in generating, 

measuring, and transferring important medication adherence 

data between hospitals, pharmacies, providers, and patients. 

Recently, the electronic medical record system (EMR) 

meaningful use criteria and the Accountable Care 

Organization (ACO) have encouraged electronic prescribing, 

medication reconciliation, patients’ accessibility to their own 

medical information, and care coordination [7,8], all of which 

support improving medication adherence and ultimately 

improving patient health outcomes through HIT and HIE.  

Although the effects of medication adherence on patient 

hospitalization and mortality, as well as the significant 

potential of HIT and HIE for improving medication 

adherence, have been increasingly recognized, few 

population-based studies have been conducted using real-

world data.   The association between medication non-

adherence and mortality has been chiefly demonstrated in 

clinical trials.  In this study, we aimed to assess adherence to 

OHA for patients with type 2 diabetes and to analyze the 

association between OHA non-adherence and hospitalization 

and mortality, using real-world clinical data from an 

operational HIE. 

Methods 

Data sources and settings 

This retrospective study was designed to analyze the 

association between nonadherence to oral antihyerglycemic 

agents (OHA) and health outcomes in the subsequent year for 

patients with type 2 diabetes. We used medication dispensing 

data from 2008 to 2009 and clinical data (hospitalization and 

death) from 2009 to 2010 from the Indiana Network for 

Patient Care (INPC).  The INPC is an operational, regional, 

health information exchange that included over 100 hospitals, 

physician practices, payers, pharmacies, laboratories, and 

independent radiology centers.  This system delivers medical 

record information from hospitals, laboratories, imaging 

centers, pharmacies and physician offices [9]. In particular the 

INPC included pharmacy claims data from the largest public 

and private payers as well as medication history data from 

pharmacy benefit managers obtained via the Surescripts 

network [10].  For this study, the patient medication history, 

diabetes related hospitalizations, and death (all causes)  

information were extracted from the INPC and were linked 

through a robust linkage algorithm.  We additionally 

estimated patient income through median household income 

by zip code obtained from the U.S. Census Bureau website 

(2000 data is the most recently information available).  This 
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study was approved by the Institutional Review Board of 

Indiana University and the INPC Management Committee. 

Eligibility criteria 

Eligible subjects were age 18 years or older in 2008, and had a 

diagnosis of type 2 diabetes using the International 

Classification of Disease, Ninth Revision, Clinical 

Modification (ICD-9_CM) of 250.x0 and 250.x2.  They had at 

least one pharmacy claim for an OHA: Biguanides, 

Sulfonylurea (SU), Thiazolidinedione (TZD), other OHAs 

(Meglitinides and α- glucosidase), or OHA combination. 

Patient OHA dispensing information was extracted by the 

National Drug Codes (NDC) with drug names matched to 

OHA medications identified by the First DataBank Standard 

Therapeutic Code system (STC:71, excluding injectable: 

0177, A771, A716), from 2008 to 2009.  Patients who used 

insulin were excluded. This sample reflects patients who had a 

drug benefit.  Also, since all included subjects had in fact 

filled a prescription, it suggests that they used that benefit.  

Therefore, it is likely that the data collected accurately reflects 

the pattern of medication dispensing events.  

Measurements 

The independent variable is the annual OHA medication 

adherence for 2008 and 2009, which was measured using a 

standard approach: the proportion of days covered (PDC).  

The PDC is an accepted standard measurement for evaluating 

medication adherence using retrospective data.  It is defined as 

the total number of medication-covered days divided by the 

number of days in a certain time period.
 

  In this study, the 

annual PDC is calculated as the proportion of days which had 

at least one OHA available during a 365-day period. 

Medication history data, including refill date, days of supply, 

dosage, and frequency, are used to calculate PDC [11].  For 

patients who took multiple OHAs, we calculated the 

combined PDC.  Non-adherence was defined as a PDC less 

than 80%, a conventional cut- off point to define poor 

adherence for chronic conditions [12]. 

The dependent variables were diabetes hospitalization and all-

cause death for 2009 and 2010 

(2010 is the most recent year for which death certificate data 

are available in the INPC).  For each patient, we identify 

whether a diabetes-related hospitalization occurred in 2009 or 

2010 according to the primary diagnosis for inpatient 

admissions in the INPC.  Patients who had at least one 

recorded hospitalization related to diabetes type 2 (ICD-9: 

250.*2), cardiovascular disease (ICD-9:410.*. 411.*, 412.*, 

414.*), stroke (ICD-9:433.*1, 434.*), or renal disease (ICD- 

9:585.*) during a study year were considered to have a DM2 

related hospitalization. Similarly, the patient’s vital status also 

was identified from the INPC which was previously integrated 

from the Social Security Administration. 

In order to control possible confounders that may influence 

patient hospitalization and mortality, we examined age, 

gender, race, income, number of concurrent OHAs (single, 

multiple), and baseline co-morbidities (hypertension, ischemic 

heart diseases, stroke, and renal disease) as covariates. 

Statistical analyses 

Patient OHA adherence was assessed.  Descriptive statistics of 

patient demographic and clinical characteristics, 

hospitalizations, and mortality were reported for both the 

adherent and non-adherent groups. Continuous variables were 

compared using t-tests, and categorical variables were 

compared using χ2 tests.  Generalized linear mixed models 

(GLMMIX) were performed to evaluate the association 

between hospitalization or mortality and OHA adherence of 

the previous year in the INPC DM2 population. Random 

subject effects were used in these models to accommodate the 

potential association among observations contributed by the 

same study subjects. Adjusted odds ratios (OR) were used to 

quantify the associations.  All analyzes were implemented 

using SAS 9.1 (SAS Institute, Cary, North Carolina).  Two-

sided p-values less than 0.05 were considered significant. 

Results 

A total of 24,067 eligible patients with DM2 were identified 

for this study from 2008 to 2010, and 35,069 annual PDC 

were formed.  Across the study period, 21,798 (90.6%) of the 

patients had a mean annual PDC of less than 80%.  A total of 

4,235 (17.9%) patients had at least one DM2 related 

hospitalization, and 319 (1.3%) patients died by 2010.  Patient 

characteristics by adherence are outlined in Table 1.  Non-

adherent patients were relatively younger (60 vs 67), more 

were female (52% vs. 49%), fewer were white (81% vs 87%), 

and they had relatively lower income ($45,447 vs $46,872).   

Around 70% of patients had hypertension in both groups.  The 

rates of hypertension and ischemic heart disease  was slightly 

lower in the non-adherent group, but no significant difference 

was found for stroke and renal disease between the two 

groups. 

Table 1– Patient characteristics 

 
Adherent 

(N=2,269) 

Nonadherent 

(N=21,798)

 
N (%) N (%)

Age at study entry† 67.0 (12.1) 60.4 (15.1) 

Female gender 1,114 (49.1) 11,369 (52.2) 

Race   

Asian 7 (0.3) 52 (0.2) 

African-American 289 (12.7) 3,869 (18.1) 

Hispanic 4 (0.2) 158 (0.7) 

White 1,969 (86.8) 17,628 (80.9) 

Multiple OHA agents 683 (30.1) 6,771 (31.1) 

Hospitalization  377 (16.6) 3,945 (18.1) 

Death 25 (1.1) 294 (1.3) 

Comorbidity   

Hypertension 1,665 (73.4) 15,163 (69.6) 

Ischemic heart disease 570 (25.1) 4,893 (22.5) 

Stroke 54 (2.4) 536 (2.5) 

Renal disease 192 (8.5) 1,669 (7.7) 

Median income ($) † 46,872 (9,303) 45,447 (12,654) 

† mean (SD) 
  

Table 2– Association between adherence,  

hospitalization, and death 

 Hospitalization Death 

Odds Ratio (95%CI) Odds Ratio (95%CI)

Non-adherence 1.21 (1.12, 1.31) 1.28 (1.02, 1.61)

Age (10 yr incments) 1.06 (1.02, 1.20) 1.85 (1.10, 1.91

Female gender 1.14 (1.08, 1.31) 0.80 (0.65, 0.95)

Race (ref=’White)   

Asian 0.19 (0.06, 0.60) 1.10 (0.16, 8.85)†

African-American 0.79 (0.73, 086) 0.75 (0.59, 0.96)

Hispanic 0.47 (0.29, 0.74) 0.71 (0.17, 2.90)†

Comorbidity   

Hypertension 1.01 (0.94, 1.07)† 0.65 (0.54, 0.79)

Ischemic heart disease 1.82 (1.70, 1.95) 1.24 (1.02, 1.52)

Stroke 1.56 (1.42, 1.71) 2.09 (1.68, 2.89)

Renal disease 1.42 (1.23, 1.64) 2.06 (1.49, 2.89)

Multiple OHAs 0.89 (0.82, 0.92) 0.96 (0.79, 1.15)†

Income ($10,000) 0.99 (0.92, 1.06)† 0.87 (0.82, 0.94)

† p-value >0.05     

Compared with adherent patients, patients who did not adhere 

to OHA had significantly higher hospital admission rates 

(18.1% vs. 16.6%) and higher  
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mortality (1.35% vs. 1.1%).  Table 2 summarizes the results of 

the GLIMMIX model that analyzed associations between 

OHA adherence, patient factors and subsequent DM2 related 

hospitalizations and mortality. After adjusting for patient 

baseline characteristics, OHA non-adherence is significantly 

associated with hospitalizations (OR: 1.2; 95% CI [1.1, 1.3]; 

p<0.0001). Older patients, whites, or patients who had 

ischemic heart disease, stroke, or renal disease had greater 

odds of hospitalization. Similarly, OHA non-adherence 

increased subsequent death due to any cause (OR: 1.3; 95% 

CI [1.0, 1.6]; p<0.0001).   Patient age, male gender, and 

presence of a co-morbid condition (including ischemic heart 

diseases, stroke, or renal disease) were also significantly 

associated with subsequent death. Hypertension had no effect 

on hospitalization (p=0.84) but was associated with lower risk 

of death (OR; 0.5; 95% CI [0.54, 0.79]; p<0.001). Multiple 

OHA use decreased risk of hospitalizations, but had no 

significant association with death.   Patient income had no 

association with hospitalization, but it was inversely 

associated with all-cause death. 

Discussion 

This large, population-based, observational study documented 

a high prevalence (90%) of non-adherence to OHA in clinical 

practice.  In the multivariable GLIMMIX analyses, after fully 

adjusting for baseline patient demographic and clinical 

characteristics, non-adherent patients had a 1.2 fold higher 

risk for hospitalization with diabetes, cardiovascular diseases, 

or renal disease in the subsequent year.  In addition, we 

observed significantly increased rates of all-cause mortality 

(OR: 1.3) among patients who did not adhere to OHA. These 

findings are consistent with previous population-based 

studies.  Joe Hong, et al., reported that non-adherence to OHA 

in the first two years increased the risk of hospitalization (OR: 

1.26) and death (OR: 1.4) in the third year among patients in a 

national insurance program [13]; Lau and Nau found a 2.5 

times higher risk for diabetes and cardiovascular disease 

hospitalization among non-adherent patients within one year 

using a registry [14]; Ho, et al., showed medication non-

adherence was significantly associated with all-cause 

hospitalization (OR: 1.6) and all cause-mortality (OR: 1.8) in 

12 months of follow up of an randomized clinical trial [15]; 

Glycemic control is the primary goal for diabetes 

management.  Oral antihyperglycemic therapies are effective 

methods to control glycemic levels among patients with type 2 

diabetes, thus lowering their risks of developing 

microvascular and macrovascular complications [16]; 

Previous studies have shown that OHA adherence was 

independently associated with HbA1c control: HbA1c 

decreases 0.10% to 0.16% for each 10% increment in OHA 

adherence [17]; As a result, improving OHA adherence may 

lead to better patient health outcomes through better glycemic 

control.  Our study confirmed the importance of OHA 

adherence in clinical practice.  Patients who did not adhere to 

their OHA medication (PDC less than 80%) were at higher 

risk of both hospitalization and mortality within one year. 

In addition to the therapeutic effectiveness of OHA adherence, 

good adherence could also be a surrogate for other factors that 

reflect a high quality of care, healthy behavior, or more 

effective treatment. Patients who adhere to OHA may be more 

compliant with other medications, such as HMG-CoA 

reductase inhibitors and beta-blockers, to better control 

complications. They may also more actively implement self-

management, including monitoring blood glucose levels, 

following a diet, engaging in regular exercise, caring for their 

feet, and interacting with providers, which all lead to 

improved clinical outcomes in diabetes.  In contrast, non-

adherence may be associated with depression, cognitive 

impairment, or missed appointments, which may be linked to 

less than desirable health outcomes. 

This study also found that older patients and those with 

ischemic heart diseases, stroke, and/or renal diseases had 

higher risks of both hospitalization and death.  Interventions 

for improving medication adherence or other intensive care 

should target these subgroups so that patients can achieve the 

full benefits of anti-hyperglycemic therapies. Interestingly, 

hypertension was not significantly associated with 

hospitalization and decreased risk of death, which is 

inconsistent with the notion that hypertension accelerates the 

progression of both micro- and macro-vascular complications 

in diabetes.   A possible explanation could be that aggressive 

antihypertensive treatments, including a range of 

antihypertensive drugs and lifestyle therapies, might be 

applied to diabetic hypertensive patients to reduce the risk of 

micro-vascular and macro-vascular disease [18].   

Studies about socioeconomic status and patient health 

outcomes have shown mixed results.
 

Our study found no 

association between income and hospitalization, while 

patients with lower income had higher risk of all-cause death.  

The study subjects are mainly resident in the central Indiana 

region and have insurance coverage (including Medicaid), 

with which they might have been provided equal access to the 

healthcare system.  However, low income may directly 

influence mortality by other context, such as health behaviors, 

stress, suicide, and homicide, as well as environmental factors 

[19]. 

The main findings from this study add evidence to the 

growing need to establish interventions in medication 

adherence in order to improve health outcomes for patients 

with type 2 diabetes.  Barriers to medication adherence in 

diabetes exist at the patient, medication, and provider levels, 

and a multi-dimensional approach is required to establish 

efficient interventions.  Health HIT and HIE offer the 

potential to establish such a system.  First, objective and data-

driven approaches can be programmatically established 

through an HIE. Second, computerized alerts and reminders 

can notify pharmacists or prescribers when their patients miss 

an opportunity to fill a medication in routine clinical practice.  

Third, predictive modeling may identify patients who are at 

higher risk of medication non-adherence and may help 

evaluate specific barriers for these patients.  Fourth, widely 

used Internet and mobile health technologies may empower 

patients to manage their medications.  In addition, a well-

established HIE/HIT could support patient-centric and team-

based care that better engages patients, providers, and health 

care systems for improving medication adherence. 

Several limitations should be noted.  First, the OHA 

dispensing information was extracted from the Surescript in 

the INPC covered geographic area; findings may not apply to 

other population.  Second, dispensing claims might not reflect 

patient medication-taking behavior if patients did not actually 

use these medications.  Nevertheless, filling a prescription is 

usually consistent with taking the medication. Third, findings 

from this observational study demonstrated associations (not 

causations) between OHA non-adherence and hospitalization, 

as well as associations (not causations) between OHA non-

adherence and mortality.  Fourth, some patients with type 2 

diabetes may use insulin to control their glycemic levels; 

however, we lack information regarding insulin use for this 

population.  In addition, we were not able to identify the 

specific cause of death using existing data; therefore, the 

association between OHA adherence and mortality might be 

overestimated. 
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Conclusions  

This study found that 90% of patients with type 2 diabetes did 

not adhere to oral antihyperglycemic agents in clinical 

practice.  Nonadherence was significantly associated with 

increased risks of hospitalization and death in the following 

year.  The study findings emphasize the importance of 

improving medication adherence in diabetes management.  

Developing HIT and HIE strategies should be highly 

encouraged to effectively intervene with patients and 

providers regarding medication adherence. 
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Abstract 

Studies on the validation of minimum data sets from 

international information standards have drawn the attention 

of the academic community to the identification of necessary 

requirements for the development of Electronic Health 

Records (EHRs). The primary motivation of such studies is the 

development of systems using archetypes. The aim of this 

study was to validate the minimum data set that should be 

used when constructing an archetyped EHR for prenatal care 

applications in telehealth. In order to achieve this, a data 

validation tool was built and used by nine expert obstetricians. 

The statistical analysis employed was the percentage of 

agreement and the content validity index. The study was 

conducted in three steps: 1) Literature review, 2)Instrument 

development, and 3) Validation of the minimum data set. Of 

the 179 evaluated pieces of data, 157 of them were validated 

to be included in the archetyped record of the first prenatal 

consultation, while 56 of them were allocated for the 

subsequent consultation record. The benefit of this research is 

the standardization (data validation for an archetyped system) 

of prenatal care, with the perspective of employing, both 

nationally and internationally, an archtyped telehealth system. 

Keywords: 

Validation; Archetype; Electronic Health Record; Obstetrics; 

Prenatal Care. 

Introduction 

Validation studies can be focused on any area of health. 

Primary care, especially in the form of programs focused on 

womens’ healthcare, has been drawing attention due to its 

great impact on society and its repercussion on important 

maternal and neonatal morbidity and mortality indicators [1]. 

The monitoring of this population occurs at the level of 

primary care, in other words, it is made by the family health 

units (FHU) of each county throughout the state. However, it 

is known that there are intrisic issues with primary healthcare 

provision that are preventing it from fulfilling its objective. 

There are not enough primary care specialists for the whole 

population, making it therefore necessary to integrate the 

primary health network with secondary and/or tertiary levels 

of care. 

For this integration, the FHU’s doctor and/or  nurse need to 

have tertiary network support in case there is the need to 

provide prenatal monitoring of their high-risk pregnant 

women. Telehealth can provide the necessary support in a 

timely manner, avoiding unnecessary trips and referrals, and 

enabling the population to remotely access and depend on 

specialists. 

To facilitate communication between primary and tertiary 

levels through telehealth, it is necessary to use archetyped 

telehealth systems in obstetrics to allow for the exchange of 

information between them, and thus, detect early 

complications, avoid unnecessary referrals, and reduce the 

physical and financial costs of trips. 

Studies and recommendations made by the Brazilian Health 

Informatics Association concerning the validation of 

minimum data  sets of international information standards 

have drawn the attention of the academic community to the 

development of an Electronic Health Record (EHR) [2].   

Furthermore, the development of systems using archetypes has 

been recommended by researchers [3]. Also, it has been 

recognised that in validation studies, the participation of 

health professionals is crucial. Therefore, with the help of nine 

experts, all obstetricians, this work aims to validate the 

minimum data set that should be used in the construction of an 

archetyped EHR for prenatal care applications in telehealth. 

Many countries, including Brazil, are encouraging the use and 

adoption of international standards in the EHR to facilitate the 

exchange of information between systems and among the 

various healthcare levels. These recommendations have been 

proposed since 2011 by a decree from the Ministry of Health. 

It regulates the use of interoperability standards and health 

information for EHRs of the national health systems in 

municipal, district, state, and federal levels [3].   

Currently, the major difficulty in the development of EHRs is 

that systems are built without performing minimum data set 

validation studies, in addition to the absence of terminology 

and universal standards. All of those issues, in the future, 

could undermine a proper and safe exchange of information 

between systems (interoperability), harming patients’ well-

being [4].  

Among the proposals to help reduce the complexity barriers of 

interoperability  and adopting standards in health are the 

studies proposed by the openEHR Foundation, which is a 

network of researchers working throughout the world, 

developing and testing the applicability of archetypes in 

healthcare systems.  

Archetypes may be conceptualized as a set of specifications 

that define a reference model of health information, i.e., a 

language for constructing "clinical models" [5].  Archetypes 

define the concepts used in the clinical field, such as a clinical 

summary of a pregnant woman or the information on the 

patient's weight. An international repository–built by the 

OpenEHR foundation–already exists, containing validated 

archetypes that are used by researchers, developers, or health 

professionals while developing an EHR for many areas of 

health. Some of these archetypes are classified as validated, 

while others are under construction or being reviewed. 

Regarding pieces of information on women’s health, 
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especially those related to prenatal care, the archetypes 

available in the OpenEHR repository may be considered 

weak. These archetypes are under construction and the 

information does not fully include the data considered 

important for the prenatal care attendance.  One can also 

notice issues in the information about prenatal care in different 

archetypes, including dichotomy and non-sequential logic in 

the presentation of data related to childbirth and newborn care. 

Studies show that EHRs are better received and evaluated by 

domain experts if they go through a process of content 

validation involving domain experts [6].  Hence, when seeking 

a more reliable structure that could also provide a higher level 

of satisfaction when using the EHR, validation studies with 

domain experts are still needed. 

Before building EHR archetyped systems, content validation 

is needed and comprises more than a simple evaluation by a 

committee of experts [7]. It actually involves a trial process 

that consists of three steps: 1) literature review, 2) instrument 

development with the data, and 3) assessment of the minimum 

relevant data set to be used in a certain context by a committee 

of experts [8]. The main motivation of these studies is to 

develop systems using archetypes so that the women’s 

pregnancy information, harvested during the prenatal care in a 

primary care setting, can be easily exchanged with specialists 

offering tertiary care through an archetyped clinical form of 

telehealth in obstetrics [3]. To achieve this, content validation 

studies are extremely necessary, especially if they are 

conducted with the participation of health professionals. 

Thus, taking into account the importance of public health 

focused on women's health programs, and considering the 

national and international recommendations for structuring 

archetyped EHRs, the need for reviewing and validating the 

archetypes of the openEHR’s database with the help of experts 

in obstetrics was identified. This process would enable faster 

construction of archetyped healthcare systems. 

This study aims to validate the minimum data set that should 

be used in the construction of medical records of archetyped 

telehealth for prenatal care. 

Methods 

A descriptive and prospective study of quantitative and 

qualitative methodological types was conducted to determine 

and validate the minimum data set of a clinical record for 

prenatal monitoring in obstetrics [7]. The medical record must 

be a guiding resource for the health professional in 

comprehending the patient’s history and physical examination, 

and during the registry of a care plan established for the 

customer. In the telehealth scenario, this clinical record must 

contain the minimum data required for the exchange of 

information between health professionals and experts. To 

provide a data standardization of this clinical record, metadata 

known as archetypes were used. This study was conducted 

among experts in obstetrics and expert teachers from the 

Federal University of Pernambuco (UFPE). In order to define 

the sample size, the literature recommends [8] a minimum of 

five and a maximum of ten people to take part in the study. 

Additionally, the training, qualification, and availability of the 

necessary professionals should be taken  into account. Having 

observed these criteria, our sample consisted of nine 

obstetricians who agreed to participate in this research by 

signing a free and informed consent term. A methodological 

triangulation method [9] was used, where  at least two kinds of 

methods (i.e. a quantitative approach and a qualitative 

approach) were adopted. For better understanding, the 

methodological steps were divided into 3 tasks: 1) literature 

review and identification of validated instruments to 

monitor/evaluate prenatal care based on standards of the 

Brazilian Ministry of Health and those of the World Health 

Organization (WHO),  2) preparation of the minimum data set, 

which was grouped into a single instrument using the concept 

of archetypes for structuring the clinical record of telehealth 

for prenatal care, and 3) validation of clinical records with 

experts. The reviewing process made by specialists was 

initiated with the invitation of members. These were contacted 

by telephone and/or email, and the purpose of the study was 

explained to them.  

Upon the acceptance to participate, an online questionnaire 

with medical records’ data was sent for validation. A period of 

15 days was given to assess/respond to the questionnaire. The 

evaluation was made by selecting/classifying data. These were 

arranged in groups according to the exams’ clinical approach, 

such as "history of the present pregnancy" and "general 

physical and obstetric examination." 

The experts had to judge the degree of relevance of each data 

item included in the first consultation record and in the 

subsequent consultation record. In other words, the experts 

had to determine whether the questionnaire’s data items 

should remain or not in the clinical record. 

This project has been approved by CAAE: 

33667214.3.0000.5208, according to the resolution number 

466/12 of the National Health Council in Brazil.  

Data Collection, Storage And Analysis 

Data collection was made by filling out an online 

questionnaire with the pre-selected data items for validation. 

As indicated in the literature [10], a brief socio-demographic 

characterization of these experts was included in the 

questionnaire alongside a list of aspects related to pregnancy  

monitoring. The collected data was automatically entered or 

transcribed into a Microsoft Excel® spreadsheet, 2010 

version. For the statistical purposes of this study, the 

concordance percentage calculation metrics (percent 

concordance) and the content validity index (CVI) were used. 

The percent concordance method was used to calculate the 

percentage of concordance between judges. It is the simplest 

measure of interobserver agreement [7].  

The formula used is described below: percent concordance = 

(number of participants who agreed / total number of 

participants) x100 [7]. For this study, we considered 80% as 

an acceptable rate of agreement among the evaluators [7].  

The content validity index (CVI) comprises a widely used 

method in health [7]. It measures the proportion or percentage 

of judges who are in agreement about certain aspects of the 

instrument and its data items. This method uses a Likert scale 

with scores ranging from one to five.  

Experts are to qualify the degree of relevance of the 

qustionnaire’s data item being evaluated by judging them on a 

Likert scale of 1 to 5, classifying them into 1 "Totally 

Irrelevant," 2 "Irrelevant," 3 "Indifferent," 4 "Relevant," and 5 

"Totally Relevant." 

The formula to calculate each individual item is: IVC = 

number of "4" or "5" responses / total number of responses.  

To evaluate the instrument as a whole, there is no consensus in 

the literature. Polit and Beck [8] argue that in the evaluation 

process of data items individually, one should consider the 

number of judges. In the case of six or more, a rate of no less 

than 0.78 [7,8] is recommeded. To verify the validity of new 

instruments in general, some authors have suggested a 

minimum agreement of 0.80 [11,12]. The data items 

considered "approved" were those which obtained marks 

above 0.78.  
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Results 

We interviewed nine experts. With respect to socio-

demographic variables to characterize the experts, five 

respondents were teachers from UFPE and four were 

obstetricians who are currently working in delivery rooms of 

many endorsed health institutions located in the state of 

Pernambuco, Brazil. The average training time was 11 years 

and 5.3 years of practice. The average age of respondents was 

32.4 years. Regarding the titles, two were PhDs, three had 

Master’s degrees and four were experts only. Moreover, 

among the respondents, five participated in a research group in 

obstetrics. 

Validation Of Minimum Data For The 

Archetypes  

Of the 179 evaluated pieces of data, a total of 157 items were 

validated to be present in archetyped records of the first 

prenatal consultation, while 56 data items were considered 

important for inclusion in the subsequent consultation record. 

Based on the rates of percent concordance and CVI, Table 1 

shows the final validation of minimum data for the 

construction of archetyped clinical records of prenatal care 

applications in telehealth. This table lists the categories used 

to group the data items investigated, the total data set that was 

analyzed and validated, the average percent concordance for 

the first consultation and for the subsequent consultation and, 

finally, the average CVI for the group as a whole. A detailed 

table with the validation information of each data item can be 

found at: 

https://docs.google.com/spreadsheets/d/1YXbSXcxARR8mle

wR22vUCXMAaIoPezu-PTWgt1hcxaI/pubhtml 

The variables of Category 1 concerned data identification.  For 

the first consultation, all data items validated by experts were 

seen as relevant, except the data item related to the 

SISPRENTAL code. Experts suggested  adding it to the 

subsequent clinical record.  

For Category 2, which is related to socio-demographic data, 

all of the data items were validated for the first consultation 

and no data items were relocated to the subsequent 

consultation. Categories 3 and 4 concerned personal and 

family backgrounds. For these categories, all data was 

considered relevant to the first consultation document, except 

the variables "infection with hepatitis B / C" and "infection 

with syphilis" from Category 4. Also, no data items were 

considered to fit better in the subsequent clinical record.  

For Category 5, 40 data items related to gynecological and 

obstetric backgrounds were analyzed. Data items concerning 

menarche, history related to sexual practices, and even data 

from previous pregnancies, including the number of births and 

the obstetric route, were evaluated. For the first visit, 38 items 

were considered relevant. For the subsequent consultation, the 

opposite considerations were made; all data items were 

evaluated as being irrelevant to the clinical records, except 

those related to the presence, type, and treatment of sexually 

transmitted infections. Data items related to the number of 

days of the menstrual cycle and the frequency of sexual 

activity were considered irrelevant to be present in the two 

types of prenatal care records.  

Category 6 contained data about the current pregnancy: date 

of last menstrual period (LMP), expected delivery date (EDD), 

calculation of gestational age by LMP, ultrasounds of the 1st 

quarter, vaccination schedule for hepatitis and tetanus, 

admissions during pregnancy, and date of the beginning of 

prenatal care. All of these data items were considered relevant 

to be in the record of the first visit, except the information 

about previous admissions, the admission reason, and the 

gestational age (GA) of early prenatal care, which were 

considered irrelevant.  

In Category 7, data related to the physical examination was 

included. All of the information was considered relevant to be 

in the first and subsequent records, and, in fact, the values of 

the CVI rates collected for them were equal to 1.00. In the 

category of obstetric physical examination (Category 8), only 

seven variables, out of the 15 data items studied, were 

considered relevant for the first consultation, albeit all of them 

were considered crucial to the subsequent consultation record.  

With respect to the general physical examination (Category 9), 

despite all information having been considered relevant to the 

first consultation record, none of them were deemed relevant 

in the subsequent visits. Regarding clinical examination 

(Category 10), only five elements remained associated with 

the first visit record, and only three of them were added to the 

subsequent clinical record.  

Table 1 – Final validation of minimum data for archetyped 

telehealth clinical record for the prenatal consultation based 

on the percent of agreement and CVI. Recife, 2014. 

Category of 

validated data 

Analy

zed 

data 

% of 

concor 

dance 

(1st 

consul 

tation) 

% of 

concor 

dance 

(subse 

quent 

Consulta 

tion) 

Average of 

Likert 

scale 

1 – Data 

Identification  

8 0.94 1.00 4.72 

2 – Sociode 

mographic 

Data 

10 1.00 - 4.76 

3 – Clinical 

Personal 

Background 

27 0.99 - 4.76 

4 – Family 

Background 

13 0.94 - 4.62 

5 - 

Gynecological 

and Obstetric 

History 

40 0.97 1.00 4.70 

6 - Pregnancy 

History 

10 0.99 1.00 4.80 

7 - Physical 

Examination - 

Vital signs, 

weight and 

height 

6 1.00 1.00 5.00 

8- Obstetric 

Physical 

Examination 

15 1.00 0.95 4.53 

9 - General 

Physical 

Examination 

10 1.00 - 4.62 

10 – Clinical 

Examination 

7 1.00 1.00 4.43 

11 – Images 

and Laboratory 

Wxamination 

23 1.00 1.00 4.62 

12 – Obstetric 

Guidelines 

10 1.00 1.00 5.00 
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In Category 11, which corresponds to laboratory and imaging 

tests, only 15 variables, from the 23 analyzed pieces of data,  

were included in the first consultation record, and 18 variables 

remained in the subsequent consultation.  

In the category of obstetric guidelines (Category 12), the 

guidelines evaluated were related to several aspects, namely: 

foods, discomforts of pregnancy, feeding, delivery, 

vaccination, laboratory tests, pap smears, return to subsequent 

consultations, use of ferrous sulfate, and use of folic acid. For 

the first consultation, the guidelines related to childbirth and 

lactation were considered irrelevant, but, all of them were 

considered important to the subsequent consultation. All 

categories reviewed and approved by the experts produced 

VCI values greater than 0.78 and the overall average 

amounted to 4.7 points on the Likert scale. 

Discussion 

The validation of the data items of our questionnaire showed 

interesting results regarding the relevance and even the 

permanence of some variables that were previously seen as 

important, and many are present in the pregnancy archetypes 

of the openEHR’s data repository. This validation may 

therefore give rise to some discussion regarding the actual 

importance of each data item studied. 

Before the construction of any computer system, researchers 

have recognised both the importance and need for an 

investigation with human subjects to validate openEHR’s 

archetyped records [13] referenced in the literature. However, 

there was a lack of studies with similar objectives to the work 

described here. With the active participation of users in the 

process of planning, implementation, and evaluation of 

computer systems, a better acceptability of such a system is 

achieved when it is inserted into the users’ work process [13]. 

In the writing of this article, many gaps related to archetypes 

validation for the development of systems were found, 

especially in obstetrics in primary care, a subject on which no 

studies were found in international databases during the 

literature review performed.  

Through the use of a telehealth archetyped system based on a 

prenatal follow-up protocol, the exchange of standardized 

information between systems may be increased 

(interoperability) and the satisfaction of health professionals 

with the use of these systems may be improved as well 

(usability).  

Conclusion 

Validation studies are important tools to determine which data 

items are relevant for EHRs according to health professionals 

in the scenario of caring for pregnant women. 

Data validation studies are referred to as being very important 

in the implementation and acceptance process of EHRs by 

health professionals, since the validation reduces data 

redundancy, builds more attractive systems, and enables the 

management of data relevant to health care applications, hence 

promoting better usability. 

The results of the research described here allowed for the 

identification of essential data from the prenatal care 

attendence of pregnant women in primary care, with the 

perspective of interaction and exchange of information with 

specialists (tertiary care) through telehealth. 

From these results, the archetypes available in the openEHR’s 

database will be analyzed, and comparative validation of these 

archetypes will be made. Moreover, an analysis of the need to 

review existing archetypes will be proposed. 

In this sense, and based on the results of this research, the 

construction of an archetype that includes all the data 

validated for prenatal care will be designed, and this will be 

submitted to the openEHR’s evaluation committee. Finally, as 

another indication of future work, there is the proposal for the 

construction of an archetyped clinical record for telehealth 

systems and the validation of its interface through usability 

metrics. 
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Abstract 

In 722 cities of Minas Gerais (Brazil), primary care patients 

can have their ECGs remotely interpreted by cardiologists of 

the Telehealth Network of Minas Gerais (TNMG), a public 

telehealth service. As of December 2014, more than 1.9 

million ECGs were interpreted. This study analyzed the 

database of all ECGs performed by the TNMG on primary 

care patients from 2009 to 2013 (n=1,101,993). Structured 

patient data and the results of automated ECG interpretation 

by the Glasgow Program are described. Mean patient age is 

51 years old, 59% of them are women. The average body mass 

index is 25.9 kg/m², with an average increase of 0.15 kg/m² 

per civil year. Those patients notably have hypertension 

(33.2%), family history of coronary artery disease (14.5%), 

smoking (6.9%), diabetes (5.8%), obesity (5.8%) or Chagas 

Disease (3.0%). Seventy percent of ECGs are normal. This 

percentage is higher in women (72.3%) and decreases in 

average by 7.4 every 10 years of life. There are notably 12% 

of possible myocardial infarction, 10% of possible left 

ventricular hypertrophy and 8% of possible supraventricular 

extra systole. 

Keywords:  

Telemedicine; Electrocardiography; Cardiology; Big Data; 

Primary Healthcare. 

Introduction 

The physicians’ diagnostic process in primary care is deeply 

impacted by the representation they form about the prevalence 

rates of the diseases (pre-test probabilities). Indeed, general 

practice “has a specific decision making process determined 

by the prevalence and incidence of illness in the community” 

[1]. Yet, this decision making process might be biased by the 

fact that most scientific studies focus on specific populations, 

especially hospital inpatients, that have increased prevalence 

rates of severe diseases. To support the diagnostic process in 

primary care, it is important to publish and discuss descriptive 

analysis of patients from primary care databases. 

The electrocardiogram (ECG) is a widely available method 

that enables evaluation of the cardiovascular system, to 

diagnose some diseases or to exclude them. ECGs are easy to 

perform and available at low-cost. However, their 

interpretation is not that simple, and in many situations, the 

general practitioner (or his/her assistant) can perform the exam 

but is not able to interpret it. For that reason, it has been 

proposed to have the ECGs interpreted remotely by 

cardiologists [2]. The first experiment was conducted in 1905, 

only two years after the first electrocardiograph was ready for 

use. 

To insure access to specialized healthcare to the Brazilian 

population of remote cities, the State Government of Minas 

Gerais (Brazil) funded in 2005 the Telehealth Network of 

Minas Gerais (TNMG) [3]. In this framework, a 

telecardiology program [4] enables the primary care 

physicians of remote areas of 722 cities to perform ECGs and 

transfer them in real time to an analysis center of the TNMG. 

The ECGs are analyzed by on-duty cardiologists, who send 

back free-text reports to the physicians the same day. Due to 

the high number of ECGs analysed per day (on average, 2,200 

ECGs), there is a list of ECGs waiting for analysis. A nurse 

technician coordinates the distribution of the exams among the 

cardiologists on duty. Emergencies are analysed in less than 

10 minutes and routine exams on average in 4 hours. The 

program has proven to be economically beneficial [5]. More 

than 1.9 million ECGs have been interpreted in December 

2014 [6] but the analysis of this database has still not been 

published. 

Only a few scientific papers provide descriptive analysis of 

large ECG databases, either as a main or secondary objective, 

and the results are informative to understand the patients’ care 

and get reliable data about pre-test probabilities of heart 

diseases [7–9]. 

The objective of this paper is to provide the community with 

descriptive statistics about primary care patients and their 

ECGs in Brazil, by performing a descriptive analysis of the 

telecardiology database of the TNMG. 

Methods 

This retrospective observational study assessed the ECG 

database of the TNMG, which included all the consecutive 

exams performed from 2009 to 2013 (n=1,101,993). 

The ECG database 

The ECG database includes all exams performed in the remote 

health centers from 2009 to 2013, excluding emergency 

centers (0.2% of the sample). For each exam, the database 

contains: 

• demographic information about the patient: gender, 

birth date, marital status, educational achievement, 

income; 

• patient’s symptoms: pain location (arms, neck, back, 

precordial, thoracic, epigastric), pain characteristics 

(caused by effort or emotion, relieved by rest or 

nitrates, pain intensity), other symptoms (dyspnea, 

sweating, vomiting, dizziness, syncope, palpitation); 

• patient’s clinical examination: height, weight, systolic 

and diastolic blood pressures; 
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• medications: diuretics, digitalis, beta-blockers, 

conversion enzyme inhibitors, amiodarone, calcium 

blockers, others; 

• comorbidities or risk factors: arterial hypertension, 

obesity, diabetes, smoking, hyperlipidemia, personal 

history of myocardial infarction, personal history of 

coronary revascularization, family history of coronary 

disease, Chagas disease, chronic pulmonary disease, 

chronic kidney disease; 

• ECGs represented by a list of time-dependent electric 

values available in 12 leads; 

• administrative information about the ECG analysis: 

priority level, completion time, time of inclusion in 

the database, report writing start time, report sending 

time; 

• a free-text report written by the on-duty cardiologist 

who interpreted remotely the ECG. 

Automated computation of descriptive statements by the 

“Glasgow Program” 

The Glasgow 12-lead ECG analysis program is computer 

software that can automatically interpret ECGs [10]. In this 

paper, it will be called “Glasgow Program,” as in its technical 

documentation [11]. The Glasgow Program has been 

evaluated and has achieved very good results for signal 

processing, e.g., identifying waves and computing axes, 

durations, amplitudes and intervals [12]. It also obtained 

acceptable results for rhythm analysis and diagnostic 

interpretation [13,14]. A review paper concluded in 2001 that 

the output of computerized ECG processing could be used for 

epidemiological studies [15]. 

The Glasgow Program (release 28.4.1, issued on June 16th 

2009) was fed with a structured description of the electric 

signal and a few clinical pieces of information, and was run on 

the total ECG dataset (n=1,101,993). It was able to output 

more than 900 different textual messages. We first defined a 

terminology according to the literature, in order to classify the 

ECGs the same way it is usually done in the scientific papers 

[8,9,16–22]. The ECG classification was performed in two 

steps. First, each ECG was classified into one of the following 

mutually-exclusive categories: normal, normal variant, 

abnormal, or fatal technical issue (the ECG cannot be 

interpreted). The “normal variant” category also contained 

ECGs that were normal except for rate. Secondly, only in case 

the ECG could be interpreted, the classification was made of 

several binary statements (diagnoses) that could be present 

(with different levels of sureness: “possible”, “probable” or 

“certain”) or not, independently from each other. 

The Glasgow Program was also able to output quantitative 

descriptive variables, including heart rate; ventricular rate; 

average RR with standard deviation; heart rate variability; 

QRS, P, ST and T frontal axes; P, QRS, and T durations; and 

PR, QT and ST intervals. The corrected QT interval (QTc) 

was obtained using the Framingham correction. Those 

variables were analyzed only for “normal” ECGs, including 

normal variant. 

Statistical analysis 

Descriptive univariate statistics were computed from the 

whole database. For quantitative variables, the mean and 

standard deviation (SD) were computed. In case of non-

normal distribution, quartiles were computed. A histogram 

was drawn, and/or a density line in case of continuous 

variable. For qualitative and binary variables, the proportions 

(prevalence rates) were computed and a bar plot was drawn. 

The 95% confidence intervals of means were computed using 

the normal distribution when appropriate. The 95% confidence 

intervals of proportions were computed with the Exact 

Binomial Test, which can get reliable confidence intervals 

even when the smallest observed count is low or null [23]. The 

confidence intervals are not reported here when the sample 

size exceeds 200,000 because they are too narrow. 

The Khi² test was used to test the independency between two 

categorical variables. Student t test or ANOVA was used to 

test the independency between a quantitative and a binary 

variable. Generalized linear model was used to test the 

independency between other kinds of variables. Moving 

average and linear regression were used to graphically 

represent the relation between a proportion and a quantitative 

variable. All the tests were double-sided and interpreted with a 

5% significance threshold. 

Data management and statistical computations were 

performed with R statistical computing software [24]. In this 

paper, when the p value of a test was lower than 2.2e
-16

, which 

is the computation limit of R, we simply wrote “p=0”. 

Variables having more than 25% missing values were 

excluded from the analysis. Missing values were studied. 

Results 

Background and clinical examination of the patients 

The patients’ mean age is 51 (SD=19.5; 0.5% of missing 

values). The distribution of the age is displayed on Figure 1. 

Females comprehended 59.3% of the sample, and this 

proportion is stable over the years. Patients’ mean height is 

1.61 m (SD=0.11; 23.7% of missing values). Patients’ mean 

weight is 67.3 kg (SD=16.7; 21.4% of missing values). 

Patients’ mean body mass index (BMI) is 25.9 kg/m² 

(SD=5.67; 23.5% of missing values; distribution displayed on 

Figure 2). The BMI is greater than 30 kg/m² in 20.3% of 

cases. The BMI values increase in average by 0.15 kg/m² per 

civil year (p=0). 

 

Figure 1 - Histogram of patient's age (years) 

 

Figure 2 - Histogram of patient's body mass index (kg/m²) 

Figure 3 displays the comorbidities and risk factors of the 

patients. Regarding the comorbidities, 33.2% of the patients 

have arterial hypertension, 14.5% have a family history of 

coronary disease, 6.9% are smokers, 5.8% have diabetes 

mellitus, 5.8% are obese, 3.1% have hyperlipidemia and 3.0% 
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have Chagas disease. Other statements have a frequency lower 

than 1%. However, 55.2% of patients are declared not to have 

any background or identified risk factor. As this part of the 

form is a set of checkboxes, it is not possible to know the 

proportion of missing values, but for instance 17.3% of 

patients having “no obesity” have a BMI greater than 30 

kg/m².  

 

Figure 3 - Comorbidities and risk factors of the patients 

(prevalence rates) 

Regarding the medications, 20.7% of patients take diuretics 

(the precise class is unknown), 7.9% beta-blockers, 2.8% 

digitalis, and 0.7% amiodarone. In addition, 95.7% of patients 

on diuretics suffer from arterial hypertension, and 59.5% of 

patients with arterial hypertension take diuretics. However, 

68.6% of patients declared not to take any drug (see Figure 4). 

Another drug is taken in 11.0% of cases, but detailed 

information is only available as free text. As this part of the 

form is a set of checkboxes, it is not possible to evaluate the 

proportion of missing values. 

 

Figure 4 - Medications taken by the patients  

(prevalence rates) 

Administrative management of the exams 

At the time of the analysis, the database contains 1,101,993 

different exams. The number of exams analyzed per year is 

displayed on Figure 5. As the year 2013 is incomplete at the 

time of the data extraction, the extrapolated annual value is 

represented using a dotted line. 

Figure 6 displays the distribution of the time of the day the 

ECG was performed: 97.4% of them between 7:00 AM and 

8:00 PM. 

 

 

Figure 5 - Number of electrocardiograms performed per year 

 

Figure 6 - Histogram of the time of the day the 

electrocardiogram was performed. 

Prevalence rate of normal ECGs 

After exclusion of fatal errors, the proportion of normal or 

normal variant ECGs is estimated to be 69.6%. The 

percentage of normal ECGs is significantly dependent on the 

patients’ age (p=0), as illustrated on Figure 7. In average, it 

decreases by 7.43% every 10 years of patient life. The 

prevalence rate of normal ECGs is lower in men (65.8%) than 

in women (72.3%) (p=0). It appears to be stable over time 

(p=11.0%). 

 

Figure 7 - Proportion of normal electrocardiograms 

(including normal variant) as a function of the patients’ age 

Electric description of normal ECGs 

The electric parameters of normal ECGs (including “normal 

variant”) are stratified according to gender, and detailed in 

Table 1. There are 0.00% to 0.86% of missing values for each 

measurement. The mean of every parameter is significantly 

different between men and women (p<10
-34

 for each 

parameter). 
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Medical description of ECGs 

The description of the final statements of the Glasgow 

Program is displayed in Table 2. The four statements are 

mutually exclusive. Then, except in case of fatal technical 

issue, the Glasgow Program can obtain detailed statements 

that are displayed in Table 3.  

Table 1 - Mean (standard deviation) of automatically 

measured electric parameters of normal electrocardiograms 

Variable Women Men t test 

Heart rate (BPM) 74.1 (14.8) 70.5 (16.0) p=0 

RR interval (ms) 826 (157) 876 (183) p=0 

PR interval (ms) 152 (28.0) 157 (30.5) p=0 

QRS axis (deg) 28.4 (37.5) 27.2 (44.8) p<1e
-34

 

ST interval (ms) 109 (32.2) 94.0 (31.7) p=0 

QTc interval (ms)
a

 423 (22.8) 414 (24.1) p=0 

(a) with the Framingham correction 

Table 2 - Final statement of the Glasgow Program 

Final statement Prevalence rate 

Fatal technical issue 0.11% 

Normal ECG 33.85% 

Normal variant  35.78% 

Abnormal ECG 30.25% 

Table 3 - Prevalence rates of electrocardiographic statements 

(“possible”, “probable” or “certain” statements) 

Statement Prevalence rate 

Global statements 

Non-fatal technical issue 6.28% 

Permanent pacemaker 0.45% 

Sinus rhythm 93.24% 

Non-exclusive ECG abnormalities 

Left ventricular hypertrophy 9.52% 

Right ventricular hypertrophy 2.79% 

Myocardial infarction 11.61% 

Rhythm abnormalities 

Atrial fibrillation or flutter 3.59% 

Multifocal or ectopic atrial rhythm 2.06% 

Atrial or supraventricular extrasystole 8.21% 

Sinusal bradycardia 4.98% 

Sinusal or supraventricular tachycardia 3.62% 

Accelerated or normal junctional rhythm 0.12% 

Idioventricular rhythm 0.19% 

Ventricular extrasystole 7.69% 

Parasystole 0.00% 

Ventricular tachycardia 0.08% 

Conduction disturbances 

Sino-atrial block 0.02% 

First degree atrioventricular block 5.78% 

Second degree atrioventricular block 0.11% 

Third degree atrioventricular block 0.15% 

Wolff Parkinson White syndrome 0.68% 

Left bundle branch block * 5.98% 

Right bundle branch block * 4.15% 

Descriptive ECG abnormalities 

Repolarization abnormality 39.36% 

Bradycardia 5.29% 

Tachycardia 3.55% 

Short PR 1.99% 

Low voltage 1.75% 

QRS axis deviation 14.46% 

Long QT 2.55% 

*: complete, incomplete or fascicular 

Variables with too many missing values 

Some variables could not be analyzed due to missing values. 

Demographic information about the patient included: marital 

status (48.0% missing), educational achievement (59.2% 

missing), income (68.8% missing). For those 3 variables, on 

average, the completeness percentage decreases by 15.4 per 

year (p=0). 

Clinical examination of the patient: systolic and diastolic 

arterial pressures (respectively 89.1% and 88.7% of missing 

values). The completeness percentage increases by 1.2 per 

year (p=0). 

Discussion 

The objective of this paper was to analyze a million ECGs in a 

database and provide the community with up-to-date 

prevalence rates of cardiologic patient conditions in primary 

care population. This paper shows descriptions of the 

administrative management of the ECGs (number of exams, 

hours of performance), the patients (demographic variables, 

diseases, risk factors and drugs), the ECGs (medical diagnosis 

obtained from automated interpretation by the Glasgow 

Program, analysis of the proportion of normal ECGs). This 

information could participate in the knowledge that constitutes 

the base of decision-making in primary care. 

The proportion of normal ECGs (around 70%) and its relation 

to the patients’ age (it decreases by 7.4% every 10 years of 

life) are consistent with the literature [8]. The prevalence rates 

of the diseases are also consistent [8,9]. 

This study takes advantage of the huge database size that  

enables the researchers to get precise estimates of prevalence 

rates and means. However, the analysis raises the issue of 

completeness and reliability of clinical data. The last section 

of the results shows that many variables that may be 

considered secondary by the physicians have a lot of missing 

values. One can suppose that those values are not missing at 

random, and may be filled when they support the diagnostic, 

and left blank in other cases, but this cannot be verified. It is 

worth noting that the percentage of missing values increases 

year after year (about +15% per civil year for demographic 

variables), which probably illustrates the feeling for the 

physicians that their input is useless and time-consuming. 

However, this is not in contradiction with Brazilian guidelines 

for ECG interpretation: the ECG itself does not make the 

diagnosis. The cardiologist is in charge of interpreting the 

electric signal, but the clinician has to integrate the clinical 

symptoms, the risk factors, the personal history of the patient, 

and other exam results to make the final diagnosis. When the 

data are provided by the general practitioner, the absence of 

well shared definitions is probably harmful. In this database 

for instance, 17.3% of patients with “no obesity” have a BMI 

greater than 30 kg/m², and are then obese by definition. 

The prevalence rates of electrocardiographic statements were 

obtained from an automated interpretation, and are not as 

reliable as expert analyses. Additionally, repeated exams from 

the same patients were not excluded. 

Four distinctive characteristics of Brazilian patients can be 

observed in the analysis results. (1) Three percent of patients 

suffer from Chagas diseases. (2) Guidelines of the 

management of patients with arterial hypertension recommend 

thiazides as a possible first line treatment: 95.7% of patients 

under diuretics suffer from arterial hypertension, and 59.5% of 

patients with arterial hypertension receive diuretics (the 

precise class was not available). (3) The prevalence rate of 

obesity is high (the average BMI is 25.9 kg/m² and 20.3% of 

cases are over 30 kg/m²), and increases fast (the BMI values 

increase in average by 0.15 kg/m² per civil year). (4) Finally, 
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there are only a few smokers (6.9%), but this attribute could 

have been underreported. 

Conclusion 

This descriptive analysis of a huge ECG database brings 

informative results. The analysis may enable primary care 

physicians to take into account actual prevalence rates of 

patient conditions that play an important role in the process of 

medical decision making [1]. 
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Abstract 

In North Norway, no telemonitoring services for chronic heart 

failure (CHF) have yet been established, hence no 

investigations in the area have been published. However, 

large distances and a sparse population are causes for extra 

expenditure on hospital visits. In this paper, we describe the 

ePoint.telemed platform for home telemonitoring of CHF 

patients. We have reviewed the literature on home monitoring 

techniques, and developed two prototype platforms for remote 

collection of physiological data. We have refined one of the 

prototypes and subjected it to user testing among health 

professionals and their clients. Fifty patients will be involved 

in a randomized controlled trial aiming to establish if the 

home telemonitoring of CHF is clinically feasible and cost-

effective. The ePoint.telemed platform is a fully automated 

internet based system meant for early warnings in a CHF 

rehabilitation program. The core of the platform is a 

dashboard connected to a blood pressure meter, a weight 

scale, and a web-based patient questionnaire. Unlike 

traditional systems built on dedicated medical equipment, we 

are applying easy-to-use components geared towards the 

sports market.   

Keywords:  

Chronic Heart Failure; Home Telemonitoring; Remote 

Monitoring Technologies; Personal Health Information 

Systems; Personal Health System 

Introduction 

In Norway, the costs for treatment of chronic heart failure 

(CHF) are huge, both in terms of hospital treatment and daily 

use of medication over years, as well as in terms of loss of 

quality of life for patients and their family caregivers [1]. 

Structured telephone systems and remote monitoring 

technologies (RMT) for monitoring CHF patients at home 

have been widely deployed in Europe over the last 20 years or 

so [2-7]. These systems are considered capable of increasing  

quality of life for the patients using them, to lower death rates, 

to reduce costs for medical treatment, and to decrease cases of 

re-hospitalization after heart surgery. However, home 

monitoring of patients with CHF is still in its beginnings in 

Norway, and little practical experience has so far been gained.  

In fact, to our knowledge, no routine telemonitoring services 

are available in Norway for C and hence no investigations in 

the field have yet been published, although large distances and 

a sparse population in N. Norway are a cause for extra public 

and private expenditure on travel for patients when making a 

visit to the hospital. These state of affairs constitute  a strong 

motivation for home monitoring of CHF patients in Norway. 

But it seems that current evidence of the effectiveness and 

quality of CHF home monitoring systems is insufficient to 

recommend usage. The structure and funding streams in 

Norwegian health services are different from many other 

European countries and the outcomes of comparisons between 

conventional CHF services and the home monitoring systems 

in previous studies in Europe, may not fit well in a Norwegian 

context. It is thus important to further investigate the 

feasibility of home monitoring of patients with CHF in 

Norway.  This paper describes a technological platform 

ePoint.telemed for daily monitoring of patients’ weight, blood 

pressure, pulse, and self-declared health status directly from 

the patients’ home. The system transmits the patient data 

automatically, seamlessly, and securely to a server at the 

University Hospital North-Norway (UNN), and allows 

examination of these values by a trained nurse at the hospital. 

An RMT system for monitoring CHF patients typically uses 

dedicated medical equipment to measure body weight, blood 

pressure, heart rate, blood oxygen saturation levels, and ECG. 

These systems are comparatively work intensive in terms of 

set-up and patient training. An RMT system provides 

asynchronous communication between patients and health 

personnel, and such systems are also remotely configurable. 

Compared with web-based solutions, structured telephone 

support requires synchronous follow-up by health-

professionals and telephone systems are not remotely 

configurable. 

The ePoint.telemed platform is a net-based system that works 

asynchronously with no need for interventions from health 

professionals, except on alarms. The platform is remotely 

configurable and may be individualized and set up without 

actually visiting the patients’ home. This paper describes the 

technical details of the ePoint.telemed platform and the 

development process behind it. The platform is now being 

applied in a randomized trial at UNN to determine if the 

system is medically feasible and cost effective, if it is capable 

of reducing hospital re-admissions, and if it is acceptable to 

patients and their families as an integral part of a CHF 

rehabilitation program. 

Methods 

The prototyping of the ePoint.telemed platform was, from the 

start, driven by healthcare professionals at UNN. Medical 

doctors and nurses were involved in the design and 

implementation of the system from the prototyping stage until 
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the user trials. Moreover, early tests were performed with 

patients using prototypes. This may best be described as a 

combination of expert inspection  and user-oriented design 

methods [8]. 

In 2011, we developed an alternative platform for home 

monitoring of CHF patients based on the dedicated medical 

equipment attached to a laptop in the patients’ homes.  The 

laptop was able to transmit data to our research laboratory 

servers using the patients’ home internet connection. 

However, the interfacing of the medical equipment was far 

from trivial, and our practical experiments warned us that the 

maintenance of the system in the patients’ homes was 

potentially expensive, requiring several man-hours to be set 

up properly. The collection of physiological data required 

individual adaptation of the software in each laptop due to 

individual needs among the patients. Since the setup of 

thresholds for specific biological parameters presumed 

programming on each laptop, our nurse had to review all of 

the received data manually. This was a quite laborious process 

and reconfiguration of our system was requested by the health 

professionals. We then decided to try out components geared 

towards the sports market for measuring physiological 

parameters.  

Two different strategies for component integration are now 

implemented in the ePoint.telemed platform: the first one 

based on email parsing using the Representational State 

Transfer Application Programming Interface (REST API) [9] 

and a second one for pull of data based on the OAuth 

communication package [10]. Currently, three devices for data 

collection are integrated: a blood pressure meter, a weight 

scale, and a tablet computer. However, more and alternative 

types of components can easily be integrated into the platform 

due to its open design. At present, the platform integrates a 

Withings weight scale [11], facilitating push of data (weight 

measurements) via the easy-to-use Withings API.  The BP3 

blood pressure meter from iHealth [9] is also integrated, 

which delivers diastolic/systolic blood pressure and heart rate 

measurements. The tablet applied is the iPad, selected because 

of its compatibility with the iHealth system. Our platform is 

open and easily configurable for other types of equipment. 

The estimated effort for configuring a new device on the 

system is approximately one to two man-days.  

All data transfer is anonymized by coding the patients’ 
identities.  In this project, confidentiality of private health 
information is ensured according to the Norwegian Ministry 
of Health and Care Service regulations [12]. All personal data 
which link measurements to a specific patient are removed 
and replaced by a code so that the information can be used 
alone or in combination with other health record entries. The 
relation between the codes and the patients' names are kept on 
paper in the heart polyclinic with a backup stored in a hospital 
PC not connected to any network.  

We can collect vital physiological data according to medical 

needs, and set up user specific thresholds for any parameter in 

a fully automated fashion. The system will send mail-based 

alarms to users and/or health professionals for any data out of 

range as specified by the thresholds. In the pilot study, two 

patients with chronic heart failure were recruited through the 

Tromsø municipality home services. The patients receive their 

treatment at the University Hospital North-Norway, and 

participate in rehabilitation programs at the hospital. After 

being informed of the study, the patients gave written 

informed consent to participate in our study together with 

health professionals at UNN's heart polyclinic. 

In 2013, after the pilot study, an application was sent to the 

Norwegian Regional Ethical Committee for ethical approval 

of a randomized controlled trial with 50 patients. After 

receiving the approval for the project, the final version of the 

ePoint.telemed platform was developed and the randomized 

controlled trial started in September 2014 at UNN.  All 

patients admitted at UNNs’ heart polyclinic, satisfying the 

inclusion criteria of the project, are randomized into an 

intervention arm testing the proposed telemonitoring service 

and a control arm with the treatment usually offered by the 

polyclinic. Patients assigned to the intervention arm receive a 

home telemonitoring kit consisting of a tablet, a wireless 

weight scale, and a portable blood pressure meter. All 

participants are given 30 minutes of instruction about the use 

of the equipment by a trained nurse. The patient is asked to 

weigh him or herself every day in the morning before 

breakfast. In addition, the patient also takes a measurement of 

the blood pressure and heart rate, and answers an online 

multiple-choice questionnaire about personal health 

conditions.  

We have, through the  advice from the health professionals in 

our project, chosen 10 questions derived from the Minnesota 

Living with Heart Failure Questionnaire (MLHFQ). The 

MLHFQ is a disease specific tool for measuring quality of life 

among patients living with CHF and the outcomes are 

according to T Hole co-releated to patients’ level of 

functioning [13]. The MLHFQ can be divided into three 

categories of questions (with 8, 6, and 7 items respectively, 

each organized as entries on a 6 level score Likert scale).We 

concentrated on the questions about psychological status in 

the first two categories. Since the patients are expected to fill 

in the net-based questionnaire on a daily basis, it is necessary 

to keep it as short as possible. Our aim is, of course, not to 

assess the patients’ quality of life as such but to obtain a fair  

estimate of any changes in psychological status. Patients 

assigned to the control arm receive conventional treatment.  

Acceptance of the system is crucial for the successful 

implementation of a home monitoring service. Hence, we 

have included the aid  of professionals as well as patients in 

our prototyping process. This means that the users have been 

involved in the project from the design of paper mock-ups and 

onwards. The patients participated in three design meetings 

together with health professionals and technologists before the 

installation of the prototype in the patients' home.  After 

installation we have visited the patients at home routinely 

once a month, starting with instructing the patients about the 

use of the equipment. Later we have adjusted the system and 

checked the patients' operation of it.   Since the fall of 2014, 

the system has been used on a daily basis. The cooperation 
with the health professionals (primarily the nurses at UNN's 

heart clinic) has taken the form of a continuous dialogue, 

involving several rounds of testing and adjustment of the 

running prototype.  From our interactions with patients and 

professionals we can safely conclude that the prototype is 

accepted within the design team. However, a wider user 

acceptance of a home monitoring service presumes clinical 

validation and confirmed user friendliness in a larger cohort 

of patients. 

Results 

The prototype system deployed in this pilot study consists of a 

Withings wireless weight scale [11] and an iHealth blood 

pressure meter [9] that communicates with an iPad using the 

bluetooth protocol. Emails containing the blood pressure 
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measurements and the self declared health status of the 

patients are automatically generated by the system. These 

emails are then sent to a server at the hospital. The weight 

measurements are pulled automatically to a dashboard once 

per day and stored on the server. At the hospital side, the 

nurse receives an e-mail from the system every morning. The 

nurse actually has to check the incoming data only for alarms.  

The dashboard may best be described as a service 

management system coded in XHTML and PHP. The 

dashboard allows for administration of system users, i.e. 

connecting patients and health professionals. The dashboard 

handles pull of weight measurements and extracts information 

from incoming e-posts. Individual thresholds for each 

biological parameter may be set. The data is stored in a 

MYSQL database management system. The weight 

measurements and the patients’ health status declarations are 

available on the dashboard together with the blood pressure 

and heart rate measurements (Figure 1). The data are 

displayed graphically in an easy-to-read manner. After the 

first two months of pilot testing, the patients were satisfied 

with the usability of the solution. As for the hospital side, the 

data arrived in a timely and correct way, and the reliability of 

the system seems to be proven. The nurse also gave positive 

feedback on the system usability and functionalities. 

 

 

Figure 1-Snapshot of the Dashboard 

The ePoint.telemed platform developed for the RCT is web-

based and it follows an open strategy of component 

integration [14]. Patient data is accessible through a browser 

window. Health data are stored in a secure server. Only health 

professionals have access to the dashboard and the connected 

server. The patients can still read their data in gmail or in their 

Withings account. The ePoint.telemed platform applies easy-

to-use Personal Health Systems (PHS) components geared 

towards the sports and wellness market [3]. The inbuilt 

internet connection of the components used in the platform 

implies a seamless communication with a central server 

placed in a local health service center or in a hospital. Vital 

data can be collected according to individual medical needs.  

The measurements of both the blood pressure and heart rate 

are collected by the iHealth App on the iPad. The collected 

data is then sent through an email to the ePoint.telemed, back-

end by a secured socket layer channel. Triggered at regular 

times (at the moment at 9am although these can be 

configured), a PHP script parses the CSV-file in the email 

using queries for insertion of the data into the MYSQL 

database. A REST API is used to parse the CSV-file. The 

parsed data collected by the iHealth, i.e. blood pressure and 

heart rate, is then presented in the dashboard.  

The user is required to fill in a web-based questionnaire daily. 

This is accessed through a link icon in the iPad. Once the 

questionnaire is completed, an email is automatically 

composed with the answers. This is sent anonymously to the 

central dashboard as a CSV-file. The file is parsed in the same 

way as the process with iHealth, using the REST API. Weight 

measurements are pulled directly from the users’ Withings 

accounts applying the OAuth communication package. 

Discussion 

The ePoint.telemed platform is a fully automatic internet 

based system meant for early warning in a CHF rehabilitation 

program. Unlike traditional RMT systems building on 

dedicated medical equipment, we are applying easy-to-use 

personal health systems (PHS) components geared towards 

the sports market. The components of the platform are fairly 

low cost and involve a minimum of installation efforts. The 

components automatically transmit the vital biological 

parameters to users' accounts at the vendors’ internet sites. We 

pull the data from there, and log them into a dedicated 

database system.  The low cost, the remote configurability, 

and the ease of installation and maintenance of our platform 

represent new features not present in conventional systems 

(including telephone based platforms) for home monitoring of 

patients with chronic heart disease.   

Home monitoring of CHF potentially enhances the patients' 

situation during rehabilitation, and probably also means better 

service from the health professionals. Still, at present remote 

monitoring of vital symptoms is not a prioritized area in the 

treatment of chronic disease in Norway. For example, 

approximately 489 new pacemakers per million inhabitants 

are implanted annually in Norway (figures from 2009) [15]. 

But no systematic attempts have so far been made to make use 

of the data from these devices in CHF rehabilitation programs. 

However, home monitoring of COPD [16] is currently being 

performed in Norway, and in treatment of diabetes remote 

monitoring of biological parameters is at present 

strengthening self-management schemes as well as 

rehabilitation programs [17,18]. 

User oriented design methods have a strong position in 

Scandinavia, and we have emphasized  including both patients 

and experienced health personnel in our prototyping process 

[19-21]. The successes of the ICT based health interventions 

are strongly dependent on user acceptance, both from the 

professional side as from the patient side. Usability issues in 

the ePoint.telemed platform were given careful attention. The 

platform is validated in a real clinical setting and follows the 

approved clinical procedures. The openness of the platform 

allows for the future inclusion of other devices (but the 

software used is proprietary). The platforms’ applicability in 

connection with other pathologies such as diabetes or COPD 

can be supplementary tested with the inclusion of a glucose 

meter and a pulse oximeter, respectively. 

The platform was then installed at the patients’ home by a 

team from The Norwegian Center for Integrated Care and 

Telemedicine (NST). We used approximately 1 hour for 

installations and for instructing the patients about the basic 

operations of the equipment. All patients had a broadband 

network installed in their homes, prior to our trials. For home 

monitoring of heart patients in a Norwegian context, an easy-
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to-install system with low maintenance costs is important.      

A rapid weight increase in connection with chronic heart 

disease (more than 1,5 kg in 2 days or more than 2,2 kg within 

a week) may suggest an accumulation of liquid in the body as 

a result of heart dysfunctions. Also, a significant and 

persistent weight loss over a few weeks may serve as a 

medical indication of problems in the heart function. We are 

in the process of confirming the accuracy of the collected 

data, but since our interest is primarily to detect changes in the 

parameters measured over time, we expect the precision of our 

data to be satisfactory.   

On the hospital side, the nurse participating in the pilot study 

receives the patients’ measurements each morning. During the 

pilot study, these measurements were inspected manually (in 

addition to the system intrinsic routines for measurement 

checking) and compared with baseline measurements taken at 

the start of the pilot study.  The procedure for the patient was 

to turn on the weight scale and step on it, and then place the 

blood pressure meter on the arm to take a measurement.  The 

patients were instructed to take a weight and blood pressure 

measurement every morning at approximately the same time, 

after visiting the toilet but before breakfast. Blood pressure 

values exceeding 150/110 mmHg was considered 

dysfunctional (but the health professionals can specify any 

threshold for this parameter after individual inspection of any 

patient). 

After the first two months of pilot study testing and error 

corrections, the ePoint.telemed platform was considered 

operational both by the health professionals and the patients. 

As for the hospital side, the data arrived timely and correctly 

and the reliability of the system was accepted by the 

developers. Since the pilot study, we have further developed 

the user interface on the dashboard, and we have replaced the 

PC at the users’ side with an iPad. 

The primary outcome of the study is of administrative interest.  

The CHF related hospital re-admissions (calculated as the 

ratio between re-admissions in the intervention group 

compared with the re-admissions in the control arm) will be 

the key outcome of the study. We expect that early warning 

about any change in vital parameters may potentially reduce 

costs for interventions directed towards specific patients.  

Also, the economic benefit (additional costs divided by 

savings within the intervention group) resulting from applying 

the ePoint.telemed platform is of importance even if we plan 

to recruit only 50 patients. For the patients themselves, home 

monitoring of important biological parameters may imply an 

increased sense of security, and it may mean a decreased 

number of face-to-face meetings with the doctor during 

rehabilitation (saving time and travelling costs).   In other 

words, we will investigate the economical benefits from 

applying the ePoint.telemed platform identified through a cost 

analysis between the intervention and control arms of the trial, 

and we will inquire the patients' own sense of wellbeing 

during rehabilitation. Measurements including weight, heart 

rate, blood pressure, and answers to the MLHFQ are taken at 

baseline, after 3 months and at study end (six months using 

the system).  

In the practice field of healthcare, home monitoring of 

physiological data implies an increased focus on patients' self-

management. The outcome may be reduced mortality rates for 

specific symptom categories and reduced costs per patient 

within specific rehabilitation programs [22, 23]. For the 

patients themselves it may mean a greater awareness about 

personal health and possibly an increased sense of security 

during rehabilitation. However, the implementation of routine 

home monitoring services at a heart clinic presumes 

organizational adaption and formalization of new working 

procedures among health professionals [24]. Hence, careful 

planning of the transitional stages is of vital importance when 

introducing new services in a clinical setting. Technically, 

more standardization of equipment and better integration with 

current health record systems seems to be necessary [25] to 

make home monitoring of CHF a common practice in 

Norway. 

Conclusion 

A platform for the home telemonitoring of patients suffering 

from chronic heart failure has been designed and implemented 

at the UNN. A user-oriented design method was applied 

involving both health professionals and patients. The 

prototype has been refined into a test version in 2014. The 

current version is being used in a real setting in the context of 

a randomized controlled trial. Approximately 50 patients will 

be participating in the study. The platform designated as 

ePoint.telemed presents innovative features that in their 

combination are unique to home monitoring of patients with 

chronic heart failure.  

These features include:  

• A fully anonymous transmission of data 

• An open design of the platform allowing for the 

integration of devices from different suppliers 

• A two stage patient questionnaire designed in 

cooperation with a hospital polyclinic 

• A fully configurable set of individualized patient 

thresholds  

• Automatic feedback to patients via e-mail  

• Full user access to the clinical data collected 

•  A web-based dashboard with secure access for health 

professionals. 

The success of ICT based health interventions is strongly 

dependent on user acceptance, both from the professional side 

and from the patients’ side. Usability issues in the 

ePoint.telemed platform were given careful attention. The 

combinations of features of the ePoint.telemed Platform meet 

three fundamental requirements of electronic medical 

equipment in Norway: secure data transmission and storage, 

clinical efficacy, and a high degree of usability both for 

patients and  professionals. The functionality of the platform 

was validated during real clinical testing.  
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Abstract 

Portable Healthcare Clinic (PHC) is a mobile healthcare 

system comprising of medical sensors and health assessment 

criteria. It has been applied in Bangladesh for the last two 

years as a pilot program to identify non-communicable 

diseases. In this study, we adapted PHC to fit post-disaster 

conditions. The PHC health assessment criteria are 

redesigned to deal with emergency cases and healthcare 

worker insufficiency. A new algorithm makes an initial 

assessment of age, symptoms, and whether the person is 

seeing a doctor. These changes will make the turn-around 

time shorter and will enable reaching the most affected 

patients better. We tested the operability and turn-around time 

of the adapted system at the debris flow disaster shelters in 

Hiroshima, Japan. Changing the PHC health assessment 

criteria and other solutions such as a list of medicine 

preparation makes the PHC system switch into an emergency 

mode more smoothly following a natural disaster. 

Keywords:  

Paper, Medinfo 2015; Post Disaster; eHealth; mHealth; 

Teleconsultation; Public Health Informatics. 

Introduction 

The World Health Organization declared that 58 crisis 

countries, including Bangladesh, face acute Human Resources 

for Health (HRH) crisis [1]. Many countries experience 

catastrophic natural disasters. In Bangladesh, 26% of the 

population is affected by cyclones, and 70% live in flood-

prone regions [2]. Natural disasters result in casualties and 

damage medical facilities and the health workforce [3]. The 

2011 Tohoku Earthquake demonstrated the need for disaster 

management in aspects including healthcare. Although most 

casualties in the Tohoku Earthquake were because of 

drowning, the bad living environment in post-disaster shelters 

worsened the health condition of victims [4]. Strategies for 

post-disaster management are urgently required, and mobile 

healthcare systems may reach disaster victims quickly. 

Kyushu University Hospital and Grameen Communications 

conducted a health management study using information 

communication technology. The Portable Healthcare Clinic 

(PHC) with medical sensors provided immediate consultation 

with the remote doctor over Skype for non-communicable 

diseases (NCDs). Following consultation, the remote doctor 

gives the patient an e-prescription. Data collection was 

conducted in 10 locations of Bangladesh between July 2012 

and February 2014 [5]. 

However, little is known about the feasibility of introducing 

PHC into post-disaster areas where the healthcare conditions 

are different from those in non-disaster areas.  

We examine the feasibility and risks of post-disaster 

healthcare management with a general health evaluation 

targeting disaster-related symptoms caused by trauma, 

infectious and chronic diseases, and mental disorders. After 

disasters, the findings of this study would be useful for 

developing an emergency mode of PHC to support post-

disaster areas in Bangladesh, Japan, and other countries. 

Methods 

Logistics Classification Research 

We collected data and performed a literature review on 

disasters in Bangladesh to understand the risks in post-disaster 

areas. We collected data from EM-DAT and Asian Disaster 

Reduction Center and used the keywords "natural disasters," 

"disease," "healthcare," "impact," "epidemiology," and 

"shelter" to collect literature through PubMed and Web of 

Science to classify disaster-related healthcare risks.  

Revising Triage Rule for Post-Disaster Situation 

The PHC has the following devices: weight scales, tape 

measures, blood pressure meters, glucose meters, body 

thermometers, pulse oximeters, urine test strips, and 

hemoglobin meters. Through examinations with these devices, 

a health assessment can be made. The health assessment logic, 

called Bangladesh logic (B-Logic), was introduced into all the 

disease management activities of PHC in Bangladesh [5].  

In B-logic criteria, the results are divided into four stages 

(green, yellow, orange, and red), and they form a health 

assessment of Bangladeshis under non-disaster conditions. B-

logic criteria do not address the post-disaster conditions 

because there is often a shortage of healthcare workers, and 

the unavailability of medicine is more serious in post-disaster 

than in non-disaster conditions. Therefore, we designed a 

triage protocol using B-logic and conducted a series of 

medical questionnaires on possible symptoms in post-disaster 

areas. The symptoms are assigned with risk assessment. 

Operation Test  

To examine the feasibility of the designed triage protocol, an 

operation test was conducted in chosen areas of Hiroshima 

City that were affected by a large debris flow in August 2014. 

This debris flow resulted in many casualties with 74 deaths 

and 44 injured [6]. Some victims were still living in disaster 
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shelters in October 2014. We performed an operation test in 

the post-disaster shelters of Hiroshima on October 25th to 

better understand their health conditions and to classify the 

operation, suitability, and efficiency of PHC performance in 

post-disaster areas.   

Results 

Logistics Classification Research Result 

The investigation shows that in Bangladesh, floods and 

cyclones cause destructive damage during and after the 

disasters. They are the two disasters in the top 10 disasters that 

affected most people from 1985 to 2014 [7]. 

As the most frequent disaster in Bangladesh, flood disasters 

cause deaths from drowning (67.6%), physical trauma 

(11.7%), heart attack (5.7%), fire (3.6%), electrocution 

(2.8%), and other (8.6%) [8]. In addition to the direct impact 

of the disaster, health conditions of post-disaster populations 

are also affected by poor sanitary conditions of shelters, 

increasing tobacco abuse, and more stress.  

Fever, diarrhea, respiratory problems, and abdominal pain are 

the most common symptoms in post-disaster Bangladesh. 

Approximately 20–40% of these subjects had diarrhea that 

mainly resulted from cholera and rotavirus infections [9-11]. 

For acute respiratory infections, a moderate increase in risk 

during the six months after the flood and the subsequent 18 

months were found [12]. Chronic stress after natural disasters 

may also significantly affect cardiovascular risk factors [13]. 

People with NCDs are more vulnerable in emergencies and 

disasters, when emergencies exacerbate NCDs, leading to 

acute complications [14]. Natural disasters cause a higher 

prevalence rate of NCDs and negatively impact people with 

pre-existing conditions [15, 16]. 

Triage protocol using a new logic 

The PHC algorithm was redesigned to target disaster 

situations. In the Disaster Logic (D-Logic) algorithm, the 

criteria for teleconsultation were adjusted for fewer people to 

see a doctor. This adjustment was acceptable in the short term, 

just after a disaster, to avoid congestion. A new assessment 

was added into D-logic for better coverage in disaster-related 

physical and mental health conditions. 

D-logic was introduced to provide initial assessments of age 

and symptoms. Assessments based on sensor data and 

symptom questionnaire were created for a general 

examination of healthcare risks in our logistics classification 

of disasters. With the obtained results of D-logic, the remote 

doctor will make decision and instructions by Skype and e-

prescription. 

The D-logic triage was designed in the following steps: 

1. Make an initial assessment with three questions 

shown in Figure 1 for the disaster patients. 

2. According to the results of the initial assessment, 

disaster patients will be divided into five groups with 

different examinations (Figure 1). 

3. Following check items and criteria are designed as D-

logic_1 and 2, which are two examinations. D-logic_1 is 

based on the sensor measurements (Table 1). The red 

items in Table 1 are adjusted based on B-logic to fit with 

healthcare worker insufficiency in a post-disaster area. 

Referring to the index of symptoms questionnaire (Table 

2), D-logic_2 (Table 3) will also perform a questionnaire 

examination with the criteria to decide if the subject 

needs a teleconsultation with a remote doctor. Symptoms 

in Table 2 will be checked based on the result of an initial 

assessment (Figure 1). From the data presented in Table 

2, scores for each observation in Table 3 can be added to 

show if there is a minor or major abnormality. As a result, 

subjects with more than two scores will be required to 

have a teleconsultation with remote doctors.  

 

 

Figure 1 – Initial assessment and Flowchart of D-logic 

Operation Test  

To verify the operation, suitability, and turn-around time of 

the adapted PHC system to a post-disaster area, we tested the 

D-logic at the debris flow disaster shelters in Hiroshima, 

Japan. 

We prepared the questionnaires and medical sensors to 

conduct the examination of two criteria, D-logic_1 and D-

logic_2, to the victims who were still living in disaster 

shelters. Three disaster shelters and one area affected by 

debris flow in the city were chosen for the operation test.  

We used three disaster victims as test subjects and used the 

medical sensors and questionnaires based on D-logic_1 and 

D-logic_2. Some problems and improvements to the 

procedure were clarified through the operation test as 

mentioned below. 

All the subjects in our limited operation test answered that 

they did not feel any health problems during the initial 

assessment. However, through the questionnaires and 

examinations we found that two subjects showed some 

abnormalities on the examination results. Though neither of 

them was aware of abnormalities in their health conditions 

before we made the examination, one of them had a blood 

pressure of 158/94 mmHg, whereas the other one had a blood 

sugar of 150 md/dl two hours after eating. The ages of these 

two subjects were over 65, and this point indicates a higher 

risk of NCDs. 
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Table 1 – D-logic_1 (Red parts are the adjusted items based on B-logic, ordinal criteria)  

Test Normal Caution Remote medicine Remote medicine & 

Encouragement to visit 

clinic

Body Weight 

Change (x kg) 

x < ±1.0 ±(1.0 ≤ x < 3.0) 

or unknown 

±(3.0 ≤ x < 5.0) ±5.0 ≤ x 

Blood Pressure  

(x mmHg systolic 

BP and y mmHg 

diastolic BP) 

x < 140 

(x < 130) 

140 ≤ x < 160 

(130 ≤ x < 140) 

160 ≤ x < 200 

(140 ≤ x < 180) 

200 ≤ x 

(180 ≤ x) 

y < 90 

(y < 85) 

90 ≤ y < 100 

(85 ≤ y < 90) 

100 ≤ y < 120 

(90 ≤ y < 110) 

120 ≤ y  

(110 ≤ y) 

Fasting Blood Sugar 

(x mg/dl) 

x < 100 100 ≤ x < 126 126 ≤ x ≤ 200 200 ≤ x 

Postprandial Blood 

Sugar (x mg/dl) 

x < 140 140 ≤ x < 200 200 ≤ x ≤ 300 300 ≤ x 

Urine test  

Urine Protein - /± 

(-) 

+  

(±) 

≥2+  

(≥+) 

 

Urine Sugar - /± 

(-) 

≥+ 

(±) 

(≥+)  

Urobilinogen ±  +≤ 

(≥+)  

 

Pulse Ratio 60 ≤ x < 

100 

50 ≤ x < 60 or 

100 ≤ x < 120 

X < 50 or 120 ≤ x  

Arrhythmia None  Yes  

Number of Fresh 

Skin lesion 

None   None 2 or more 

Temperature(Celsiu

s degree) 

x < 37 37 ≤ x < 37.5 37.5 ≤ x < 38.5 

(37.5 ≤ x) �  

38.5 ≤ x 

SpO2(x %) x ≥ 96 93 ≤ x < 96 90 ≤ x <93   x < 90 

Hemoglobin 

 (x g/dl) 

x ≥ 12 10 ≤ x < 12 8 ≤ x <10 x < 8 

 

Table 2 – Examination Item Index for D-logic_2 Check sheet

     

 

 

 

 

 

 

S1 Loss of consciousness 1 31 109

S2 Depression 2 3 6 7 102

S3 Flash back 3

S4 Fever without any symptoms 101 go to S24

S5 Fever with respiratory symptoms 101 go to S11

S6 Fever with gastrointestinal symptoms 101 go to S11

S7 Fever with trauma 101 go to S21,S24

S8 Fever with other symptoms 33 101

S9 Fatigue 1 2 5 6 7 101 102 103 go to S24

S10 Dizziness 1 4 101 103 105 106 108

S11 Respiratory symptoms 12 13 14 15 16 17 101 105 107

S12 Headache 1 4 8 9 31 101 103

S13 Palpitation 6 17 19 101 105 106 108 go to S24

S14 Chest pain 19 20 103 105 106 107

S15 Paralysis 1 4 21 22 23 31 103 105 106 107 109

S16 Nausea or vomiting 7 8 9 10 11 25 31 101 go to S24

S17 Diarrhea 7 8 9 10 11 25 101 go to S24

S18 Stomachache 7 8 9 10 11 25 101

S19 Abdominal pain 7 8 9 10 11 25 101

S20 Constipation 11 26 go to S24

S21 Trauma 1 27 28 29 30 31 101

S22 Other symptoms 33

S23 Risk of pulmonary thrombosis 32

S24 Dehydration 5 24 25 32 101 102 103 105

Symptom Checksheet Number 
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Table 3 – D-logic_2 (Symptoms based check sheet) 

During the operation test interview, some items were difficult 

to answer. These items are clearer to the people around the 

subjects. In the future, the items of the questionnaire can be 

divided into subjective and objective symptoms. Only the 

items on subjective symptoms will be questioned, and the 

examiner or the subjects’ family can judge the items on 

objective symptoms. Other items such as arrhythmia or 

number of skin lesions were chosen as D-logic_1 and D-

logic_2 components, increasing the examination turnaround 

time.  

We conducted a full examination of D-logic and measured the 

turnaround time. In total, approximately 15 min on average 

was taken from the interview and 6 min on average was taken 

from the examination by medical examiners. In this operation 

test, the disaster ended a few months ago, which may be the 

reason why many victims were not fully cooperative at first. 

Extra time was needed to communicate with the victims for 

them to join the test. Months after the disaster ends, health-

seeking behavior is poor. However, health-seeking behavior is 

prevalent earlier in post-disaster areas when possible trauma 

and shelter conditions are considered [17]. 

Among the three subjects, two had trauma due to tumbling on 

the second day after the debris flow. The debris flow sand 

deposit increased the chance of slipping. Secondary injuries in 

a post-disaster area should be considered when responding to 

the healthcare risks after disasters that cause wet and slippery 

conditions. 

Discussion 

Limitation of the System 

Disaster damages may lead to a power outage and network 

malfunction, and this will affect the PHC consumables. 

D-logic2 

Number 

Observation Normal     

(score 0) 

Minor Abnormality  

(score 1) 

Major Abnormality 

(score 2)

1 Confusion or loss of 

consciousness 

No Yes  

2 Sleep disturbance No Yes  

3 Flash back No  Yes 

4 Dizziness No Yes  

5 Thirsty No Yes  

6 General fatigue No Yes  

7 Loss of appetite No Yes  

8 Nausea No Yes  

9 Vomiting No Yes, only one time without 

bloody emesis  

Yes, two times or more, or bloody emesis  

10 Stomach ache No Yes, mild Yes, severe 

11 Abdominal pain No Yes, mild Yes, severe 

12 Cough No Yes, mild Yes, severe 

13 Nasal congestion No Yes  

14 Sore throat No Yes, mild Yes, severe 

15 Sputum No Yes  

16 Hemoptysis No  Yes 

17 Respiratory distress No Yes  

18 Headache No Yes, mild Yes, severe 

19 Palpitation No Yes  

20 Chest pain No Yes, mild Yes, severe 

21 Paralysis No  Yes 

22 Dysarthria No  Yes 

23 Visual disturbance No  Yes 

24 Urination Normal Less than normal Anuria or oliguria (≤2/day) or much more than 

usual  

25 Diarrhea No Yes, not watery Yes, watery 

26 Defecation Normal Less than normal Severe (no defecation for more than 5days) 

27 Surface injury No Yes, mild, and bleeding (-), 

and pus formation (-) now 

Yes, severe, or bleeding or pus formation 

28 Swelling No Yes, mild Yes, severe 

29 Joint pain No Yes, mild Yes, severe 

30 Pain of injury No Yes, tolerable without pain 

reliever  

Yes, intolerable without pain reliever  

31 Head trauma No  Yes 

32 Staying or sleeping in 

narrow place 

No Yes  

33 Any other symptoms� � � � No  Yes 

101 Fever (Celsius degree) x < 37 37.0 ≤ x < 37.5  37.5 ≤ x < 38.5 

102 Loss of body weight (kg) x < ±1.0 ±1.0 ≤ x < 3.0 or change is 

unknown 

x ≥ ±3.0 

103 Systolic blood pressure 

(mmHg) 

100 ≤ x < 

140 

140 ≤ x <160 or 80 ≤ x <100 x < 80 or x ≥160 

105 Pulse rate 60 ≤ x < 

100 

50 ≤ x < 60 or 100≤ x < 120 x < 50 or x ≥ 120 

106 Arrhythmia No  Yes 

107 Low oxygen in arterial 

blood (%) 

x ≥ 96 93 ≤ x <96 x < 93 

108 Anemia (x g/dl by 

Hemoglobin meter ) 

x ≥12 10 ≤ x < 12 x < 10 

109 Japanese Coma Scale x = 0 x = 1 or 2 or 3 x ≥ 10 
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Battery backup may be too limited to cover all patients in a 

post-disaster area. To relieve the situation, an initial 

assessment can be used to screen the victims with the most 

health risks and relieve the pressure on consumables, 

resources, and healthcare worker insufficiency. However, an 

operation test on a large number of subjects is necessary in 

the future to improve the efficiency of triage by D-logic. 

In Bangladesh, pharmacies and drugstores are common even 

in rural areas. Para-professionals, pharmacy, and drugstore 

sales people were the major healthcare providers to disaster-

affected people after Cyclone Sidr [18]. Necessary medicine 

can be prepared in advance from the drugstores in Bangladesh 

and help the patients in the worst condition. However, 

treatment for PHC in Japan is limited to emergency usage. 

Different preparations should be planned depending on the 

policies of different countries and situations.  

Further Improvement 

Disasters have impacts on critical infrastructure leading to 

power outrage and network failure. PHC devices are 

vulnerable to post-disaster power outage and wet conditions. 

Backup for device consumables and waterproof measurement 

are necessary for future use of the post-disaster condition. 

During the operation test in Hiroshima, questionnaires data 

and examination were manually recorded. In the future, PHC 

will automatically switch from B-logic to D-logic by 

information technology, and this will result in less turnaround 

time and more efficiency in post-disaster settings. 

Conclusion 

PHC is a disease prevention program in Bangladesh and has 

undertaken health checkups for more than two years. It is 

being developed to reach the low-income people. Its mobility 

and agility make it easier to be carried into the rural and post-

disaster areas. With widespread use in ordinary conditions, 

the emergency mode can become more suitable and rapidly 

introduced in post-disaster areas. Existing packages in disaster 

areas can be switched into emergency mode immediately after 

the disaster ends to respond rapidly to the post-disaster health 

risks.  
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Abstract 

The Online Diabetes Exercise System was developed to 

motivate people with Type 2 diabetes to do a 25 minutes low-

volume high-intensity interval training program. In a previous 

multi-method evaluation of the system, several usability issues 

were identified and corrected. Despite the thorough testing, it 

was unclear whether all usability problems had been 

identified using the multi-method evaluation. Our hypothesis 

was that adding the eye-tracking triangulation to the multi-

method evaluation would increase the accuracy and 

completeness when testing the usability of the system. The 

study design was an Eye-tracking Triangulation; conventional 

eye-tracking with predefined tasks followed by The Post-

Experience Eye-Tracked Protocol (PEEP). Six Areas of 

Interests were the basis for the PEEP-session. The eye-

tracking triangulation gave objective and subjective results, 

which are believed to be highly relevant for designing, 

implementing, evaluating and optimizing systems in the field 

of health informatics. Future work should include testing the 

method on a larger and more representative group of users 

and apply the method on different system types. 

Keywords: 

Eye Tracking; Usability; Diabetes Mellitus; Post-Experienced 

Eye-Tracked Protocol; Consumer Health Information. 

Introduction 

Consumer health information technology (CHIT) is a new 

term in the healthcare sector, which refers to a computer-

based system that facilitates access to information and behav-

iour changes that promote health and well-being [1]. Recently, 

a systematic review by Jenni Cornelly et al. examine the effec-

tiveness of technology to promote physical activity in people 

with Type 2 diabetes [2]. Their findings indicate that technol-

ogy-based interventions to promote physical activity are effec-

tive. Nevertheless, they demonstrate a need for evidence of 

the sustainability of the technology [2]. In a systematic review 

by Yu et al. they also identify the needs of sustainability, ef-

fectiveness, usefulness, and usability regarding CHIT and 

management of diabetes [3].  

An example of a CHIT-system, which has been tested for use-

fulness and usability, is the web-browser based patient health 

IT system named “The Online Diabetes Exercise System”. 

The system was developed to motivate people with Type 2 

diabetes to do a 25 minutes low-volume high-intensity inter-

val training program [4]. The development of this CHIT-

system was motivated by the fact that in 2014, 387 million 

people worldwide had diabetes and that the number is ex-

pected to rise to more than 592 million by 2035 [5]. 

In a previous multi-method evaluation of the CHIT-system, 

several usability issues were identified and corrected [4]. De-

spite the thorough testing, it is unclear whether all usability 

problems were identified using the multi-method evaluation.  

To assess the amount of usability problems that were not iden-

tified in the multi-method evaluation, we have applied an ex-

tended version of eye-tracking, named Eye-tracking Triangu-

lation, to the CHIT-system. Eye-tracking triangulation is made 

of two successive sessions. The first session of conventional 

eye-tracking with predefined tasks followed by the second 

session: The Post-Experience Eye-Tracked Protocol (PEEP) 

[6]. Eye-tracking is a technique where eye movements are 

recorded while users look at a stimulus [7]. In PEEP, the users 

have to explain their decisions and thoughts while a retrospec-

tive replay of their eye-tracking data is shown [6]. Even 

though eye-tracking has been used in psychology for decades, 

to our knowledge, eye-tracking triangulation has not been 

applied to health informatics systems. 

Our hypothesis is that adding the eye-tracking triangulation to 

the multi-method evaluation increases the accuracy and com-

pleteness when testing the usability of CHIT-systems. The 

objective of the present study was to assess the potential use 

of eye-tracking triangulation for evaluating the usability of a 

CHIT-system, The Online Diabetes Exercise System, which, 

before the present evaluation, had been optimized using multi-

method evaluation. 

Materials and Methods 

The Patient Health IT System 

As already outlined, the eye-tracking triangulation was ap-

plied to the Online Diabetes Exercise System (Figure 1). The 

system is a web-browser based prototype and was designed, 

implemented, evaluated and optimized using the iterative, 

systematic, and holistic multi-method evaluation, which con-

sisted of interviews, paper prototyping, heuristic evaluation 

and tests with users [4]. The system contains two major func-

tions: a 25 minute low-volume high-intensity interval training 
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program (HIT program), which the users in this study only 

looked at, but did not perform, and a glucose diary.   

�

�

Figure 1 - The Menu of the Online Diabetes Exercise System 

Recruitment 

Eight users were recruited for the study - five women and 

three men. The background of the participants were diverse, 

ranging from having short to long educations: a biomedical 

laboratory technician with a master in health informatics, an 

occupational therapist, a global IT-manager, a nurse, a boil-

ermaker, a shipper, an MA in Danish and Psychology, and a 

veterinary nurse. Their age ranged from 34 to 69 years. Six 

out of the eight had a Body Mass Index (BMI) of more than 

25 and were per definition classified as being overweight. All 

the users exercised daily, they were native Danish speaking 

people, and they reported to use the Internet on a daily basis. 

Five out of the eight users wear glasses, which is not a prob-

lem while tracking their eye movements.  

Equipment 

The users’ eye movements were tracked using a Tobii Eye-

Tracker X120. The eye-tracker was placed below a Samsung 

Monitor 21.5 inch monitor used by the test participants, as 

shown in Figure 2. All eye movements were recorded using 

the Tobii Studio software and stored together with a screen 

video recording, voice input, and mouse clicks for subsequent 

analysis [8]. Eye-movements consist of fixations and sac-

cades. A fixation is defined as a moment where the eyes are 

almost motionless and it generally has a duration of 100 ms to 

500 ms. A saccade is defined as a quick movement between 

different fixations and on average it lasts for about 250 ms, for 

example while reading [6]. In this study, we were only inter-

ested in fixations periods. While the test participants sat in 

front of the eye-tracker, their eye movements were shown 

simultaneously on a separate monitor, allowing the facilitator 

to follow the experiment and ensuring the equipment was cap-

turing the data at all times (to the left in Figure 2). Prior to 

every test session, the equipment was calibrated to each par-

ticipant to ensure optimal accuracy (about 0.5 cm on a moni-

tor placed 70 cm in front of the test participant).  

Study Design and Procedure 

Session 1: Eye-Tracking  

Initially, each user received an introduction to the purpose of 

the study. They then received instructions on how to seat 

themselves in a comfortable position in front of the Tobii 

Monitor, while completing the following tasks:  

1. Set up an account in the Online Diabetes Exercise Sys-

tem 

2. Search for help due to forgotten login information 

3. Login to the Online Diabetes Exercise System 

4. Acquire knowledge about the Online Diabetes Exer-

cise System through an available user guide 

5. Start and finish the low volume HIT program (not per-

forming the actual training) 

6. Register and review information in the glucose diary 

7. Log out from the Online Diabetes Exercise System 

After assenting to the instructions and the tasks, the facilitator 

calibrated the Tobii eye-tracker and the users began complet-

ing the tasks.  

 

�

Figure 2 - The eye-tracking set up  

Session 2:  Post-Experience Eye-Tracking Protocol (PEEP) 

A dicta-phone was turned on to collect the users’ answers. 

The facilitator had predefined six Areas of Interests (AOIs) 

which would be the basis for the PEEP-session. The AOIs 

were: (1) Information Text; (2) Forgot login/Create an Ac-

count; (3) Login; (4) Subheadings; (5) Colour Box; (6) Pro-

gress Bar. The AOIs were spread over several different 

screens. The users were asked to provide retrospective proto-

cols, meaning that while they were shown a replay of their 

eye-tracking data they were asked to explain their thoughts 

and decisions to each AOI [6]. The following details were 

specifically queried: long fixations; text scanning rather than 

reading, and failing to look at specific elements that were con-

sidered important for the task. At the end of the session, the 

users were asked if they had any further comments, and if not, 

Session 2 was complete. Session 1 took approximately 10 

minutes and Session 2 took 15-20 minutes.  
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Data Analysis 

Statistical data about the six AOIs were extracted from the eye 

tracking software regarding the two metrics shown in Table 1. 

Usability issues were identified from the statistical data. Valu-

able and complementary inputs to analyse the statistical data 

were provided by the PEEP-technique. The PEEP inputs were 

afterwards compared with the identified usability issues.   

Table 1 – Eye-Tracking Metrics 

Metric Explanation 

Time to First Fixation The time in seconds from 

when the stimulus was 

shown until the start of the 

first fixation within an AOI.  

Visit Count Number of times the user 

fixate on an AOI. 

Results 

The five heatmaps shown in Figures 3 to 7 illustrate the visual 

behaviour of users during the eye-tracking sessions. The col-

our coding illustrates the total time spent looking at various 

areas. Green equals a shorter time, yellow medium time, and 

red longer time. Dashed rectangles indicate AOIs. 

�

�

Figure 3 – The welcome screen has two AOIs: the ‘Login’ 

area and the area for ‘Forgot login/Create an Account’   

Figure 3 shows how the users fixated at the AOI-Login and 

the AOI-Forgot login/Create an Account. On average for the 

Login AOI, the users had 12.00 visit counts and spent 1.38 

seconds before their first fixation, which can be seen in Table 

2. During the PEEP session, some of the users reported that 

the font used was too small to identify the button ‘Create an 

account’. Later in the session, they said that they just did not 

look carefully enough.  

Table 2 – The six predefined areas of interest correspond to 

the two metrics: Visit Count & Time to First Fixation 

 

The heatmap in Figure 4 illustrates how the users read the 

information about the newest research regarding low-volume 

high-intensity interval training. As can be seen in Table 2, the 

users on average had 10.25 visit counts on this AOI, the ‘In-

formation Text’, and spent 17.80 seconds before they had their 

first fixation on it. In the PEEP session, the users reported that 

it was overwhelming with all the information on this AOI and 

was hard to read it all. In addition, they reported that the font 

size was too small. Nevertheless, some of the users mentioned 

that it was interesting to read. A later test of the text showed a 

readability index of 49, which corresponds to very difficult 

readings such as academic papers [9].   

�

�

Figure 4 –AOI with the newest research regarding low-

volume high-intensity interval training  

Figure 5 shows the heatmap for the Progress Bar. On average, 

the users had 1 visit count and spent 1.33 seconds to identify 

the AOI. In the PEEP session, the users reported that the pro-

gress bar was too small and unclear.  

�

�

Figure 5 – While the low-volume high-intensity interval  

training program was running, the users were presented to  

a red progress-bar placed in the top of the of the screen 

Figure 6 shows the heatmap for the page where users can ob-

tain information on how to add another training program or 
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switch to a different type of exercise, for example from biking 

to swimming. The page is divided in subheadings and one of 

these is defined as an AOI. On average, the users had 12.75 

visit counts and 2.96 seconds to first fixation on the AOI Sub-

headings. During the PEEP session, the users reported that the 

subheadings helped them to get an overview of the informa-

tion.  

�

�

Figure 6 - The heatmap of the page where users can get 

information on how to add another training program or 

switch to a different type of exercise 

Figure 7 shows the information explaining the colour scheme 

used during the training program – green for initial warm-up 

and final cool-down period, yellow for pauses between bursts 

of high intensity training, and red for the short periods with 

high intensity activity. The illustration of this at the bottom of 

the figure has been chosen as an AOI, the Colour Box. On 

average, the users had 7.2 visit counts and spent 0.25 seconds 

to first fixation at the AOI. In the PEEP session, the users re-

ported that they preferred figures rather than text. 

�

�

Figure 7 – The heatmap of the page explaining the colour 

scheme used during the training program 

Discussion  

The aim of the study was to assess the potential use of eye-

tracking triangulation to evaluate the usability of the Online 

Diabetes Exercise System. The eye-tracking triangulation was 

made up of two successive sessions: The first session of con-

ventional eye-tracking with predefined tasks followed by the 

second session, The Post-Experience Eye-Tracked Protocol 

(PEEP), the latter being based on the eye-tracking heatmaps 

and the six selected Areas of Interest [6].  

Eye-tracking triangulation is a technique, which has been used 

for more than 20 years in usability studies for marketing pur-

poses, and which is well known in cognitive psychology [7]. 

The technique is an attractive and powerful tool because it 

delivers objective results such as heatmaps and subjective 

results such as statements and reports that clarify potential 

misinterpretations of the heatmaps. The combination of objec-

tive and subjective results can be argued to make the method 

more valid and reliable.  

In our study we saw the strength of the eye-tracking triangula-

tion on several occasions, where the method detected usability 

issues that had not been found with the previously applied 

multi-method evaluation consisting of interviews, paper proto-

typing, heuristic evaluation and tests with users. For instance, 

we had an assumption that the participants would use the pro-

gress bar while they were looking at the low-volume high-

intensity interval training program (Figure 5). However, the 

results showed that the users on average only had one visit 

count at this AOI and thus basically did not use it (Table 2). In 

the following PEEP session, we received an expanded expla-

nation for this. This is an example of how eye-tracking trian-

gulation, in our study, provided relevant information that was 

not provided by any of the four tests and evaluations in the 

multi-method evaluation.   

Another example, which illustrates the strength of the triangu-

lation, is the heatmap in Figure 4, with an AOI describing the 

newest research regarding low-volume high-intensity interval 

training. From the heatmap, we saw that the users read the 

information text, i.e., looked at the AOI labelled Information 

Text, but also that they looked at areas far away from the AOI 

several times. The heatmap did not tell us why, but the users 

explained this during the following PEEP session and thereby 

gave important information on a very relevant problem – that 

it was overwhelming with all the information on this AOI and 

that it was hard to read all. Again, this problem had not been 

detected by any of the four tests and evaluations in the multi-

method evaluation. 

The two examples illustrate how the combination of the eye-

tracking and the post-experienced eye-tracked protocol can 

increase the accuracy and completeness of findings of usabil-

ity issues in a consumer health information technology sys-

tem. 

From the literature, we know that it may be difficult to evalu-

ate systems in the field of health informatics [10]. Bürkle et al. 

have in their study tried to assess advantages and disadvan-

tages of different study designs, which may be potential 

methods to evaluate health informatics. They looked at the 

following designs: a randomized controlled study, a controlled 

study, a non-controlled study, and a simulation study and they 

found that evaluating health informatics depends on: the goal 

of the evaluation, available resources, human factors, and 

what type of technology that has to be examined. They con-

cluded that a mixed approach that combines measurement of 

several indicators is the optimal way to evaluate health infor-
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matics [10]. This conclusion is supported by the findings in 

the present study, which, in addition, indicates a potential 

added value of including eye-tracking triangulation in a mixed 

approach to evaluate health informatics. 

Despite the promising results in our study, there were some 

limitations in the design. Firstly, we only used eight partici-

pants and they were probably not representative of all poten-

tial users of such a system. Secondly, the eye-tracking triangu-

lation was only applied to one system, the Online Diabetes 

Exercise System, and the results may be different when apply-

ing the method to other types of consumer health information 

technology. 

Conclusion 

In conclusion, several problems, not identified previously, 

were found using eye-tracking – adding eye-tracking triangu-

lation to the multi-method evaluation was found to increase 

the accuracy and completeness. Eye-tracking triangulation 

gave objective and subjective results, which are believed to be 

very relevant for designing, implementing, evaluating and 

optimizing systems in the field of health informatics.  

Even though eye-tracking has been used in other areas for 

decades, to our knowledge, eye-tracking triangulation has not 

been applied to health informatics systems. Our findings sug-

gest a future role for eye-tracking triangulation when evaluat-

ing systems in the field of health informatics. 

Future work should include more studies of the potential 

benefits from using eye-tracking. The method should be as-

sessed using larger and more representative groups of users 

and the method should be applied to a variety of different 

types of systems.  
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Abstract 

Recent studies demonstrated that the duration of inactivity 

(sedentary state) is independently associated with increased 

risk of cardiovascular disease. Our goal was to develop the 

technology that can measure the amount of inactivity in real 

time, remind a person that a preprogrammed period of 

inactivity has occurred and encourage a period of activity, 

and provide web-based feedback with tailored information to 

the participant and investigators. Once it was developed, we 

carried out a pilot study in a group of sedentary overweight 

women. The objective of the study was to assess potential of 

the mobile app to reduce inactivity in our target population. A 

randomized crossover design was employed with study 

subjects randomly assigned to a 4-week each “message-on” 

and “message-off” periods. Out of 30 enrolled subjects, 27 

completed the study. The average age of particpants was 

52±12; BMI: 37±6; 47% were white and 47% were African 

American. Overall, inactivity was significantly lower (p<0.02) 

during “message-on” periods (24.6%) as compared to the 

“message-off” periods (30.4%). We conluded that mobile app 

monitoring inactivity and providing a real-time notification 

when inactivity period exceeds healthy limits was able to 

significantly reduce inactivity periods in overweight sedentary 

women. 

Keywords:  

Inactivity, mobile app, eHealth, telemonitoring 

Introduction 

Cardiovascular disease (CVD) is the leading cause of death in 

women in the USA. The risk factors contributing to CVD 

include obesity (strongly associated with insulin resistance), 

diabetes, inflammation, and dyslipidemia. Prevalence of CVD 

is lower in women than in men; however, women with 

diabetes carry a higher risk for CVD. Studies suggest that 

women with diabetes mellitus (DM) without known CVD 

have a greater mortality than women without DM but with 

known CVD.[1] Exercise reduces obesity and visceral 

adiposity, increases peripheral muscle glucose utilization, and 

increases insulin sensitivity.  

The US federal guidelines recommend a daily moderate-

intensity physical activity for 30 minutes. Despite these 

recommendations, the prevalence of obesity and diabetes 

continues to increase, and it is predicted that US obesity may 

reach 42% by 2030. In addition to the well established link 

between physical activity and lower CVD risk, it is now 

becoming evident that the duration of inactivity (sedentary 

state) is also associated with increased risk. The risk 

associated with being sedentary is independent of the amount 

of physical activity; i.e., the effects of too much sitting rather 

than too little exercise also impact CV risk.[2] Studies have 

generally shown that people admitting to a higher number of 

hours of sitting have greater risk for developing diabetes, 

cardiovascular disease, and all-cause mortality.[3] Thus it is 

plausible that reducing the amount of sedentary time may 

reduce CVD and diabetes risk. Furthermore, the data suggest 

that even active individuals would benefit from reducing their 

hours of inactivity. This may be particularly important in 

women who have greater barriers to exercise.[4] 

Our goal was to develop the technology that can measure the 

amount of inactivity in real time, remind a person that a 

preprogrammed period of inactivity has occurred encourage a 

period of activity, and provide a web-based feedback with 

information tailored to the participant and investigators. Once 

it was developed we carried out a pilot study in a group of 

sedentary overweight women. The objective of the study was 

to assess potential of the mobile app to reduce inactivity in our 

target population.  

Materials and Methods 

For inactivity monitoring we employed a physical activity 

tracking device (Fitbit) and an Android smartphone with 

digital data plan. Fitbit uses a three-dimensional accelerometer 

to monitor physical activity including number of steps. Fitbit 

is a miniature wearable device which communicates with a 

smartphone via Bluetooth connection to transmit the physical 

activity data. The physical activity data are then relayed by a 

smartphone to a Fitbit database hosted by the company, which 

provides developers with API to access the user data by 

custom applications. 

System Design 

 

Figure 1 – Mobile App Design 

The inactivity monitoring system consists of two separate 

programs hosted on the same server – a step monitoring app 

that collects data from the Fitbit users and stores it in our 

database, and another monitoring program that generates 
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tailored text messages in certain situations. Both programs 

were developed in C# using the Fitbit API. 

The step monitoring website receives POSTed XML updates 

from the Fitbit server whenever the Fitbit device syncs. Each 

Fitbit account has a subscription service activated that tells it 

where to POST the XML file. The XML file is sent to our site 

by Fitbit automatically for each registered user account. The 

Fitbit device syncs every 10-15 minutes when it is in the 

range, which defines the maximal frequency of updates 

received by our server in real time. Each post provides an 

update on the number of steps made by a particular user in an 

incremental manner. The step counts starts from zero every 

day  at 00:00am. 

When the site receives the XML file it records the time and 

number of steps which are queried for the user using the Fitbit 

API. It then checks to see if there have been less than 15 steps 

in the past hour. If there were, and no blackout conditions 

apply, it will send a tailored text message to the user’s phone 

informing that sedentary period exceeded healthy limits, and 

encourages the user  to take a break from the sedentary 

position. The tailored message provides suggestions from the 

message library on ways to have short physical activity breaks 

in an office environment or at home, depending on the time of 

the day. 

The monitoring program has four different execution modes 

depending on the argument(s) passed. One of those modes is 

the sync monitor. The sync monitoring program goes through 

all users and checks their last sent record, which is the last 

time they synced. If they have not synced for an hour or more, 

it should send them a text message saying so, unless such a 

message was sent in the past hour. This mode runs every 15 

minutes. This mode addresses instances when connection 

between Fitbit and the cell phone is lost. 

The second mode is the exercise link program, which sends a 

link to relevant exercise education materials from the database 

to every user in the database every time it is run. It should 

cycle through all the links in the table in order and goes back 

to the first one after it gets to the end. The current link is 

stored in the database. This program is scheduled to run at 

8am every Saturday and Sunday. This mode promotes user 

engagement in healthy lifestyle activities by empowering the 

user with helpful information during weekends when users 

have more time to review educational messages.  

The third mode is the daily report program, which sends a 

summary of the user’s steps from the previous day. It uses the 

Fitbit API to query a user’s total steps from the previous day. 

This mode provides useful feedback on a daily basis helping 

users monitor their activity level and adjust it when necessary.  

The final mode is the no sync text. This program checks 

whether or not a user has synced in the last 24 hours. If not, 

the user is sent a text message telling them this and 

encouraging them to reestablish connection. This mode allows 

to identify potential technical issues in a timely manner. 

There are blackout conditions for which no messages are sent 

to the patient. The first blackout condition is if the user has 

texted “S[X]”, – where X is the number after S – so that the 

mobile app stops sending text messages for the next X hours. 

If the user texts “Okay”, it does not send texts for the next 1 

hour. They also do not receive texts if there are blackout times 

corresponding to the current time set in the database for that 

day. Blackout hours were entered for each patient at 

enrollment based on their personal preferences. This mode 

addresses specific user preferences in terms of their schedule 

when they cannot use the phone. 

The design of the system has been informed by two focus 

groups conducted in overweight sedentary women at the 

beginning of the development process. The app specifications 

tailored participants’ suggestions voiced in the focus groups. 

 

Figure 2 – Text Messaging Algorithm 

Evaluation Design 

A randomized crossover design was used to evaluate potential 

impact of the mobile app on the inactivity level (Figure 3). For 

this pilot we enrolled overweight sedentary women who met 

the following criteria. 

Inclusion criteria: 

• Adult women with BMI > 30 kg/m
2

 who are inactive 

for > 3 hours on an average day 

Exclusion criteria: 

• Pregnant per participant’s information 

• Inability to walk 

• Medical reasons to limit activity; e.g., unstable cardiac 

conditions such as angina or heart failure 

• Poorly controlled hypertension, SBP >160 mm Hg, 

DBP >100 mg Hg (whether or not they are on 

antihypertensive agents) 

No clinical care was provided by the research team. 

Participants were recruited by flyers and from previously 

conducted focus groups that were designed to provide 

feedback on the devices and messages that were used in the 

study. Almost all the focus group participants expressed 

interest in being in the study.  

During the first visit the participants had their weight, height, 

and BP measured and blood drawn for fasting glucose and 

insulin. A questionnaire was administered to capture 

demographic and major clinical conditions to ensure that 

activity is possible and advisable using the American 

Association of Sports Medicine criteria.[5,6] Participants also 

completed a number of questionnaires that capture their level 

of activity/inactivity at work and during leisure time, as well 

as their readiness toward starting to increase activity. All study 

subjects received a Fitbit One and a smartphone. They were 

instructed on the use of these devices. Digital data plan and 

phone service were provided with the smartphone for all 

participants for the duration of the study. During the first 2 

days (Day -2 to Day 0) participants were asked to use the 

devices and become comfortable with them and they were 

encouraged to contact the coordinator if they had any 

questions. The first 2 days were a regular work days and 

formed a baseline period of activity and inactivity. 

Participants were randomized to one of the two groups (Group 

A or B). Group A participants had the inactivity reminder 

system activated for time period 1 (4 weeks duration), and that 

function was inactivated for the second 4 weeks of the study. 

Group B had the inactivity reminder system inactivated for the 

first 4 weeks, and activated for the second 4 weeks of the 
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Table1 – Inactivity analysis: inactivity is expressed as fraction of the day from 8:00 am to midnight 

 Inactivity of Message-off period Inactivity of Message-on period 

P-value 

 Mean SD Min Max Mean SD Min Max 

Total (N=27) 0.3044 0.1853 0.1200 0.9000 0.2456 0.1394 0.0700 0.6400 0.0207* 

Group A (N=15) 0.3213 0.2274 0.1200 0.9000 0.2153 0.1366 0.0700 0.5200 0.0037* 

Group B (N=12) 0.2833 0.1204 0.1500 0.5600 0.2833 0.1393 0.1500 0.6400 0.9824 

Table2 – Analysis by steps from 00:00 am to midnight 

Steps of Message-off period Steps of Message-on period 

P-value 

Mean SD Min Max Mean SD Min Max 

Total 5977.03 2108.79 2490.6 11109.9 5684.37 2148.4 2537.85 12402.61 0.5902 

Group A 5614.77 1855.12 2620.55 9655 6199.11 2062.1 2969.21 9386.21 0.3303 

Group B 5771.37 2552.4 2537.85 12402.6 5699.43 2224.36 2490.6 11109.89 0.8501 

 

study. At the end of the study (Day 56), the biometric 

measurements and questionnaires were repeated. 

In addtion to tailored text messages generated by the mobile 

app, the participants were allowed to see all the measurements 

of activity that are routinely captured and displayed by the 

commercial Fitbit website. This includes the number of steps 

per day, the number of steps climbed, distance walked, and 

calories burned.  

At the end of the study, participants were asked their views on 

the devices, messages, and the effect of these on their 

perceptions or knowledge about activity and inactivity, the 

impact of these technologies on their readiness to be active, 

and their thoughts on whether they would be willing to 

continue using these devices/software for longer durations. 

This information will be used to improve mobile app design 

for a larger study. 

The primary outcome of interest was the number of episodes 

of prolonged inactivity (> 2 hours duration) per day during the 

time period that the inactivity reminder was active compared 

to not active (time Period 1 vs 2). 

 

Figure 3 –Study duration and number of study visits required 

of research participants. 

Results 

Overall results were positive. Out of 30 enrolled subjects, 27 

completed the study. The average age of particpants was 

52±12, with average BMI of 37±6.; 47% of the participants 

were white and 47% were African American. There was no 

significant difference in baseline characteristics between 

Group A and B.  

The inactivity was calculated as percent of consecutive 2-hour 

slots between 8am and midnight (total of 8 2-hr slots per day) 

during which the number of steps did not exceed 20 (Table 1). 

Overall, inactivity was significantly lower (p<0.02) during 

“message-on” periods (24.6%) as compared to the “message-

off” periods (30.4%). For Group A, the mean period of 

inactivity as a percentage was 21.5% during the “message-on” 

period, and during the “message-off” period inactivity 

increased to 32.1% (p<0.004), indicating a decrease in 

inactivity when receiving text messages from the system. 

Group B, which received no tailored messaging during the 

first 4 weeks, showed no change when it was switched to 

messaging in the subsequent 4 weeks, with a mean inactivity 

period of 28.3% for both the “message-on” and “message-off” 

periods. 

An analysis of the step count revealed that Group A had a 

higher average daily number of steps during “message-on” 

period (6199.1±2062.1) as compared to the “message-off” 

period (5614.8±1855.1). A similar but less pronounced 

tendency was documented in Group B with mean number of 

daily steps going from 5771.4±2552.4 during “message-off” 

period to 5699.4±2224.4 during “message-on” period. 

After completion of the 8-week follow-up period, two focus 

groups were conducted with the study participants. A majority 

of the participants expressed high acceptance of the mobile 

app and indicated willingness to use it in the future. 

Discussion 

A mobile app monitoring level of inactivity in real-time has 

been successfully introduced in this study. The impact of 

tailored messaging generated by the mobile app in response to 

prolonged periods of inactivity has been studied in overweight 

sedentary women using randomized crossover design. The 

results of the study demonstrated a significant impact of 

tailored messaging on inactivity. Comparison between 

“message-off” and “message-on” periods showed that there 

was statistically significant reduction in inactivity duration 

when the study particpants were receiving text messages 

indicating that sedentary periods exceeded healthy limits and 

encoraging the study subjects to move. Further analysis 

demonstrated that significant reduction in inactivity occurred 

only in Group A which receved tailored messaging during the 
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first 4 weeks of wearing Fitbit. Participants in Group B who 

started receiving tailored messages only after 4 weeks of 

wearing Fitbit did not demonstrate decrease in inactivity after 

they were switched to tailored messaging. This conforms to 

previously described phenomenon of technological imprinting 

when initial patterns of new technology use are maintaned 

regardless of the subsequent changes in this technology.[7-9] 

Any change in user behavior afterward requires additonal 

retraining.[10,11] Our results underscore the importance of 

introducing fully functional mobile apps including tailored 

messaging from the very beginning of the intervention aimed 

to reduce inactivity. 

Recent studies have demonstrated the importance of patient-

centered delivery of the medical care tailored to individual 

needs, preferences, and values of the patients.[12-14] In 

concordance with these findings, successful implementation of 

the mobile app described in this study can be attributed to 

tailoring its specifications to preferences of the target audience 

and employment of participatory design principles from the 

beginning of the mobile app’s development.[15-17] Another 

factor affecting high acceptance of the mobile app is that 

smartphones have become a ubiquitous appliance widely used 

in our target population.[18,19] High utility of mobile phones 

for health empowerment and engagement has also been 

demonstrated previously.[20,21]  

Conclusion 

A mobile app monitoring inactivity and providing a real-time 

notification when inactivity period exceeds healthy limits was 

demonstrated to significantly reduce inactivity periods in 

overweight sedentary women. The proposed approach is 

warranted for further investigation in larger group of subjects 

using randomized clinical trial design.  
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Abstract 

Diabetes is a complex disease affecting 29.1 million (9.3%) US 

citizens [1]. It is a chronic illness that needs continual medical 

care and ongoing patient self-management, education, and 

support [2]. There is no cure for diabetes, requiring patients to 

conduct frequent self-monitoring of blood glucose and dosing 

of insulin in many cases. Evidence has shown that patients are 

more adherent to their diabetes management plan when they 

incorporate personal lifestyle choices [3]. To address the chal-

lenge of empowering patients to better manage their diabetes, 

we have developed a novel mobile application prototype, 

iDECIDE, that refines rapid-acting insulin dose calculations 

by incorporating two important patient variables in addition to 

carbohydrates consumed that are not a part of standard insulin 

dose calculation algorithms: exercise and alcohol intake [4, 5]. 

A retrospective analysis for the calibration and evaluation of 

iDECIDE is underway by comparing recommendations made 

by the application against dosing recommendations made by 

insulin pumps.  

Keywords:  

Diabetes mellitus; Insulin dosing; Clinical decision support 

systems Mobile application Disease self-management. 

Introduction 

Patient-centered care is defined as health care that respects pa-

tients’ wants, needs, and preferences, supporting patient desires 

to make decisions and participate in their own care [6]. Too 

often patients must adapt to pre-existing protocols and guide-

lines, rather than receiving services designed to focus on their 

individual needs and preferences [6].  Patient-centered decision 

support that translates evidence-based care into health care 

practice in ways that account for individual preferences and 

goals is needed.  

Many patients with chronic conditions such as diabetes can 

benefit greatly from self-management [7]. Self-monitoring of 

blood glucose can be empowering for patients, but tracking 

such data can be overwhelming [8]. Even patients well trained 

in diabetes self-management often fail to meet personal glyce-

mic goals. Despite ongoing research to identify patient prefer-

ences, track treatments, and integrate patient data to provide 

personalized options, significant advances in the design and 

deployment of patient-centered decision aids are still to be 

made [9, 10].   

Type 1 diabetes (T1D) is a chronic disease in which a person’s 

pancreas does not produce insulin, a hormone required to regu-

late carbohydrate and fat metabolism in the body. Type 2 dia-

betes (T2D) results from a relative insulin deficit and can be 

due to a diminished insulin effect or insufficient production to 

maintain normal blood glucose levels. T2D patients may need 

insulin injections, oral medications, non-insulin injectable med-

ications, or various combinations of these to control hypergly-

cemia. Patients with T1D must manage their disease by using 

insulin injections deliverable through syringes, insulin pens, or 

insulin pumps. Contemporary insulin pumps utilize a rapid 

acting insulin analog and deliver continuous basal insulin. Ad-

ditionally, insulin pumps have bolus calculators that calculate 

the units of insulin needed based on settings, food intake and 

active insulin time.  Such bolus calculators, which are designed 

to cover mealtime glucose excursions, do not take into account 

patient preferences such as alcohol intake and exercise. Evi-

dence shows that these personal preferences can have a signifi-

cant short-term impact on glucose levels, which in turn affects 

insulin dosing [4, 5]. Our hypothesis is that by incorporating 

current evidence regarding the impact of exercise and alcohol 

intake on insulin dosage, we can further improve postprandial 

glucose levels for adult individuals with diabetes, thereby em-

powering them to make informed, evidence-based self-

management decisions. We have designed and seek to evaluate 

a novel, evidence-based decision support tool, iDECIDE, 

which customizes and refines rapid-acting insulin dosing calcu-

lations by incorporating individual preferences for exercise and 

alcohol. The target population of iDECIDE is adult diabetes 

patients with T1D or T2D. 

Most of the available mobile applications are not evidence-

based [11], while iDECIDE is based on the most current medi-

cal evidence.    

Methods 

A literature search that included diabetes pathophysiology, 

treatment and management options was conducted. We identi-

fied insulin dosage calculations based on glycemic levels, car-

bohydrate intake, exercise, and alcohol consumption.  

Next, we reviewed the literature on smartphone apps for diabe-

tes self-management and apps for healthy eating, physical ac-

tivity, and personal health and wellness [11, 12]. Based on the 

review there is a proliferation of apps that are not evidence-

based or do not align with well-established behavior change 

theories. 

Following our literature review, we met with an endocrinolo-

gist and diabetes care team to further understand diabetes and 

to discuss current clinical challenges that patients encounter. 

We participated in a guided simulation training session with a 

diabetes nurse educator at the Mayo Clinic Arizona Simulation 

Center that included hands-on experience with insulin pumps 

and continuous glucose monitors. The training excluded review 

of existing smartphone apps for diabetes management, fitness 

or nutrition. Based on the trainings we created three prototypi-

cal patient cases to reflect the daily regimens and personal 

preferences encountered on a daily basis by diabetes patients.  

We learned that diabetes is not a “one size fits all” disease and 
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ther improve the interfaces and functionalities of the mobile 

app. 

iDECIDE does not communicate with continuous glucose mon-

itors or insulin pumps via wireless or Bluetooth technologies 

because insulin pump and glucose reader manufacturers do not 

share the application programming interfaces (APIs) that could 

facilitate such interactions. iDECIDE currently requires pa-

tients to manually input first their glucose reading, meal carbo-

hydrates, alcohol intake and exercise. iDECIDE recommends 

an insulin dosage to be injected using an insulin pump or sy-

ringe. The current study utilizes patients on insulin pumps as a 

model to test and refine the iDECIDE methodology. Insulin 

pumps utilize only rapid acting insulin. Future refinement of 

the system to account for differences in insulin pharmacokinet-

ics will be needed. There are situations where the actions of 

diabetes patients digress from what was previously entered into 

the pump’s bolus wizard.  In these situations there is no tech-

nology to account for such behavior. Most patients who use 

insulin pumps are fairly disciplined and adhere to an estab-

lished routine, in such cases iDECIDE would be a useful tool. 

Table 1– My Diabetic Diary: Tracking alcohol intake 

DATE 

(m/d/y) 

TIME 

(Hour: 

Min) 

TYPE OF 

DRINK 

(Beer, 

wine, etc) 

# OF 

DRINKS 

MEASURE 

(small glass,  

pint, can, 

etc) 

Did You Input 

Drink’s Carbs 

Into Insulin 

Pump?  

__/_ /_ __:__    YES carbs: NO

Table 2– My Diabetic Diary: Tracking exercise performed 

DATE 

(m/d/y) 

TIME 

(Hour: 

Min) 

INTENSITTY – check one DURATION 

(minutes) 

__/_ /_ __ : __ LIGHT MODERATE VIGOROUS  

Conclusion 

iDECIDE is a novel mobile application prototype that personal-

izes insulin dose calculations by incorporating two important 

patient variables that are not currently a part of standard insulin 

dose calculation algorithms: exercise and alcohol intake. Un-

like the proprietary algorithms currently employed by insulin 

pump manufacturers to calculate insulin dose recommenda-

tions, iDECIDE is based on available clinical evidence that can 

be reviewed and discussed by the patient with the endocrinolo-

gist and care team. Also, iDECIDE will empower patients to 

improve disease management, fitness and nutrition by incorpo-

rating SMART goals. The app will help to track the achieve-

ment of SMART goals, but also provide reminders, encour-

agement messages and alternatives to help patients achieve 

their goals.  
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Abstract 

Smartphones include features that offers the chance to deve-

lop mobile systems in medical field, resulting in an area called 

mobile-health. One of the most common medical examinations 

is the electrocardiogram (ECG), which allows the diagnosis of 

various heart diseases, leading to preventative measures and 

preventing more serious problems. The objective of this study 

was to develop a wireless reconfigurable embedded system 

using a FPAA (Field Programmable Analog Array), for the 

acquisition of ECG signals, and an application showing and 

storing these signals on Android smartphones. The applica-

tion also performs the partial FPAA reconfiguration in real 

time (adjustable gain). Previous studies using FPAA usually 

use the development boards provided by the manufacturer 

(high cost), do not allow the reconfiguration in real time, use 

no smartphone and communicate via cables. The parameters 

tested in the acquisition circuit and the quality of ECGs regis-

tered in an individual were satisfactory.  

Keywords: 

M-health, Electrocardiogram, Embedded systems, Field 

Programmable Analog Array. 

Introduction 

The smartphones popularization and the growth of available 

resources on these devices, as well as higher life expectancy, 

resulted in the development of mobile systems to be used in 

the medical field, resulting in an area called Mobile Health 

(m-Health). Nowadays, this area has generated significant 

breakthroughs and contributions in health-related research [1]. 

Studies undertaken by the World Health Organization (WHO) 

estimates that in 2030, about 23.3 million people will be fatal 

victims of cardiovascular disease [2]. One possibile solution to 

reducing these estimates is to increase the use of portable elec-

tronic systems to diagnose various heart diseases. These sys-

tems easily and comfortably perform tests with mobility, ena-

bling preventative care and avoiding more serious problems 

[3].  

Electronic systems that perform the acquisition of the electro-

cardiogram (ECG) consist of an analog stage (signal amplifi-

cation and filtering) and a digital stage (signal digitizing). It’s 

important to emphasize that for the acquisition of bioelectric 

signals such as ECG, an analog stage will always be necessary 

due to the necessity of amplifying and filtering the signal be-

fore its digitization, eliminating the electrode half-cell poten-

tial and avoiding aliasing. Therefore, the Field Programmable 

Analog Array (FPAA) is an analog stage option. The FPAA is 

a semiconductor device consisting of several internal configu-

rable analog circuits (switched-capacitor filters, multiplexers, 

operational amplifiers, and others). The use of FPAA offers 

the following advantages: easy and fast prototyping circuits, 

low cost, reduction of the dimensions of the printed circuit 

board, increased system reliability, high precision and flexibil-

ity [4]. 

There are a few studies designed to use FPAA for the acquisi-

tion of ECG signals [3, 5, 6, 7]. In was observed the following 

limitations in common in these studies: a desktop computer 

used to view and store ECG signals in real time; usually re-

quire a Field Programmable Gate Array (FPGA) and a FPAA 

contained in their development boards provided by the manu-

facturer (high cost); the FPAA settings are pre-generated on a 

computer and stored in the FPGA or an auxiliary memory; the 

FPAA sends the ECG signal to the computer via cable (USB 

or EIA-232); and the recording tests are performed using only 

ECG simulators. 

The lack of FPAA studies in literature added to the growing 

demand for this subject, motivated the goal of this paper to 

develop a Reconfigurable Embedded System for ECG Signal 

Acquisition (RES-ESA), and a software to display and store 

these signals on a smartphone with the operational system 

(OS) Android. Thus, we seek to explore the advantages pro-

vided by FPAA outdoing the limitations of other papers. 

Materials and Methods 

The microcontroller (MCU) selected was the C8051F320 [8] 

which is an 8-bit device with a core compatible with the MCS-

51 family instruction set. This core has a pipeline that allows 

the execution of 70% of instructions in 1 or 2 clock cycles, 

providing an acceleration of approximately 12 times greater 

compared to the original MCS-51 core using the same clock. 

In addition to the resources available in the MCUs from the 

family MCS-51, the C8051F320 also includes: 24.5 MHz os-

cillator, 2304 bytes data memory (RAM) (256 bytes original, 

1 extra kB and 1 kB USB FIFO), 16 kB program memory 

(FLASH) programmable in the system, SPI serial port, USB 

2.0 transceiver/controller, A/D converter (10-bit SAR, 200 

ksps, 17 multiplexed inputs), 2.44 V voltage reference to the 

A/D converter, 3.3 V voltage regulator, crossbar that allows  

to configure each MCU I/O pin function, among others. The 

MCU package is a kind of 32-pin SMD (LQFP) and was 

welded in a DIL adapter card (2.54 mm pitch) allowing its use 

in the breadboard. 

The FPAA used in the study was the AN221E04 [4], which 

internally has: four configurable analog blocks (CAB), six E/S 

configurable cells  (two output specific), 256 byte Look up 

table (LUT), voltage references, oscillator and configurable 

frequency dividers, configuration interface, configuration 

RAM memory (stores the current FPAA configuration), shad-

ow RAM memory (stores the new FPAA configuration), and 

analog switches (connect any CAB in any I/O cell). There are 

internally in each CAB the following analog devices: two op-

erational amplifiers, a voltage comparator and eight capaci-

tors, in addition to analog switches that connect these devices. 

The two RAM memories allows on-the-fly reconfiguration, in 

which a new configuration may be sent to the FPAA while the 

current is in operation, and the new one takes place with no  

FPAA restart required. The AN221E04 has a 44-pin SMD 
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circuit board. The board has not been manufactured yet, but 

the layout has already been prepared. 

It is possible to view and store the ECG signals in real time on 

the smartphone Android application and change the total cir-

cuit gain, enabling send the data via the Internet to a doctor to 

examine them later (telemedicine). 

The main contributions of this work was the development of a 

system for acquisition of ECG signals using a smartphone, the 

development of a reconfigurable system for the acquisition of 

analog signals, and the creation of Java methods for the An-

droid application to reconfigure the gain of the FPAA via 

Bluetooth. Comparing this work with others that used FPAAs 

for the acquisition of bioelectric signals, it can be noticed the  

following differences: the system developed displays and 

stores the signals on a smartphone and not only on a desktop 

computer; the system developed did not use the development 

board provided by the FPAA manufacturer (high cost); the 

developed system allows to set the FPAA gain via smartphone 

in real time; the system sends the recorded data via bluetooth 

and not only through cables; and the developed system was 

tested in an individual in real ECG acquisition. It should be 

noted that no work found allows to view the signals and re-

configure the FPAA on a smartphone. 

Some suggestions for future works are: manufacturing the 

printed circuit board to improve various system characteristics 

(noise, CMRR, and others); development of a home care sys-

tem using RES-ESA; analysis of the possible applications and 

the potential impact on the care delivery loop; use of signal 

processing algorithms and artificial intelligence on the An-

droid application for QRS detection and heart problems; de-

velopment and testing new FPAA configurations for other 

bioelectrical signals acquisition, such as electroencephalogram 

(EEG) and electromyogram (EMG); use of algorithms for 

estimation of sleep stages, epilepsy detection, among others; 

and the development of human-machine interfaces based on 

bioelectric signals, an area with a lot of attention nowadays. 
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Abstract 

The recent development of mobile technologies allows nurses 

to receive different types of requests anywhere. However, the 

interruptions generated by these devices often presents a chal-

lenge for nurses in their daily work in a hospital department. 

In previous inquires we have investigated nurses' strategies to 

managing technology-mediated interruptions in the form of 

nurse calls. This study reports on an effort to co-design a sys-

tem that supports an important strategy employed by nurses. 

Through the involvement of domain experts, the study elicits 

requirements for an awareness system to support nurses’ col-

laborative effort in handling nurse calls. 

Keywords:  

Awareness; Interruptions; Collaboration; Nurse Calls. 

Introduction 

Nursing work in a hospital department is characterized by 

complex cognitive work that involves continuous organisa-

tion, prioritisation and decision making [1]. Nurses can have 

multiple clinical and administrative tasks that simultaneously 

compete for their attention. To manage these challenges in 

order to provide high quality care, communication among 

nurses is fundamental [2, 3]. 

One important aspect of nurses' work is responding to nurse 

calls. Nurse call systems provide a means for patients to 

communicate their need of assistance to a nurse. Regardless of 

how the nurse calls are communicated to the nurse, they are 

likely to interrupt an ongoing task. This requires the called 

nurse to assess her availability for the nurse call and perhaps 

yet again re-prioritise and re-organise work. Therefore, nurse 

call systems have often been accused to be a source of inter-

ruptions that not always are appreciated, as they often disturb 

ongoing work [4-6]. Interruptions in these environments are 

also associated with reduced quality of care [7] and patient 

safety [8]. 

The intentions behind a nurse call can vary greatly, from toi-

leting assistance or pain medication to information requests 

[9]. As most nurse call systems do not provide urgency clues, 

nurses need to decide, with sometimes limited information, 

whether they should abort an activity to respond to the nurse 

call or not. A decision that often is regarded as stressful [4, 6]. 

To date, limited literature exists that describes nurses' han-

dling of nurse calls. Instead, previous research on nurse call 

systems investigated aspects such as patient satisfaction [10], 

reasons behind nurse calls [11], and attempts to limit nurse 

calls [9, 11]. Through ethnographical fieldwork, we previ-

ously investigated nurses' strategies in managing interruptions 

in the form of nurse calls [6, 12]. As a next step, the aim is to 

discover how a system could be designed to support these 

strategies. 

Nurses assess their availability towards a nurse call based on a 

number of contextual factors, including their current activity, 

the relationship to the calling patient and the patient’s condi-

tion [6]. A strategy employed by nurses to handle nurse calls 

is to hand over their patient responsibility in certain situations 

[12]. However, another important strategy identified in our 

previous studies is maintaining an awareness of colleagues’ 

activities. The decision of whether to respond to a nurse call is 

highly influenced by this awareness [6]. 

Therefore, the main objectives in this study were to (1) co-

design a system with end-users that supports nurses in main-

taining awareness of colleagues' availability, and (2) to ana-

lyse the possible effects the proposed system could have on 

current work. Based on data from our previous studies, we 

developed a prototype system. The prototype was used as a 

trigger for further requirement elicitation and analysis in par-

ticipatory design workshops [13] to achieve the study objec-

tives. 

Background 

Awareness 

Awareness is a central concept within the field of computer-

supported cooperative work (CSCW) that is essential when 

one aims to support efficient coordination and collaboration 

among team members [14]. The perhaps most commonly used 

definition of awareness within CSCW is “…an understanding 

of the activities of others, which provides a context for your 

own activity” [15]. Schmidt discusses the problem that the 

notion of awareness is indeed ambiguous and that it needs to 

be understood as a person’s awareness of something [16]. One 

relevant example would be activity awareness that is an essen-

tial part of collaboration between medical personnel in a hos-

pital. Here, the awareness of colleagues' activities has direct 

influence on their own activity [17]. Further, Heath et al. dis-

cuss how awareness is achieved and sustained through social 

interaction that involves participants’ sensitive monitoring and 

displaying of actions and activities [16, 18]. A key aspect is 

that the monitoring and displaying process can occur simulta-

neously as its own activity, requiring very little effort [19]. 

There has been extensive research into how technology could 

support awareness [14]. Within the healthcare domain, one 
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example is the AwarePhone approach that seeks to minimize 

interruptions by mediating context cues about the callee to the 

caller through the phone’s address book [20]. The main focus 

in their study is how the mediated social awareness can en-

hance collaboration among health care workers who are not 

co-located. For example, allowing a nurse to consult a doctor 

more easily. Our focus, however, is to investigate how such 

an awareness system could be designed to support the han-

dling of a specific type of interruption, that is nurse calls. 

Nurse calls differ from information requests in the form of 

phone calls in that the former is expected to be responded to 

more or less immediately, while that is not always the case for 

the latter. 

Activity Awareness to Support Nurse Call Handling 

A few years ago a new, wireless nurse call system was de-

ployed at a Norwegian university hospital. The system allows 

patients to issue a nurse call by using a draw-string mounted 

inside each patient room. The signal is then delivered to 

nurses on both public displays and on wireless phones carried 

by the nurses. A call plan allows nurses to configure to which 

nurse a nurse call should be delivered first. If the primary 

nurse is not able to respond to the call, it can be forwarded to 

the next nurse. Nurses usually configure the call plan accord-

ing to agreed patient responsibility. By doing so nurses’ re-

ceive nurse calls on the wireless phone from patients they 

have the primary responsibility for first [12].   

Through observations and workshops, we investigated nurses’ 

strategies to handle nurse calls at the hospital where the above 

system was deployed [6]. The findings report a number of 

contextual factors that play a role in nurses’ decision whether 

to respond to a nurse call in a busy situation. An important 

factor, however, is their awareness of colleagues’ activities. 

Nurses continuously monitor colleagues’ activities as well as 

their own, in order to know who is available. Knowing that 

someone is available when, for example, situated in a patient 

room talking to an anxious patient, allows the nurse to remain 

focused on the task at hand, trusting that a colleague will take 

care of the call. Similarly, nurses prioritize their own activities 

based on their awareness of colleagues’ activities. For exam-

ple, if a nurse is aware of that his or her colleagues are busy 

and unable to respond to nurse calls, the nurse may not under-

take an activity that will make him or her unavailable as well. 

Rather, the nurse chooses to remain available in order to act as 

a backup in responding to nurse calls for the other nurses [6]. 

However, it is not always the case that nurses are able to 

monitor colleagues or display their own activities. Nurses re-

port that sometimes a patient visit can take an unexpected 

turn. In these cases, when nurses normally have not told any-

one about the prolonged stay, it might be that no one is able to 

respond to nurse calls [6]. 

Methods 

Research Design 

To meet the first objective, to co-design a system with domain 

experts, participatory design workshops were held. To trigger 

discussion, and to demonstrate to the participants technologi-

cal possibilities, a prototype was developed [21]. The proto-

type system allowed nurses to communicate their availability 

status through the wireless phone, as well as, become aware of 

colleagues availability when a nurse call was issued. 

Mogensen and Trigg discuss how artefacts can be used to fos-

ter analysis of both current and future practice in participatory 

design workshops [13]. Scenarios were designed for the 

workshop where the prototype was used to address the second 

objective, to analyse possible effects of the designed technol-

ogy. 

Two workshops were held with nine female student nurses 

from five different hospital departments. All participants had 

at least one month of experience working at the hospital and 

using the wireless nurse call system. The workshops were 

held in a usability lab furnished as a hospital ward and video-

taped to facilitate detailed data analysis afterwards. Each 

workshop lasted for about three hours. After an initial focus 

group interview, the workshops also included a role-play ses-

sion, before allowing participants to reflect on their experi-

ence with the prototype in another focus group interview. 

The scenarios for the role-play session were based on our pre-

vious observational studies of the system at the hospital. The 

scenarios aimed to replicate tricky situations where the acting 

nurse had to decide whether or not to abort the current activity 

in order to respond to a nurse call. Participants were instructed 

to use the prototype in the scenarios. The methodology ap-

plied was also influenced by scenario-based design, often em-

ployed in the design of collaborative systems [22], and the use 

of role-play in the design of mobile systems [23]. 

Prototype 

The prototype was developed using a conceptual user inter-

face design tool. The prototype was deployed on an iPhone 

and allowed users to interact with the application’s different 

screens and menus. However, as the prototype only imple-

mented the user interface, it was not possible to send mes-

sages between the phones. Additionally, the application did 

not receive nurse calls. Therefore, we configured the phones 

to display a nurse call before the scenario (Figure 1). Then, 

during the scenario, one of the researchers would play a sound 

that indicated that the acting nurse received a nurse call. 

 

Figure 1 - Colleagues' statuses are displayed on the phone 

when a nurse receives a nurse call 

In addition to displaying the room number from where the call 

was initiated, the prototype also displays the availability status 

for each colleague in the ward. The nurse can then use this 

information in deciding whether to reject (“avvis”) or accept 

the nurse call (“ok”). Through the user interface, nurses can 

set their availability status to: available (green), busy (yellow), 

or unavailable (red), as illustrated in Figure 2. The idea was 

that a nurse could use the green indication when not occupied 

with anything important and is able to respond to nurse calls. 

Yellow indicates that the nurse is busy, but that the task is not 

of the highest importance. The red indicator communicates 

that the nurse is undertaking an important task that the nurse 

would not like to forsake. 
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Figure 2 - Nurses can be choose from three different avail-

ability statuses 

Results 

Availability Monitoring 

When presented with the prototype, nurses' initial reactions 

were very positive. A nurse reflected: “That’s clever, then you 

see whether someone can respond to it or not, or if you have 

to assess responding to it yourself”. The nurses explained that 

in a situation where they are occupied with another task, it 

relives the decision making process if they know that there are 

other colleagues who can respond to the call, but also that this 

enhanced awareness of their colleagues' availability could 

alter their decision to engage in an activity in order to remain 

an available resource. A nurse explained: “if I see that many 

have set themselves to busy I would have waited, it would 

have been great to have an overview really”.  

This resonates with nurses' current practice of monitoring 

their colleagues' activities and availability [6]. The nurses re-

ported trying to keep each other informed about activities they 

undertake. However, as a nurse stated, it is impossible to 

know where everyone is all the time. For example, nurses said 

if they are just bringing something from a different floor they 

do not tell anyone about it. They also admit that it is more 

difficult to keep track of colleagues’ activities while inside a 

patient room. 

Availability Displaying 

Being able to display ones’ availability through the system to 

colleagues in times where it would have otherwise been tricky 

to do so, was seen as a benefit. According to the nurses, this 

would allow them a higher degree of focus on the task they 

are performing. A nurse said: “It would have been useful to be 

able to give a notice (.), or to lock ones phone (.), so that 

when you’re in a situation that is difficult to leave (.), that 

some of your responsibility of responding to nurse calls is 

taken away if there are others who are able to respond during 

that time”. 

In the focus group discussions, nurses expressed uncertainty 

in how to set ones’ availability status in different situations. 

The prototype allowed nurses to set their availability to green, 

yellow, or red. But, it was far from clear in what situation a 

nurse's availability would be set, for example, to yellow or 

red. When discussing how the system should behave when 

different statuses were set, no nurse wished to make them-

selves completely unavailable (or unreachable) in any situa-

tion. They rather wished to indicate that they are occupied at 

the moment but not completely block incoming requests. 

While discussing a scenario where the acting nurse was visit-

ing an anxious patient, a nurse said: “I would never had set 

myself as unavailable – that is completely unavailable, no, 

because if the others are busy with various things that they 

can’t leave, then I’m able to leave a patient who is a bit anx-

ious if I explain myself and ask if I can leave for just two min-

utes”. Hence, nurses wished to remain in the "loop" even 

when occupied to remain aware of what was going on outside. 

As a nurse told: “You can’t remain an overview [of what is 

happening] if you’re completely unavailable or blocked”. 

Especially at night shifts, were there are fewer nurses work-

ing, it important that nurses are notified about a nurse call 

even while “unavailable”. A nurse explained: “during the 

night for example (.), it isn’t possible (.), then you are usually 

alone at the bed area (.), perhaps together with an assistance 

nurse”. 

One concern the nurses voiced was the extra work maintain-

ing their status would require. Although they saw the benefit, 

they were afraid it would not be used or that they would forget 

to change their statuses. Therefore, they suggested the status 

of a nurse should be changed automatically whenever he or 

she enters and leaves a patient room. Further, it was proposed 

that there should be a timer, which would remind the nurses to 

change their availability back to green after some time. 

Adaptive Notification Profile 

In the deployed system at the hospital, when a nurse call is 

issued, nurses are notified through wall panels and the wire-

less phone. The wall panel where a nurse has marked his or 

her presence displays the room number and makes an alarm-

ing sound. The wireless phone also plays a ringtone when a 

nurse call is received. The wireless phone at the hospital is 

configured so that nurses are not able to turn the volume of 

the ring signal below a certain level. 

In the focus group discussions it was evident that the nurses 

did not appreciate the rigid notification scheme. Nurses felt 

the ringing was too excessive, especially inside a patient 

room. A nurse said: “Inside the room it is quite quiet so you 

don’t need to have such a severe sound”. Similarly, a nurse 

expressed that “there is no point in having alarms both on the 

phone and on the wall” inside a patient room. Nurses said the 

many alarms made it more difficult to focus on the patient 

they were caring for. 

Instead nurses propose that the notification should be modi-

fied according to their availability status. A vibration, they 

explain, would be enough to make them aware of a nurse call 

in situations where they, for example, are busy with another 

patient. However, if a nurse call is not responded to by anyone 

after some time, nurses suggested the notification could be-

come more persuasive. Another nurse proposed that the time 

the calling patient had waited for a response could be dis-

played together with the notification. 

System Interaction and Feedback 

After having forwarded a nurse call, nurses explained that the 

calling patients do their thoughts, making them wonder 

whether the patient received help or not. As this further takes 

some of their attention away from their current task, they said 

that they would wish to receive feedback, after having dis-

missed a nurse call, as to whether someone else responded. A 

nurse proposed that the room number displayed on the wall 

panel could change colour when a nurse confirmed that he or 

she will respond to the call. Another nurse confirmed: “Yes, a 

type of confirmation that tells you that the nurse call you for-

warded has been responded to”. 

Further, the nurses proposed that feedback should be provided 

to the patient that someone is on their way. The current system 

does not provide any information to the patient about whether 

a nurse has noticed their request. 

During the focus group interview the nurses explained that the 

phones are badly suited for sterile environments and the 

phones should not be exposed in these situations. A badly 

designed user interface, which required too much attention, 

was also mentioned as a reason why the phones were not 

used. The nurses felt that interacting with the phones took too 

J. Klemets and P. Toussaint / Requirements for an Awareness System to Support Nurses’ Handling of Nurse Calls 105



much focus away from, for example, a visited patient. When 

asked how they would like to be notified about a nurse call, a 

nurse explained: “To have a look at the wall-panel is not as 

disruptive as to pick up and look at the phone". Instead nurses 

preferred to use the wall-mounted displays to learn about a 

nurse call and to respond to them.  It was suggested that col-

leagues' availability status should be displayed on public dis-

plays, to make the information accessible "at-a-glance". A 

nurse said: "I think that the proposal made was very good, 

that the sound is turned off, and that you instead see it on the 

wall-panel".  

Expected Effects 

One expected effect of the new functionality the nurses dis-

cussed was that it would allow them to more fully focus on 

the patient they are nursing if they knew there were others 

available to care for a calling patient. The nurses explained 

that if they are aware a colleague is able to respond to a nurse 

call, they then do not rush away from the patient as quickly as 

they would otherwise. 

Further, they expected the availability awareness to reduce the 

wait-time for patients. Although the nurses said the current 

system works as it is, the proposed functionality would make 

it more effective. A nurse explained: "With the new function-

ality it would probably be more efficient and faster, five min-

utes for us seems like nothing, but for the patients it probably 

feels like forever". If the nurses know their colleagues are un-

available, there is no need to let the nurse call keep calling to 

find out whether someone is able to respond.  

Similarly, nurses revealed that, even if they are not busy with 

something, they sometime hesitate to respond to a nurse call 

from a patient that is not their assigned responsibility. A nurse 

explains: “It is best for the patient to be [in] contact with the 

same nurse as much as possible, so if she isn’t busy there is 

no reason for me to go in there, otherwise you could just enter 

any room at any time”. However, if the primary nurse for the 

patient is not responding and cannot be seen, nurses said they 

do respond to the call. Providing quick access to information 

about the primary nurse's availability status could therefore 

also reduce response times to nurse calls. 

Summary of Proposed Functionalies 

The following list summarizes the additional functionalities to 

the proposed awarenss system that were suggested by the 

nurses during the workshops. 

• Nurse calls should not be blocked even if status is set 

to yellow or red so nurses can remain aware of what is 

going on in the department 

• The notification for nurse calls should be modified 

according to set availability status and for how long 

the calling patient has waited  

• Status should be set automatically when entering or 

leaving a patient room 

• A timer should remind the nurses to update their 

status if it has been set to yellow or red 

• Allow nurses to interact with wall mounted displays 

instead of the phone (monitoring and displaying 

availability) 

Discussion 

A concern raised during the workshop was the extra work 

required in maintaining ones’ status, which also was men-

tioned as an issue in [20]. While the proposed solution to up-

date the status automatically based on location is appealing, 

there is reason to be cautious when building context-aware 

applications [24]. Brown and Randell argue for a defensive 

use of context that allows users to easily correct the system 

when it makes an erroneous inference [25]. The system could 

well infer a nurse's availability based on the location, but 

make this inference flexible. For example, the system could 

automatically set the nurses status to busy (yellow) when en-

tering a patient room. At the same time, this selection could be 

displayed on the wall panel inside the room and allow the 

nurse to change the status by pressing either a green or red 

button on the wall panel. 

As both monitoring and displaying of co-located colleagues 

requires barely any effort [18, 19], the difficulty is to achieve 

the same awareness when designing a system to support spa-

tially distributed team members [14]. Some degree of auto-

matic inference of availability helps at the displayer's side, but 

it is important to not overload monitor with too much informa-

tion, as Gross discusses [14]. In their paper, Avrahami et al., 

demonstrate how people often over- and under-estimate the 

significance of various cues when estimating the interruptibil-

ity of a person. In their study, contextual variables such as 

whether a person was on the phone, drinking, reading, or so-

cially engaged were included. Similarly, another study found 

that people use contextual cues to merely find out whether a 

person is present, rather than assessing whether the person can 

be interrupted or not [26]. While the cues included in these 

two studies were more related to typical office work, it does 

raise the question whether such cues are beneficial when esti-

mating whether a person can be interrupted or not? The main 

rationale to merely display a colour code is to lessen the effort 

required by the one monitoring. However, whether such an 

indication is correctly estimated is not addressed in this study. 

With regard to system interaction, the results hint that the 

nurses do not prefer to pick up the phone when a nurse call is 

issued. Therefore, one alternative could be to present the 

number of available nurses along with the nurse call on a wall 

panel. Further, the availability information could be made 

easily accessible on a big screen in the hallway. Allowing 

nurses to change their status on the publicly available screen 

might also provide advantages over doing so through the 

wireless phone in form of reduced effort. 

Scholars have argued for the need of user-centred design ap-

proaches in the development of technological systems within 

the healthcare domain [27, 28]. Participatory design has pre-

viously been used in the design of nursing tools [29], and a 

similar method was adopted in this study. The approach, 

which combined artefacts in the form of scenarios and a pro-

totype, was found to stimulate participants to come up with 

ideas on how to design the system; system features that maybe 

participants would not have been able to envisage otherwise. 

The prototype, although an early version, allowed the partici-

pating nurses to widen their technological frame of reference 

[30]. 

The artefacts also trigged analytical discussions on the ex-

pected effects of the proposed awareness system. A short 

summary of these would include; faster response times to 

nurse calls, less noise, and allow the nurse to remain more 

focused on the patient. Both the reduced response time and the 

notification modification based on status, contributes to less 

noise in a department. Less noise means that nurses can better 

focus on their work. Also, knowing that someone else is able 

to respond to an issued nurse call allows nurses to more fully 

remain focused on the current task. 
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A study limitation is that all participants were nurse students 

with limited experience. However, the initial prototype was 

designed based on a thorough study of nurses work practices 

that included both observations and workshops with experi-

enced nurses [6]. Another limitation is the relatively small 

sample size. Yet, in usability studies, for example, there is no 

consensus of an optimal number of participants [31]. Some 

advocate that five is enough, while others suggest around ten 

participants [32], or even more [31]. 

Conclusion 

Through a particpatory design approach, this study has 

investigated how an awareness system could be designed to 

support nurses' handling of nurse calls in a hospital setting. 

Requirements for a system that is sensitive to and 

communicates availability information of nurses has been 

elicted. Further, through co-analysis with domain experts, 

expected effects of the co-desiged system hints at increased 

focus on current tasks, reduced noise, and faster response 

times to nurse calls. 
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Abstract 

The Tailored Lifestyle Change Decision Aid (TLC DA) system 

was designed to provide support for a person to make an 

informed choice about which behavior change to work on 

when multiple unhealthy behaviors are present. TLC DA can 

be delivered via web, smartphones and tablets. The system 

collects a significant amount of information that is used to 

generate tailored messages to consumers to persuade them in 

certain healthy lifestyles. One limitation is the necessity to 

collect vast amounts of information from users who manually 

enter. By identifying an optimal set of self-reported 

parameters we will be able to minimize the data entry burden 

of the app users. The study was to identify primary 

determinants of health behavior choices made by patients 

after using the system. Using discriminant analysis an optimal 

set of predictors was identified. The resulting set included 

smoking status, smoking cessation success estimate, self-

efficacy, body mass index and diet status. Predicting smoking 

cessation choice was the most accurate, followed by weight 

management. Physical activity and diet choices were better 

identified in a combined cluster. 

Keywords: 

Decision Support Systems; Self-Management, Statistical 

Analysis; Consumer Behaviour.  

Introduction  

Health behaviors play a significant role in maintaining optimal 

health and preventing chronic health conditions. Information 

technology has great potential in promoting healthy behaviors 

in the general population [1-2] and for people with chronic 

conditions [3-4]. A variety of mobile applications have been 

introduced to modify health behaviors [5] including mobile 

smartphone applications [6] and web-based platforms [7].  

Decision-aids designed to incorporate patient preferences into 

health decisions have been shown to facilitate patient-centered 

care [1]. We designed the Tailored Lifestyle Change Decision 

Aid (TLC DA) system to provide support for a person to 

make an informed choice about which behavior change to 

work on when multiple unhealthy behaviors are present [8]. 

TLC DA can be delivered via multiple health communication 

channels including web, smartphones and tablets. The system 

collects a significant amount of information, which is used to 

generate tailored outputs to consumers in order to assist them 

in choosing a health behavior to modify.  

One of the current limitations of the system is the necessity to 

collect vast amounts of information from users who have to 

manually enter all required data. The acceptance, scalability, 

and ease of use of the mobile app can be significantly 

improved if we were able to minimize the number of self-

reported parameters collected from users at the initial 

introduction of the app. In this project we aimed at identifying 

the most important parameters defining health behavior choice 

in users of the TLC DA using discriminant analysis. By 

identifying an optimal set of self-reported parameters we will 

be able to minimize the data entry burden of the app users. 

Decision support based on a model that can forecast health 

behavior choice can help further minimize the amount of self-

reported data collected. Currently, factors that determine 

behavior choices by TLC DA users are unknown. The main 

goal of this study was to identify primary determinants of 

health behavior choices made by patients after using the TLC 

DA system. 

Methods 

System Design and Data Collection 

TLC integrates clinical data elements (height, weight, waist 

circumference, total cholesterol, HDL cholesterol, systolic and 

diastolic blood pressure, diabetes diagnosis) with patient 

assessment data to run its decision logic for the tailored 

outputs [9]. Patient assessment consists of five standardized 

questionnaires pertaining to 1) diet, 2) weight 3) physical 

activity 4) tobacco use and 5) psychosocial issues. For each of 

the four behaviors, we also assess the level of engagement in 

the unhealthy behavior (i.e., number of cigarettes smoked and 

level of nicotine dependence) as well as the patient’s 

transtheoretical stage of change for improving the behavior 

and self-efficacy in their ability to sustain the behavior 

change. The patient output report contains four components: 

1) behavioral risk and clinical risk; 2) readiness and 

confidence scores for changing each of the four behaviors; 3) 

qualitative equations to elicit patient priorities for change and 

4) an action plan to affirm their behavior change priorities and 

goals. The readiness and confidence of the individual for each 

behavior is combined to present chance of success for each 

behavior. This allows the patient to contrast chance of success 

(readiness + confidence) against the level of health benefit the 

patient would achieve if they elect to work on that specific 

behavior. For example, whereas quitting smoking would 

produce the highest health benefit, the patient would also have 

a lower chance of success in quitting at this point in time 

(Figure 1). On the other hand, although physical activity 

would produce a lower benefit, the patient would also have 

the highest chance of success of including physical activity 

into their lives. Patients are asked to choose a behavior to 

work on as they consider level of risk and chance of success 

for each of the unhealthy behaviors they engage in. 
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Eighty consecutive adults (45 females and 35 males) 

participated in the study. Participants were recruited via 

telephone and at community centers, fairs, and other public 

places and were eligible if they where English speaking, 

between the ages of 18 and 70 and had no counterindications 

for engaging in a lifestyle modification progam.  

Analysis 

Baseline patient characteristics were represented by 45 

variables reflecting their age, blood pressure, body mass index 

(BMI), smoking status and behavioral characteristics 

associated with behaviors of choice.  

The study subjects were grouped based on their choice of 

health behavior after using the decision aid to corresponding 

categories including “Physical Activity,” “Diet,” “Weight 

Management,” and “Smoking”. Detailed characteristics of 

these variables were described previously [10]. Stratified 

analysis based on patient choice has been performed. 

All statistical analyses were performed using IBM SPSS 

Statistics 22. Group statistics were conducted to examine the 

overall means and standard deviations of 45 independent 

variables for four patient’s behavior categories. Cross-

correlations of group variables were investigated by bivariate 

correlation analyses. Discriminant analysis was conducted 1) 

to find the best variable set that determines choice of health 

behavior; 2) to compose discriminant functions based on 

linear parameter combinations; and 3) to build a predictive 

model determining most likely choice of health behavior 

patients decide to adapt after using a computer-mediated 

decision aid. To achieve this, a stepwise analysis was carried 

out, specifically Wiks’ lambda method was used. 

Results 

Group Statistics and Correlations 

The means and standard deviations of 45 baseline variables 

were calculated for each of the four patient behaviors. All 

nominal variables were converted into ordinal variables for 

the purpose of this analysis. The study subjects were grouped 

based on their choice of health behavior after using TLC to 

corresponding categories including “Physical Activity,” 

“Diet,” “Weight Management,” and “Smoking”. For each 

group average characteristics were calculated as presented in 

Table 1. 

Bivariate correlations between each “Physical Activity” group 

variables ranged from -0.236 to 1.000 as can be seen in Table 

2. “Diet,” “Weight Management,” “Smoking” group variables 

correlations were ranged from -0.620 to 1.000, from 0.290 to 

1.000, and from -0.566 to 0.961 respectively as shown in 

Tables 3, 4 and 5.  

Canonical Discriminant Functions 

To discriminate a priori defined categorical groups (“Physical 

Activity,” “Diet,” “Weight Management,” and “Smoking”), a 

stepwise discriminant analysis was performed. At each step, 

the parameters that minimized the overall Wilks’ Lambda 

were entered. The maximum number of steps was 90, entered 

Figure 1 – Tailored Lifestyle Counseling (TLC) System 

Table 1 – Independents Depending on Patient’s Behavior  

 

PA Diet WM Smoking 

Mean SD Mean SD Mean SD Mean SD 

Age 49.72 11.00 52.09 10.22 51.81 12.39 50.09 9.07

SBP 142.72 12.22 140.74 14.29 147.10 17.39 138.09 11.25

DBP 92.24 19.70 88.70 15.88 85.48 10.25 93.64 18.53

BMI 34.65 6.94 31.35 5.57 28.38 5.56 26.79 8.67

Weight 220.40 58.90 193.48 42.28 185.33 43.98 168.73 50.70

Weight Normal 155.11 18.30 151.84 14.90 159.88 18.99 157.35 29.14

WM Readiness 3.84 1.03 4.04 1.07 4.10 1.14 3.82 1.83

WM Confidence 2.08 0.57 2.22 0.74 2.24 0.62 2.09 0.83

WM Risk 9.64 5.52 10.26 6.60 8.67 5.42 6.18 2.23

WM SoC 3.84 1.03 4.04 1.07 4.10 1.14 3.82 1.83

WM Success 2.72 0.54 2.65 0.49 2.76 0.44 2.45 0.69

WM Benefit 2.60 0.50 2.52 0.67 2.38 0.74 2.36 0.50

PA A score 3.36 1.87 2.09 1.16 2.67 1.20 3.00 1.90

PA S score 0.96 1.31 0.87 1.18 0.95 1.24 1.18 1.47

PA SE 15.84 4.76 14.65 4.75 16.86 6.46 17.00 6.87

PA Readiness 3.72 1.43 3.17 1.27 3.76 1.26 3.91 1.64

PA Confidence 1.72 0.54 1.52 0.59 1.90 0.77 1.91 0.83

PA Risk 6.32 3.30 7.83 3.56 7.29 3.30 6.73 4.38

PA SoC 3.72 1.43 3.17 1.27 3.76 1.26 3.91 1.64

PA Success 2.40 0.71 2.04 0.82 2.52 0.68 2.45 0.69

PA Benefit 2.24 0.60 2.43 0.66 2.48 0.60 2.27 0.65

D status 5.36 3.19 4.43 2.81 7.10 2.57 7.00 3.00

D SE Positive 30.32 14.97 36.74 16.90 32.43 13.85 30.36 13.83

D SE Negative 25.60 12.68 32.04 10.73 28.00 11.18 27.45 11.69

D SE Habitual 19.00 7.98 23.13 8.19 20.00 6.75 18.18 9.41

D SE Temptation 39.40 16.80 46.91 16.89 38.00 17.64 36.82 18.29

D Readiness 3.52 1.33 3.91 1.31 2.62 0.80 2.91 1.70

D SE 1.96 0.84 2.43 0.79 2.14 0.85 2.00 0.89

D Risk 6.56 3.36 6.61 2.92 7.90 4.01 5.91 2.43

D SoC 3.52 1.33 3.91 1.31 2.62 0.80 2.91 1.70

D Success 2.40 0.76 2.61 0.58 2.29 0.72 2.00 0.77

D Benefit 2.20 0.65 2.30 0.63 2.43 0.75 2.18 0.60

S Status 0.32 0.90 0.04 0.21 0.29 0.90 4.00 2.14

S SE Positive 6.08 6.81 6.78 6.91 3.33 5.63 8.55 3.14

S SE Negative 5.76 6.83 6.65 6.99 3.43 5.90 5.82 2.27

S SE Habitual 6.56 7.17 7.39 7.39 3.57 6.05 8.27 3.26

S Readiness 4.40 1.41 4.91 0.42 4.76 0.89 2.45 1.21

S Confidence 1.92 1.00 1.91 1.00 1.48 0.87 2.45 0.69

S Risk 7.80 5.13 8.48 5.09 6.76 3.03 9.36 4.32

S SoC 1.80 2.29 2.30 2.49 0.95 1.91 2.00 1.10

S Success 2.32 0.48 2.48 0.51 2.19 0.40 2.45 0.52

S Benefit 2.32 0.56 2.39 0.58 2.33 0.73 2.55 0.52

PS SE Support 3.98 0.91 3.80 0.95 4.09 0.82 3.36 1.09

PS SE Stress 9.00 3.15 9.04 2.85 10.05 2.69 7.82 2.93

PS SE Literacy 2.68 1.73 3.09 1.56 3.29 1.38 2.45 1.69

PA: physical activity, WM: weight management, SD: standard deviation, D: diet, S: smoking, PS: 

psycho-social, 

N are: 25 for Physical Activity, 23 for Diet, 21 for Weight Management, 11 for Smoking and 80 

for Total. 
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Table 6 – Parameters in the Discriminant Analysis 

Step Tolerance F to Remove Wilks' Lambda 

1 S Status 1.000 41.916   

2 S Status 0.988 41.143 0.826 

BMI 0.988 5.154 0.377 

3 S Status 0.895 46.927 0.771 

BMI 0.910 6.219 0.333 

S Success 0.854 4.336 0.312 

4 S Status 0.744 59.510 0.716 

BMI 0.840 8.544 0.281 

S Success 0.069 9.361 0.288 

S SoC 0.077 6.775 0.266 

5 S Status 0.744 55.536 0.583 

BMI 0.808 9.481 0.246 

S Success 0.069 9.578 0.246 

S SoC 0.075 7.188 0.229 

D Status 0.932 4.322 0.208 

Table 7 – Eigenvalues in the Discriminant Analysis 

Function Eigenvalue % of Variance Cumulative % CC 

1 2.989 88.3 88.3 0.866

2 0.300 8.9 97.2 0.480

3 0.095 2.8 100.0 0.295

CC: canonical correlation

independent variables were S Status, BMI, S Success, S Soc 

and D Status, and the other 40 independents were eventually 

removed. In the resulting model, S Status had 0.744 of 

tolerance, 55.536 of F to Remove and 0.583 of Wilks’ Labda, 

BMI had 0.808 of tolerance, 9.481 of F to Remove and 0.246 

of Wilks’ Lambda, S Success had 0.069 of tolerance, 9.578 of 

F to Remove and 0.246 of Wilks’ Labda, S SoC had 0.075 of 

tolerance, 7.188 of F to Remove and 0.229 of Wilks’ Lambda, 

D Status had 0.932 of tolerance, 4.322 of F to Remove and 

0.208 of Wilks’ Labda, and the model made by these 5 

parameters had 11.632 of F to Remove and 0.176 of Wilks’ 

Lambda as shown in Table 6.  

As the result of this analysis, three canonical linear 

discriminant functions were generated to calculate Function 1, 

Function 2 and Function 3: 

Function 1 = 1.060 S Status – 0.085 BMI + 4.779 S Success - 

0.893 S SoC + 0.057 D Status – 8.131 

Function 2 = 0.288 S Status + 0.094 BMI – 1.335 S Success + 

0.488 S SoC - 0.256 D Status + 0.641 

Function 3 = 0.145 S Status + 0.095 BMI - 3.184 S Success + 

0.437 S SoC + 0.147 D Status + 2.815 

The eigenvalues of Function 1, 2 and 3 were 2.989, 0.300 and 

0.095 respectively. The proportion of discriminating abilities 

of the Function 1, 2 and 3 were 88.3%, 8.9% and 2.8% 

respectively. The canonical correlations of Function 1, 

Function 2 and 3 were 0.866, 0.480 and 0.295 respectively as 

shown in Table 7. 

Classification Statistics 

The classification was processed for all 82 patient variable 

sets, that included 25 sets of “Physical Activity,” 23 sets of 

“Diet,” 21 sets of “Weight Management,” and 11 sets of 

“Smoking,” and the prior probabilities were set for all groups 

equal. As shown in Figure 2, the group centroids (Function 1, 

Function 2) of “Physical Activity,” “Diet,” “Weight 

Management,” and “Smoking” were (-0.968, 0.395, 0.346), (-

0.726, 0.278, -0.428), (-0.232, -0.889, 0.040) and (4.162, 

0.216, 0.031) respectively.  

The classification results are shown in Table 8. The 

classification success was assessed using original and cross-

validated modes in case of our data sets did not differ. 

Percentage of correct and incorrect classifications was based 

on the generated Function 1, 2 and 3. Sixty-four percent of 

“Physical Activity” observations were classified correctly as 

“Physical Activity”, but the remaining cases were incorrectly 

classified as “Diet” (24%) and “Weight Management” (12%). 

“Diet” observations were correctly identified 56.5% of the 

time as “Diet” but 26.1% were misclassified as “Physical 

Activity” and 17.4% as “Weight Management.” “Weight 

Management” observations were correctly classified 85.7% as 

“Weight Management” but 4.8% were misidentified as the 

other behaviors. In cross-validation each case was classified 

by the functions derived from all cases using the leave-one-

out method. There was difference in predicting patient’s 

behavior between the original validation and the cross-

validation (Table 8). Original classification estimates yielded 

overall 71.3% of correctly classified cases using Function 1, 2 

and 3 generated by discriminant analysis. Cross-validation 

resulted in 72.7% correct classification results for the 

“Smoking” category, 66.7% - for the ”Weight Management” 

category, and 75.5-86.6% - for a combined group of “Physical 

Activity” and “Diet.”  

Figure 2- Canonical Discriminant Functions 

Table 8 - Classification Results 

  Modes 

Predicted Group Membership 

Total

PA Diet WM Smoking 

Original 

Count 

PA 16 6 3 0 25

Diet 6 13 4 0 23

WM 1 1 18 1 21

Smoking 0 0 1 10 11

% 

PA 64.0 24.0 12.0 0.0 100.0

Diet 26.1 56.5 17.4 0.0 100.0

WM 4.8 4.8 85.7 4.8 100.0

Smoking 0.0 0.0 9.1 90.9 100.0

Cross- 

validated 

Count 

PA 13 8 4 0 25

Diet 8 10 5 0 23

WM 3 3 14 1 21

Smoking 0 1 2 8 11

% 

PA 52.0 32.0 16.0 0.0 100.0

Diet 34.8 43.5 21.7 0.0 100.0

WM 14.3 14.3 66.7 4.8 100.0

Smoking 0.0 9.1 18.2 72.7 100.0
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Table 2 - Cross-correlations of “Physical Activity” Group Variables 

PA  

A  

score 

PA  

S  

score 
PA  

SE 
PA S score 0.291 

PA  

Readiness 
PA SE 0.042 0.177 

PA  

Confi-

dence 

PA Readiness 0.423 0.362 0.255 

PA  

Risk 
PA Confidence -0.002 0.254 0.827 0.251 

PA  

SoC 
PA Risk -0.198 -0.004 -0.078 -0.236 0.060 

PA  

Success 
PA SoC 0.423 0.362 0.255 1.000 0.251 -0.236 

PA Success 0.129 0.395 0.592 0.636 0.723 -0.034 0.636 

PA Benefit -0.175 0.140 -0.001 -0.175 0.149 0.850 -0.175 0.074 

Table 3 - Cross-correlations of “Diet” Group Variables 

D  

status 

\ 

D  

SE  

Positive 

D  

SE  

Negative 

D SE Positive -0.383 
D  

SE  

Habitual 

D SE Negative -0.405 0.777 
D  

SE  

Temptation 

D SE Habitual -0.331 0.735 0.779 

D  

Readiness 
D SE Temptation -0.360 0.771 0.621 0.745 

D  

SE 
D Readiness -0.620 0.315 0.350 0.278 0.179 

D  

Risk 
D SE -0.354 0.715 0.609 0.680 0.803 0.243 

D  

SoC 
D Risk 0.241 -0.083 -0.203 -0.187 -0.163 -0.156 -0.120 

D  

Success 
D SoC -0.620 0.315 0.350 0.278 0.179 1.000 0.243 -0.156 

D Success -0.439 0.461 0.454 0.459 0.431 0.682 0.657 -0.059 0.682 

D Benefit 0.166 -0.019 -0.091 -0.135 -0.073 -0.084 -0.074 0.857 -0.084 -0.051 

Table 4 - Cross-correlations of “Weight Management” Group Variables 

Weight 

Weight  

Normal 
WM  

Readiness 
Weight Normal 0.424 

WM  

Confi-

dence 

WM Readiness -0.145 0.041 

WM  

Risk 
WM Confidence -0.290 -0.214 0.029 

WM  

SoC 
WM Risk 0.062 -0.239 0.109 0.060 

WM  

Success 
WM SoC -0.145 0.041 1.000 0.029 0.109 

WM Success -0.137 -0.085 0.683 0.524 0.073 0.683 

WM Benefit 0.077 -0.236 0.033 0.061 0.745 0.033 0.019 

Table 5 – Cross-correlations of “Smoking” Group Variables 

S  

Status 
S  

SE  

Positive 

S  

SE  

Negative 

S SE Positive 0.058 
S  

SE  

Habitual 

S SE Negative -0.017 0.959 

S  

Readiness 
S SE Habitual 0.013 0.968 0.961 

S  

Confi-

dence 

S Readiness -0.566 -0.054 0.012 -0.078 

S  

Risk 
S Confidence 0.012 0.852 0.824 0.854 -0.316 

S  

SoC 
S Risk -0.157 0.493 0.493 0.521 0.097 0.492 

S  

Success 
S SoC -0.150 0.887 0.867 0.868 0.038 0.905 0.552 

S Success -0.270 0.806 0.796 0.792 0.171 0.788 0.539 0.951 

S Benefit -0.020 0.397 0.395 0.428 0.011 0.356 0.753 0.345 0.321 

 

Correlation is significant at the 0.05 level (2-tailed). Correlation is significant at the 0.01 level (2-tailed). 

Discussion 

Using discriminant analysis an optimal set of independent 

predictors was identified that determined behavioral choice of 

users of a computer-mediated decision aid. The resulting set 

included smoking status (S Status), success estimate in 

smoking cessation (S Success), smoking self-efficacy (S 

SoC), body mass index (BMI) and diet status (D Status). 

Prediction of smoking cessation choice was the most accurate, 

followed by weight management choice. Physical activity and 
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diet choices were much better identified in a combined cluster 

(76%-87%) indicating decisions about these two behaviors 

were identified by the same variables and the variables that 

could separate them may have been missing from the dataset. 

Presence of variables related to individual risks and levels of 

success in accepting certain health behaviors in the final set of 

predictors confirmed significance of the computer-mediated 

decision aid that presented these very variables for user 

consideration via the TLC DA system. The TLC DA system 

was instrumental in assisting patients in making informed 

heath choices. The resulting minimized parameter set can 

significantly improve user experience by minimizing the 

amount of information they must manually enter.  

Conclusions 

Unhealthy behaviors are the most prevalent, preventable and 

reversible causes of death in the United States [14,15]. They 

are leading causes of death from cardiovascular disease, 

cancer and stroke [14]. Physical inactivity and poor diet may 

have overtaken smoking as the chief preventable mortality 

risk [12, 13]. Modifiable non-tobacco risk behaviors account 

for roughly one-third of cancer deaths [16,17]. Additionally, 

fruit and vegetable intake and physical activity are thought to 

be independently protective of heart disease [18,19].   

The TLC DA differs from previous technologies designed to 

modify health behaviors. It provides the opportunity for 

choice, rather than an obligation to adhere to an assigned 

regimen. When people perform tasks out of obligation, they 

subsequently show poorer self-regulation as compared to 

people who performed comparable tasks that they had chosen 

themselves [11]. Based on self-determination theory [12, 13], 

providing a context for making an informed choice about 

which behaviors to change will enhance autonomous 

motivation and self-efficacy, and result in higher rates of 

lasting change compared to assigning people specific 

behaviors to change. Since the average adult practices more 

than one unhealthy behavior [20], this creates the possibility 

of intervening comprehensively, efficiently, perhaps even 

synergistically on multiple risk behaviors simultaneously. To 

our knowledge, no one has determined predictors of behavior 

changes people would choose when not constrained. In order 

to make behavior change research more patient-centered, this 

is a necessary step.  
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Abstract  

Adolescent and Young Adult (AYA) cancer survivors manage 

an array of health-related issues. Survivorship Care Plans 

(SCPs) have the potential to empower these young survivors 

by providing information regarding treatment summary, late-

effects of cancer therapies, healthy lifestyle guidance, coping 

with work-life-health balance, and follow-up care. However, 

current mHealth infrastructure used to deliver SCPs has been 

limited in terms of flexibility, engagement, and reusability. 

The objective of this study is to develop an ontology-driven 

survivor engagement framework to facilitate rapid 

development of mobile apps that are targeted, extensible, and 

engaging. The major components include ontology models, 

patient engagement features, and behavioral intervention 

technologies. We apply the proposed framework to 

characterize individual building blocks (“survivor 

digilegos”), which form the basis for mHealth tools that 

address user needs across the cancer care continuum. Results 

indicate that the framework (a) allows identification of AYA 

survivorship components, (b) facilitates infusion of 

engagement elements, and (c) integrates behavior change 

constructs into the design architecture of survivorship 

applications. Implications for design of patient-engaging 

chronic disease management solutions are discussed. 

Keywords: 

Cancer survivor; Healthy lifestyle; Patient engagement; 

mHealth; Ontology. 

Introduction 

The term “cancer survivor” refers to an individual who has 

been touched by cancer, right from the time of diagnosis, 

beyond the treatment, through the balance of one’s life [1]. 

The definition also includes family members, friends, and 

caregivers in addition to the patient, given the way cancer to a 

loved one can affect their lives. Recent estimates suggest that 

there are 14.5 million cancer survivors in the United States 

(US), and the projected numbers indicate a five million 

increase in the next decade [2]. Worldwide estimates of cancer 

survivors were  28.7 million in 2008 [3]. However, this 

reflects only the individuals within five years of diagnosis. In 

2006, the Institute of Medicine’s landmark report on cancer 

survivorship highlighted key gaps in the existing care delivery 

infrastructure and provided several important 

recommendations for quality survivorship care to this growing 

population [4]. Cancer survivorship broadly refers to cancer-

related physical and psychological issues, lifestyle after 

treatment such as returning to work, follow-up care, and 

prevention of secondary malignancies.  Survivorship Care 

Plans (SCPs) provision to every patient is seen as a major step 

forward in facilitating the care transition from specialists to 

primary care physicians. These plans can form a 

communication bridge between physicians and survivors to 

ensure care quality and continuity, and also act as engagement 

tools that empower patients to self-manage care.  

However, developing a SCP is complex, and a single form 

cannot address the changing needs of the survivors. The SCPs 

need to be comprehensive, yet uniquely patient-specific 

depending on type of primary cancer, age of diagnosis, current 

age, age-specific late effects of cancer, availability of familial 

support. In the global context, other aspects including, but not 

limited to, health beliefs, religious beliefs, and cultural context 

need to be considered when developing an SCP [5]. 

Particularly, Adolescent and Young Adult (AYA) cancer 

survivors’ needs demand special attention given the unique 

circumstances surrounding their survivorship and ever-

changing scenarios of life [6]. An AYA survivor’s context of 

survivorship is dynamic given their transition from 

adolescence to adulthood, physiological and psychological 

growth, self-identity, separation from parents/family, career 

pursuits, and involvement in intimate relationships [7].  

Therefore, engaging an AYA cancer survivor in health 

management involves the design of a multi-component 

solution, where the modules comprising the solution can be 

used across the care continuum based on patient-specific 

personalization attributes. Harnessing contemporary 

technology platforms such as online social media, mHealth 

applications allow us to generate cancer survivor engagement 

tools that are cost-effective, ubiquitous, and scalable. In this 

paper, we provide a novel methodological framework to 

enable the design of comprehensive and personalized mHealth 

solutions to engage AYA cancer survivors in healthy living. 

The framework utilizes ontology to integrate the Patient 

Engagement Framework (PEF) [8] and Behavioral 

Intervention Technology (BIT) Model [9] to develop survivor 

digilegos, which we consider as building blocks of mHealth 

solutions for AYA survivorship. The unique features of these 

digilegos are their reusability and customization abilities 

according to the survivor care context. These digilegos can be 

put together to build mHealth solutions that are flexible and 

extensible, yet comprehensive. 

Research shows the use of ontology for the design of mHealth 

applications with a patient-centered focus, specifically for the 

purpose of self-monitoring [10-12]. Ontologies are suitable for 

storing and retrieving semantic information, or expressive 

knowledge, in machine-readable format [13].This information 

in the ontology can be used to evoke rule-based machine 

intelligence and decision-making provided through intrinsic 

reasoning capabilities and querying [14, 15]. Subsequently, 

PEF acts as a bridging tool to identify opportunities that can 

help translate the knowledge abstracted within the 

survivorship ontological representation to engagement 

elements of a consumer-centered application. Finally, the BIT 

model allows us to conceive and instantiate the survivor 

digilegos as technological constituents of the intended 

MEDINFO 2015: eHealth-enabled Health
I.N. Sarkar et al. (Eds.)
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Results and Discussion 

Ontology Modeling: Figure 2 provides a general overview of 

POCS meta-level ontology. Information abstracted in POCS 

included end-user's personal information (e.g .marital status, 

age, gender), the patient's treatment information 

(complications, treatment type, follow-up schedules, late 

effects, etc.), and details of personal primary physician and 

related medical professionals. Initial metrics of our current 

draft include 58 classes and subclasses, 57 object properties, 

and 33 data properties. Rule-based intelligence and querying 

has been used to extract specific answers for survivors’ 

questions posted in lay vocabulary. Examples of questions 

include “what could happen to my child's school and social 

life, or overall well-being)?” and “What are my possible high 

risk traits?” A SPARQL query was used to approximate the 

question to obtain possible outcomes based on the information 

represented in the ontology.  The integration pipeline for such 

ontology-driven queries in the proposed mHealth design 

framework is as follows. Intended steps include: (1) A custom 

web server application to host the live version of POCS and 

publish a private interface that will allow our application to 

query the ontology (2) A separate client-based application 

ontology that is based on POCS may reside on the application 

to store personalized information of the user and the user’s 

cancer survivor care information from the hosted POCS 

knowledge base. 

Identification of Engagement Elements: A total of five 

survivor engagement features were identified using PEF. 

Given the implementation and domain constraints, the 

engagement features fell under different phases of PEF. Table 

1 provides a list of features and phases that were chosen as 

part of this step. Most engagement elements identified using 

the framework are in Level II. This mapping process allowed 

us to gain insights into the attainable level of survivor 

engagement, features to be incorporated, and reusable 

information classes across the features. Few engagement 

features that have been listed in Table 1 may be pertinent to 

only certain AYA user groups depending on their gender, age, 

and cancer type. Examples of such features include the 

fertility tracker, pregnancy tracker, late effect symptom 

checker, and lifestyle tips. The PEF framework is intended to 

guide healthcare organizations in developing and 

strengthening their patient engagement strategies. Our 

proposed survivor engagement framework is motivated by the 

need to support technology development efforts of consumer-

centered apps by non-hospital entities. Therefore, certain 

advanced features listed in the PEF may not be applicable to 

our study limiting the scope of the engagement elements to 

Phase II. Such advanced features require constant data sharing 

with health institutions. 

Digilego Development: A total of 11 survivor digilegos were  

conceived based on the engagement features selected using 

PEF. The individual components cover a variety of 

survivorship content and engage AYA survivors in care 

management. For example, “targeted health tips” provide 

patient-specific education to the survivor taking into 

consideration their current life scenario from the “personal 

profile” (e.g. age, gender, marital status). Our POCS ontology 

model forms the crux for the “late effect summarization” 

digilego to personalize content delivery that is cancer-specific, 

age-specific, and treatment-specific in nature. Table 2 

provides an overview of the digilegos and the nature of 

content provided to the survivor. The overarching operational 

intention is to promote self-management of cancer care and 

survivorship among adolescents and young adults. Examples 

of the sub-goals for each component include increasing 

positive health behaviors such as physical activity, promoting 

social well-being through online community, facilitating 

accessibility to care summary and payment logistics, 

increasing knowledge 

Table 1- Engagement Features and Ontology Relations 

Engagement phase Features Related  

ontology classes 

Engage (Level II) 

• Nearest primary care 

provider 

• Late effect symptom 

checker 

Information 

and Way 

finding 

Treatment center; 

Doctor; 

Late effects 

 

Engage (Level II) 

• Fertility trackers 

• Pregnancy tracker 

• Social engagement 

tracker 

• Healthy eating  

tracker 

• Other risky 

behavioral trackers 

e-Tools Health behavior 

factor; 

Patient; 

Personal Profile; 

Risk factor; 

Social Factor 

Create synergy and 

extend reach (Level V) 

• Care planning 

(e.g. follow-up 

scheduling) 

• Self-management 

• Daily reminders 

(e.g. Lifestyle tip) 

Patient-

specific 

education 

Factor; 

Late effect; 

Treatment  

 

 

Engage (Level II) 

• Patient profile 

• Insurance 

information 

• Bill pay  

• Email 

Interactive 

forms 

Patient; 

Personal Profile; 

Treatment summary 

 

Create synergy and 

extend reach (Level V) 

• Online community 

support forums 

Community 

support 

Patient; 

Social factor; 

Treatment Center; 

Doctor 

Table 2- Survivor Digilegos and their content specifics 
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Figure 2- Profile Ontology for Adolescent and Young Adult Cancer Survivors  

levels pertaining to late effects specific to certain life events 

(such as planning for parenthood), and promoting adherence 

to a follow-up care regimen. The operational intention for 

each digilego is unique depending on the content specialty. 

The usage intention is the same across all components where 

the aim is to engage survivors in self-management of their 

health. Henceforth, social media features, a responsive 

question corner using ontology-driven methods that can 

process lay vocabulary, and personalization features have been 

integrated to the design framework of digilegos to promote 

user engagement. 

Several behavior change techniques have been integrated with 

7 out of the 11 digilegos shown in Table 2. Based on their 

proposed functionality, the theoretical underpinnings range 

from education to provide information on health-behavior 

links, general encouragement through feedback and self-

monitoring via e-health tools such as health behavioral 

trackers, social support through the social hub and community 

interactions, follow-up prompts to promote self-monitoring 

behavior, and integration of relapse prevention and stress 

management tactics for transition assistance and work-life 

balance [19]. Mapping these strategies to digilego elements is 

straight-forward, given the clear formulation of the intentions 

of each component and strategy using the BIT model. For 

instance, “Social Hub” has been mapped to the social support 

strategy. Similarly, digilegos such as “Late Effects”, “Patient-

specific education” have been designed to provide education 

on consequences, barriers, and benefits of in self-monitoring 

and management of cancer survivorship. Further, the 

instantiation criteria for each of the digilegos have been  

defined in terms of the interaction features and workflow. 

Notifications, logs, and information delivery are the most used 

interaction elements. For example, “Work-Life Balance” has 

interaction features, which include notifications to deliver 

daily reminders and information delivery mechanisms to 

provide multimedia educational content to AYA survivors. 

Similarly, logs have been assigned to “Personal profile”, 

messaging elements and visualizations to “Social Hub” to 

provide users with (a) communication tools to interact with 

peer and care providers, and (b) consolidated feedback to 

users on their social engagement levels. Event-based and time-

based workflow criteria have been used to derive 

personalization effects. For instance, consider a change in 

education level where the user indicates entering college from 

high school, event-based criteria are used to deliver 

appropriate lifestyle tips and transition assistance guidelines 

that are pertinent to their life in college. Similarly, another 

event-based workflow is defined for “Late effects” and 

“Behavioral trackers”, where age-specific customizations will 

come to effect depending on the changes in life scenarios. In 

summary, a cluster of digilegos have been conceived, defined, 

and characterized using the BIT model to facilitate survivor 

engagement in cancer survivorship care. The use of ontology 

has facilitated the identification of abstract survivorship 

concepts and their interconnections to provide both general 

and personalized information. PEF and BIT models have 

provided a way to map and integrate user engagement 

attributes and theory-driven behavior change strategies.  

A feature level comparison of the survivor digilegos and 

existing consumer apps available for AYA survivorship 

guidance is shown below in Table 3. We considered two apps, 

AYA Healthy Survivorship [20] and Cancer LateFX [21], 

developed by Cancer Alliance of Texas and Akron Children’s 

Hospital respectively. Both the apps derive their content from 

the same LTFU guidelines we used in the study. AYA Healthy 

Survivorship app focuses on healthy lifestyle promotion while 

the Cancer LateFX app offers content on late effect 

management of childhood cancer treatments. Social support 

features, behavioral goal trackers, profile information and 

treatment summary management are made available in both 

the apps and our digilegos. While a subset of features 

delivering patient education, lifestyle tips, care reminders, and 

a question corner were also found in both the apps, context-

specific personalization (e.g. transition assistance) and 

ontology-driven reasoning capabilities have not been 

integrated into the existing apps. In summary, the use of 

detailed ontologies along with the PEF framework and BIT 

model has allowed rapid construction of survivor digilegos, 

which facilitate behavior change, consumer engagement, and 

optimal technology use for self-management of survivorship 

care among AYA survivors. 

Table 3- Quick comparison of features in existing consumer 

apps and the Survivor Digilegos 
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Limitations and Future Work  

The POCS model described in the paper has been created with 

manual identification of classes. However, a scalable ontology 

generation will be made possible with the implementation of 

automated (or semi-automated) natural language processing 

methods. The use of external sources (e.g. the National Cancer 

Institute Thesaurus Ontology) allows us to generate 

comprehensive ontological models. PEF used in the proposed 

model is aimed at health institutions to develop solutions that 

are patient engaging. However, the framework is not 

completely suitable to identify engagement features for 

technology solutions that solely involve health consumers 

(e.g. AYA cancer survivors). Future research should focus on 

consumer engagement taxonomy and a framework that allows 

technology developers (1) to choose the appropriate level of 

complexity to model system features, and (2) to identify 

smoother ontology-to-end user knowledge transfer and query 

loops. Finally, the digilegos described in this paper have not 

yet been operationalized. Future research should implement 

and evaluate the digilegos in terms of user acceptance, 

reusability, and technology effectiveness. As part of the next 

steps, we aim at developing a mobile application comprising 

the survivor digilegos that will interface with POCS using 

OWL-based API libraries. 

Conclusion  

Cancer survivorship is a lifelong endeavor for cancer patients, 

their families, and caregivers. Better survivorship care is vital 

to enhance the quality of life during and after cancer 

treatments. With advancements in early detection and 

treatment protocols, the number of cancer survivors is on the 

rise around the globe. The proposed survivor engagement 

framework is a foundational step that will help influence the 

development of mobile applications with reusable and 

customizable components as per the needs of the cancer 

survivors across the care continuum. While the proposed 

framework is aimed at cancer survivorship, certain digilegos 

can be used to develop mobile solutions for management of 

any chronic disease (e.g. diabetes, cardiovascular health) that 

requires patient engagement and self-care. Use of informatics-

driven methods, behavior change theories, and patient-

centered design approaches can help us develop scalable and 

cost-effective mHealth products that can be deployed globally. 
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Abstract 

By involving patients in their own long-term care, patient self-

management approaches aim to increase self-sufficiency and 

reduce healthcare costs. For example, electronic patient 

diaries enable patients to collect health data autonomously, 

increasing self-reliance and reducing strain on health 

professionals. By deploying patient diaries on mobile 

platforms, health data collection can occur at any time and 

place, increasing the mobility of chronic patients who 

typically need to enter health data frequently. Importantly, an 

opportunity also arises for mobile clinical decision support, 

where health feedback is directly issued to patients without 

relying on connectivity or remote servers. Regardless of the 

specific self-management strategy, patient and healthcare 

provider adoption are crucial. Tailoring the system towards 

the particular patient and toward institution-specific clinical 

pathways is essential to increasing acceptance. In this paper 

we discuss a mobile patient diary realizing both the 

opportunities and challenges of mobile deployment. 

Keywords:  

Self-Management; Mobile Health; Clinical Decision Support 

Systems; Health Alerts and Notifications. 

Introduction 

In ageing societies chronic illnesses are becoming increasingly 

prevalent, negatively affecting people's quality of life and 

increasing strain on public healthcare systems [1, 2]. To rein 

in healthcare costs and increase self-sufficiency, patients with 

chronic illness are increasingly encouraged to self-manage 

their illness in a home-based setting [3-5]. Related approaches 

for patient engagement and education involve providing 

educational and motivational resources [4] and increasing 

patient self-efficacy by applying behavioural theories [5]. 

Electronic patient diaries empower patients to autonomously 

collect health data about their vitals, medications, hospital 

visits, and symptoms, thus avoiding manual collection by 

health workers and associated clinic visits. In particular, 

digital patient diaries accessible through mobile devices (i.e., 

smart phones and tablets) have the potential to capture patient 

health data in any setting and at any time. As such, mobile 

patient diaries provide an up-to-the-minute health profile of 

the patient and can supply relevant health alerts based on the 

current profile. Commercial health measurement devices are 

already accompanied by their own mobile health apps, such as 

iBGStar and OneTouch Verio Sync blood glucose monitors 

and iHealth and Withings blood pressure monitors. Moreover, 

major companies such as Google (Google Fit) and Apple 

(HealthKit) are developing mobile toolkits for collecting, 

analyzing, and monitoring personal health data.  

As mobile platforms become more sophisticated, new 

opportunities arise to develop mobile patient diaries that go 

beyond typical patient data collection and reporting functions. 

We argue that mobile patient diaries can be extended to 

incorporate advanced functionalities, offering (i) mobile 

clinical decision support, (ii) personalized patient interactions, 

and (iii) data synchronization with centralized electronic 

medical records. Proactive decision support based on the 

current patient profile generates relevant interventions to 

adverse health conditions. By implementing a local Clinical 

Decision Support System (CDSS), mobile patient diaries are 

empowered to directly generate timely health alerts, even in 

situations where wireless connectivity is lacking or the server 

is unavailable. In previous work [6, 7] we studied how the 

scale of mobile decision support can be restricted by mobile 

hardware limitations (i.e., processing, memory). Based on this 

work we argue that distributed setups are more suitable for 

mobile systems, in which lightweight, time-sensitive 

reasoning is deployed locally and heavyweight processes are 

delegated to the server [2]. For this paper, we studied a 

lightweight mobile CDSS, configurable with decision rules 

derived from general or institution-specific clinical guidelines. 

In doing so, and combined with security and privacy support, 

we enable healthcare providers to incorporate patient-reported 

data and mobile CDSS recommendations within their practice. 

Connectivity is an important issue in any mobile scenario 

because lack of Wi-Fi or mobile network coverage may result 

in temporary or long-term disconnections. One solution is to 

allow important functionality to be performed offline so 

disconnections do not limit mobile patient diary usage. As 

mentioned before, we argue that a mobile CDSS should 

function independently of connectivity to allow timely health 

alerts at any time and place. In addition, data entry may be 

performed offline as well, synchronizing the data with the 

Electronic Medical Record (EMR) server whenever 

connectivity is restored. To further ensure the health profile is 

current and to enable timely health follow-ups, patients should 

be encouraged to record their health data regularly and 

respond to alerts raised by the built-in CDSS. We achieve this 

by supplying personalized and recurring patient interactions, 

including data entry reminders and health alert notifications. 

Personalization options include customizing data entry 

schedules and alert notifications to suit patients’ daily lives. 

In this paper we present a mobile and intelligent patient diary 

for managing patients with Atrial Fibrillation (AF). As a core 

contribution we present a mobile CDSS configured with 

computerized Clinical Practice Guidelines (CPG) for AF. To 

improve patient engagement, the patient diary includes a 

notification engine, customizable with notification schedules 

that are personalized to suit the patients' lives. We address the 

connectivity issue by locally deploying a lightweight CDSS, 

and supporting offline health data collection. Whenever 

connectivity is restored, data that were collected offline are 

automatically synchronized with the back-end server. We 
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implemented the patient diary as a cross-platform mobile 

application, with current deployments on Android and iOS. 

The AF-Mobile Patient Diary (AF-MPD) was developed for 

the self-management of Atrial Fibrillation (AF) in the context 

of the Integrated Management Program Advancing 

Community Treatment of Atrial Fibrillation (IMPACT-AF) 

project
1

. AF is the most commonly sustained irregular heart 

rhythm, affecting approximately 350,000 Canadians. Patients 

carry up to five times the normal risk of developing stroke [8], 

and stroke associated with AF is almost twice as likely to be 

fatal [9]. AF-MPD is being used by over 2,000 patients within 

the Canadian province of Nova Scotia as part of the IMPACT-

AF project. Although the patient diary focuses on collecting & 

acting on AF-related health data in particular, it mainly 

comprises generic components that are re-usable for the self-

management of other chronic diseases.  

AF-MPD Architecture Overview 

Figure 1 shows an overview of the AF-MPD. Below we 

summarize the functionality of each component.  

 

Figure 1 – Architecture Overview 

To ensure security and privacy of personal health data, a 

patient needs to login (login form), which requires contacting 

the server (login) for validating the login credentials. Upon 

authentication, the patient can interact with his AF-MPD by 

providing health data and reviewing the recommendations. 

Health data is entered either manually via UI forms or 

automatically via wireless devices (e.g., using Bluetooth). 

This data is passed (new data) to the Data Manager for 

persistence in the Local Database (storage), and synced with 

the server (sync; send) by the Synchronization Engine. If no 

connectivity is available, the engine will send (send) the 

persistent data (retrieval) when connectivity is restored. All 

                                                           

1

 http://impact-af.ca/  

server communication occurs via the Server Proxy, which 

maintains a secure server connection. Afterwards, the Data 

Manager sends the new health data (new data) to the CDSS 

for inferring new health findings. The CDSS incorporates a 

mobile Rule Engine to execute the CPG-based decision rules 

on the incoming patient data (new facts), and returns the 

inferred facts (inferred facts) as alerts (health alerts).  

The Notification Engine issues notifications to the patient, 

including health alerts and reminders. The patient diary 

components invoke the Notification Engine for issuing health 

alerts (health alerts) or registering reminders (data 

reminders). Such reminders or alerts can be repeated to notify 

the user frequently until a required action occurs (e.g., 

acknowledging the alert or performing data entry). In other 

words, we have implemented persistent notifications that have 

lifecycles influenced by particular events (e.g., data entry). For 

this purpose, the Notification Engine receives relevant events 

from other components (data events). As discussed later on, 

these lifecycles are defined by schedules and interaction 

configurations. Below, we elaborate on each component. 

Data Entry 

Health data may be entered into AF-MPD either manually via 

UI forms or automatically via wireless measurement devices. 

A variety of such devices are already available, often 

accompanied by their own monitoring apps. Open and 

standards-based Bluetooth communication is available via the 

Health Device Profile [10], and Bluetooth Low Energy (LE) is 

typically utilized to conserve battery. However, in practice 

most devices only allow communication with their 

accompanying applicationss by applying validation protocols, 

and manufacturers are not keen on sharing access details 

(similar issues are mentioned in [3]). Short from hacking their 

systems, this makes it very difficult to integrate off-the-shelf 

wireless devices into custom mobile apps. For this reason, the 

mobile patient diary currently only supports manual data 

entry.  

The AF-MPD supplies UI forms for collecting AF-related 

health data including heart rate, blood pressure (BP), and 

relevant symptoms or complications. To enter their current 

medications, patients can search a local copy of the Health 

Canada drug and health products database
2

. Additionally, 

patients can track their costs in dealing with their illness (e.g., 

clinic visits, loss of work). Graphical overviews of health 

measurements are also made available, allowing patients to 

track their progress over time. Figure 2 shows the blood 

pressure form and the graphical overview of the patient’s 

blood pressure history over time. Figure 3 shows screens for 

recording AF symptoms.  

Data Management 

Health data is stored persistently in the local database on the 

mobile device and synchronized with a remote EMR database 

server when connectivity permits. Data synchronization may 

occur in two directions as well. At startup time the 

Synchronization Engine checks for new patient-specific 

information in the patient’s server EMR (e.g., new 

medications added by the healthcare provider) and adds them 

to the local database. To increase patient adherence, the Data 

Management component registers a persistent reminder to 

enter health data as well as a synchronization reminder to 

encourage patients to find connectivity in case data 

synchronization is overdue. 

                                                           

2

 http://webprod5.hc-sc.gc.ca/dpd-bdpp/index-eng.jsp  
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Figure 4 – Example notification lifecycles 

In Figure 4 we illustrate several examples of our notification 

life cycles, including health alerts, data entry, and data 

synchronization reminders. Notification lifecycles are divided 

into sequential stages (e.g., optimal, sub-optimal, etc.). To 

reflect the increased urgency, these progressive stages 

typically (a) increase the notification's obtrusiveness, by using 

more intrusive interactions (e.g., sounds and vibrations) and 

different icons and content templates; and (b) increase the 

notification frequency per elapsed time. For each progressive 

stage, interaction configurations and notification frequencies 

can be predefined for each category (i.e., alerts and 

reminders). In contrast, registered notifications will each have 

individual lifecycles specifying when each progressive stage 

starts and finishes; supported events and their effects on the 

lifecycle; and notification-specific data (e.g., action about 

which the patient is being reminded) to be filled into content 

templates.  

Each notification lifecycle starts when the notification is 

registered and is reset or cancelled when relevant events are 

received. Figure 4 shows four progressive stages, where the 

optimal stage indicates the initial timespan where no action 

needs to be taken. The sub-optimal, undesired, and not-

allowed stages indicate stages with increasing notification 

obtrusiveness and frequency. In example a the system 

registers a reminder for data entry at install time, where the 

patient starts receiving reminder instances (N
x
 symbols) after k 

time has passed. In this case the time k depends on the data 

entry schedule. For example, if the patient needs to enter 

blood pressures every day, a suitable value for k could be 24 

hours. Later, the notification frequency and obtrusiveness 

increase as the undesired and not-allowed stages are entered 

until the patient enters the health data. In that case, an event (E 

circle) is received and the lifecycle is reset, starting again 

from 0. In example b, two reminders for data synchronization 

are registered each time after the patient entered health data 

while lacking connectivity. In this case, suitable times for k 

depend on the necessity for timely health data uploads (e.g., 

depending on the urgency of server-side decision support). 

After k time has elapsed, the patient will start receiving 

reminders of increasing obtrusiveness whereby the start times 

of subsequent stages (l and m) will likewise depend on the 

necessity for timely uploads. For the first reminder, 

connectivity is re-established before any notification is issued, 

resulting in an event that cancels the reminder's lifecycle. For 

the second reminder, the patient finally encountered a Wi-Fi 

hotspot after entering the undesired stage, again resulting in 

the cancellation of the reminder lifecycle. In example c, the 

local CDSS issued an alert after inferring a problematic health 

issue. In case of alerts, the optimal stage will most likely be 

skipped (setting k to 0) so the patient is directly notified of the 

health issue. In this example, the patient responds immediately 

after the first notification, generating an event that cancels the 

alert. For instance, patients may respond by simply indicating 

they will follow-up on the alert, or the alert may include an 

option to directly dial the clinic or emergency room. The 

notification lifecycle is terminated after the not-allowed stage. 

We note that notification lifecycles likely depend on the 

particular clinical setting and chronic illness being managed, 

and thus should be specified by domain experts. 

It is important to note that persistent notifications may result 

in alert fatigue if not reconciled with the patients' personal 

schedule [12]. In particular, if patients continuously receive 

notifications but often are not able to directly perform the 

associated actions (e.g., health data entry), they will simply 

start ignoring them. Therefore, we have implemented the 

functionality to personalize notification lifecycles (within 

acceptable limits). Currently patients can configure the 

starting time of the sub-optimal stage for data entry reminders, 

thus delaying the time at which they start receiving reminder 

instances. In doing so, the patient may better align data entry 

with their own personal schedule. In case this configured time 

overlaps with subsequent stages (e.g., undesired), the system 

will display warnings of increased severity during 

configuration, informing the patient that the current schedule 

does not allow for an optimal follow-up, but that they should 

proceed if this is the only timing corresponding to their 

personal schedule. Setting this time beyond the start time of 

the not-allowed stage is not permitted as it would result in too 

long a delay for data entry reminders to still have purpose. 

Figure 5 shows an example of an Android reminder instance 

that includes options for directly performing the task (“Do”) 

and personalizing the particular reminder's lifecycle 

(“Settings”). For both our Android and iOS implementations, 

platform-specific features are utilized to minimize battery 

usage: on Android, the Notification Engine is only made 

active by the operating system when notifications need to be 

issued; on iOS, future notifications to be fired are registered 

with a platform-specific service. Currently, persistent 

reminders are registered for data entry and synchronization, 

while alerts are one-off notifications. Finally, AF-MPD 

provides patients with a chronological overview of 

notifications. 

 

Figure 5 – Example Android notification. 

Implementation 

The mobile patient diary was implemented using the Adobe 

PhoneGap [13] cross-platform development framework. In 

this framework, mobile apps are developed using HTML, 

CSS, and JavaScript, which are deployed as embedded 

websites in automatically-compiled native apps. Platform-

specific components such as databases, platform-specific 

notification code, and connectivity listeners are then added to 

these native apps. Currently, the mobile patient diary is 

deployed on Android and iOS and the necessary platform-

specific components were developed for both platforms. 

Related Work 

Hommersom et al. [3] examine mobile clinical decision 

support for multiple chronic illnesses. In order to provide 
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clinical decision support, they discuss the possibility of using 

rule-based systems, Bayesian networks, and case-based 

reasoning. However, this work seems to be in its early stages, 

summarizing requirements, challenges, and opportunities of 

mobile smart assistants but not supplying concrete solution 

designs. Ambroise et al. [2] present a concrete mHealth 

solution for collecting health data, targeting a group of chronic 

illnesses. It features a hybrid architecture with lightweight 

reasoning occurring on the client side and more heavyweight 

reasoning taking place on the server. Locally collected health 

data is synchronized at frequent intervals with the server as 

well. Although the system has an automatic notification 

system, no details are given on how notifications are managed. 

At the same time, no consideration is given to increasing 

patient adherence and the discussed scenarios do not focus on 

aligning the system with existing, complex clinical pathways. 

iALARM [12] is a language for specifying intelligent alerts 

and introduces the concept of an alert lifecycle. Alerts are 

triggered by monitoring temporal clinical data whereby alert 

reminders are fired in case the problem persists and no 

appropriate alert response has been given. The proposed 

language focuses on monitoring medical factors in clinics and 

issuing alerts to healthcare professionals. As a result, 

reminders only exist in the context of clinical alerts and cannot 

be issued separately for performing other self-management 

actions. In the same vein, issues such as notification lifecycle 

personalization and indicating the increased urgency of 

notifications (e.g., by increasing interaction obtrusiveness) are 

not considered. 

Conclusion and Future Work 

We presented a mobile intelligent cross-platform patient diary 

for the self-management of chronic illnesses, focusing on AF. 

Its main features include a local CDSS that allows for timely 

health alerts without connectivity and a notification system 

that supports evolving, event-based, and personalizable 

notification lifecycles. The supplied patient personalization 

options, combined with CDSS and notification lifecycles 

customizable towards different clinical settings, allow for 

improved adoption by healthcare providers and patients. We 

note that the patient diary comprises generic, configurable 

components that are re-usable for self-managing other chronic 

illnesses as well. The mobile patient diary will be used in a 

large-scale clinical trial (5,000 AF patients). 

Future work includes studying additional opportunities for 

patient personalization, for instance by automatically 

suggesting suitable data entry times based on analysis of the 

patient's schedule (e.g., in iCal format). Since only manual 

data entry is supported at this point, further efforts also 

involve attempting to plug in wireless measurement devices 

and using the mobile device's camera to scan medication 

barcodes and automatically add them to the system. 

Importantly, we also aim to apply the patient diary to self-

manage other chronic illnesses and investigate the extent to 

which other types of reasoning (e.g., Bayesian networks) 

would be more suitable for realizing clinical decision support 

in those cases. 
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Abstract 

Current approaches to the management of severe mental 

illness have four major limitations: 1) symptom reporting is 

intermittent and subject to problems with reliability; 2) service 

users report feelings of disengagement from their care 

planning; 3) late detection of symptoms delay interventions 

and increase the risk of relapse; and 4) care systems are held 

back by the costs of unscheduled hospital admissions that 

could have been avoided with earlier detection and 

intervention. The ClinTouch system was developed to close the 

loop between service users and health professionals. 

ClinTouch is an end-to-end secure platform, providing a 

validated mobile assessment technology, a web interface to 

view symptom data and a clinical algorithm to detect risk of 

relapse. ClinTouch integrates high-resolution, continuous 

longitudinal symptom data into mental health care services 

and presents it in a form that is easy to use for targeting care 

where it is needed. The architecture and methodology can be 

easily extended to other clinical domains, where the paradigm 

of targeted clinical interventions, triggered by the early 

detection of decline, can improve health outcomes. 

Keywords:  

Smartphone application; Mobile Health; Mental health; Self-

management; Connected health. 

Introduction 

Severe mental illness, including what is diagnosed as 

schizophrenia and psychosis, usually appears early in adult 

life and has a high risk of relapse. Relapses often result in 

unscheduled hospital admissions, with substantial suffering of 

the individuals affected and their families, and high costs for 

mental health services. Current approaches to the management 

of mental illness are limited by sporadic monitoring that takes 

place during consultations with mental health staff who ask 

service users to recall symptoms from as much as a month 

earlier. This has led to problems with averaging, reliability 

and recall, and has made accurate clinical assessment difficult 

[1]. Maintaining remissions and supporting recovery 

represents a major challenge for mental health services, which 

have lacked an approach that is personalised, responsive and 

service user-focused.  Moreover, a recent report by the Care 

Quality Commission, the independent regulator of health and 

social care services in England, noted how service users often 

do not feel involved in their care planning [2], while National 

Guidelines stress the importance of service user self-

management of symptoms [3].  Over recent years there has 

been an explosion of mobile, ubiquitous and connected health 

technologies, which can be used to detect diagnostic signals 

from individuals with much greater precision and resolution 

than ever before.  These technologies promise to transform 

healthcare [4] and could support the coproduction of care 

between service users and care professionals [5].   

In severe mental illness, the early detection of a change in 

symptoms can be used to trigger early intervention and so 

prevent relapse [6,7].  We have extended the standalone 

ClinTouch app [1] to close the loop between service users and 

care teams to enable the early detection of relapse and the 

targeting of interventions.  We anticipate that this will 

improve patient outcomes by preventing relapse and 

hospitalisation.  A reduction in hospitalisation will result in 

costs savings for healthcare providers.  

Methods 

To our knowledge, ClinTouch is the only system in the UK 

that offers a validated mobile assessment technology for 

severe mental illness with real time symptom reporting, online 

monitoring, relapse detection and the proven ability to 

integrate with existing mental health services.  The use of 

smartphone apps within mainstream mental health care 

services in the UK is nascent and innovative and current 

clinical approaches to the management of mental illness 

typically rely on infrequent face-to-face consultations.  The 

clinical aims of the ClinTouch system are to provide improved 

modes of personalised clinical monitoring and to enhance 

service user self-management.    From a technical standpoint, 

the challenges include: a) developing a secure system that can 

collect and monitor service user symptoms in real-time; b) 

providing a reliable system to store service user clinical data; 

c) allowing flexible integration with diverse electronic clinical 

record systems across providers in the UK National Health 

Service (NHS); d) providing a way for clinical staff to easily 

view and monitor service user data; e) presenting summaries 

and visualisations of data that are relevant, understandable at a 

glance, and actionable; f) detecting deterioration in symptoms 

and risk of relapse; and g) supporting clinical research by 

making collected data available to researchers.  
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Figure 1 – Overview of ClinTouch system architecture.   Service users use the app on their smartphone to capture continuous, 

longitudinal symptom data, which is transmitted in real-time through the mobile phone network to the central ClinTouch database for 

persistent storage, hosted on a backend server.  This server also hosts a process running the clinical monitoring algorithm and 

provides a web-based interface for health professionals to configure service user accounts and to view data and alerts.  Another 

process on the server manages data exchange between the ClinTouch system and the electronic health record system. 

 

The architecture of the ClinTouch system is shown in Figure 

1.  The core elements of the system include: a smartphone 

application which allows service users to record their 

symptoms several times a day and wirelessly uploads the data 

to a central secure ClinTouch server; a web-based interface, 

which allows mental health staff within the provider 

organisation to view the uploaded symptom data, and a 

custom clinical alert algorithm, which is run over the collected 

data.  All communication to and from the ClinTouch server 

(from the app, from the web-based client and via the REST 

API) is secured over https.  All symptom data are stored 

against a unique participant identifier on the phone, uploaded 

as soon as possible and then stored securely in the ClinTouch 

database.  

An agile, user-centred design methodology was adopted 

throughout the project.  An iterative approach to development 

was supported by a series of focus groups conducted with care 

staff and service users, who provided input on requirements 

and qualitative feedback on software prototypes and designs.  

Smartphone Application 

A smartphone application prompts service users to record their 

symptoms several times a day at pseudo-random intervals.  

Data are then wirelessly and automatically uploaded to the 

ClinTouch server.  The mobile assessment technology uses 

gold-standard rating scales and has been shown to be reliable 

and valid for assessing psychotic phenomena [1]. Drawing on 

Sama et al’s [8] categorisation of user engagement, derived 

from the transtheoretical model of change and behaviour 

modification models, the app supports self-monitoring and 

progress tracking, which are achieved through collection and 

summary displays of symptom data. 

 

Figure 2 – A screenshot of the question response page on the smartphone application. 
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clinical record system meant that the ClinTouch system has 

been used in standalone mode.  

While qualitative feedback from staff who have engaged with 

the system has thus far been largely positive, strains on mental 

health services generally in the UK have meant that it has 

been difficult for some staff to find the time to use the system. 

It is hoped that as more staff engage with the system, the value 

of ClinTouch for enhancing care will be more widely 

recognised and will drive further engagement.  Service user 

feedback highlighted the need for further personalisation of 

the app and future development will focus on this area. 

Discussion 

The ClinTouch system was designed to address the gaps in  

current care provision. The problem of intermittent symptom 

reporting is overcome in ClinTouch by incorporating a 

validated assessment tool within the smartphone app where 

symptoms can be recorded in real-time.  Service users can use 

the app to self-manage and monitor their symptoms and work 

collaboratively with their care providers which could help 

address previously-reported feelings of disengagement.  As 

symptoms are monitored in real-time by a clinical algorithm 

which alerts care staff when risk of relapse is high, ClinTouch 

could facilitate earlier intervention and reduce hospital 

admissions.  

For clinical staff, ClinTouch provides enhanced, personalised 

clinical monitoring.  For service users, ClinTouch provides 

tools to assist with self-management.  For mental health 

services, the system can reduce costs by facilitating early 

intervention, and reducing unscheduled hospital admissions.   

ClinTouch has been successfully deployed across two English 

NHS provider organisations and aims to improve the care of 

individuals who experience psychosis.   

ClinTouch has proven ability to both integrate with existing 

electronic health records systems and to operate as a 

standalone platform.  The platform provides a rich feature set, 

including: display and capture of questionnaire data via a 

personalised smartphone application; wireless uploading of 

questionnaire response data; a web-based interface for 

viewing symptom data in tabular and dynamic graphical 

format; a data export facility for researchers; and a mechanism 

for generating alerts based on a personalised clinical algorithm 

for detecting risk of relapse.   Ongoing challenges include 

engaging a broader care provider population and providing 

further personalised modules within the app. 

Conclusion 

The ClinTouch system was developed to close the loop 

between service users and health professionals, and to address 

key limitations of current approaches to the management of 

severe mental illness. ClinTouch provides an end-to-end 

secure platform, incorporating a validated mobile assessment 

technology, which allows service users to record symptoms in 

real-time; a web interface to display service user data to 

service users and care staff; a clinical algorithm that runs on 

submitted symptom data to detect risk of relapse; and an 

alerting system to flag the need for clinical intervention. 

ClinTouch integrates high resolution, continuous longitudinal 

symptom data into mental health care services and presents it 

in an intuitive format that enables clinical staff to target care 

where it is needed. The system is currently being trialled in 

two NHS provider organisations in England.  The architecture 

and metholodgy can be easily extended to other clinical 

domains, to enable early detection of decline and improve 

health outcomes.  

The ability to identify the need for early intervention through 

real-time personalised monitoring has widespread 

applicability across a range of health conditions, where early 

intervention is key to preventing adverse outcomes.  The 

ClinTouch platform offers a psychometrically well-founded 

customisable framework for real-time symptom capture, data 

visualization and analysis, which has been successfully 

deployed in mental health and is ready to translate to other 

contexts of co-produced self and professional care. 
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Abstract 

Health-related mobile applications (apps) have been shown to 

improve the quality of health and patient care. Their use in 

clinical and health-related environments is becoming more 

considerable. The number of health-related apps available for 

download has considerably increased, while the regulatory 

position of this new industry is not well known. Despite this 

lack of regulation, measuring the usability score of these apps 

is not difficult. We compared two samples of twenty health-

related applications each. One of the samples contained the 

apps with top-rated usability scores, and the other contained 

the apps with lowest-rated usability scores. We found that a 

good usability score correlates with a better medical 

reliability of the app’s content (p<0.005). In the period in 

which a valid regulation is still lacking, calculation and 

attribution of usability scores to mobile applications could be 

used to identify apps with better medical quality. However, the 

usability score method ought to be rigorous and should not be 

rounded off with a simple five stars rating (as is the case in 

the classic app stores). 

Keywords:  

mHealth, Mobile Applications, Regulation, Smart Phones, 

Equipment Safety. 

Introduction 

Mobile technology solutions have an important place in daily 

life today. In addition to simple communication and text 

messaging, a variety of applications running on smartphones 

and tablets could offer easily accessible solutions to almost 

any possible requirement that may arise in the field of 

information and communication. Health-related information 

and communication is not an exception in the exploding 

penetration of mobile technology phenomenon.  

Mobile Health – or mHealth – is the practice of medical or 

public health supported by mobile devices, such as mobile 

phones, patient monitoring devices, personal digital assistants, 

and other wireless devices [1]. Service care providers, 

researchers, and national governments are excited at the 

opportunities mobile health has to offer in terms of improving 

access to health care, engagement and delivery, and health 

outcome [1]. Numerous functionalities including data 

collection [2], patient communication [3], health care delivery 

[4,5], and patient and professional education [6,7] have been 

used to support patients or healthcare professionals.  

Currently, more than 97,000 mHealth applications are present 

in the classic app stores, and approximately 1,000 new 

applications are being published every month [8]. In the next 

few years, more than 3,000,000 free downloads and 300,000 

paid downloads are expected to be made of mHealth 

applications just in the USA [9]. Being easily accessible and 

highly available make smart devices (smartphones and tablets) 

very attractive for consumer and professional areas of 

application [8]. The smartphone is considered to be the most 

popular technology among physicians since the stethoscope 

[9]. Therefore, there are high expectations for growth in the 

mHealth market. With this growing market and the 

overwhelming diversity of applications, there is a need to 

recognize which applications are safe and trustworthy. In the 

recent literature, potential dangers and reliability of some 

health-related applications were investigated [10–12]. Various 

aspects of mobile health applications have been called into 

question, including medical professional involvement in the 

development of the applications [13], the accuracy and 

reliability of the content of the applications used in diagnosis 

and patient management [14], the potential danger of camera 

function in mobile devices to judge weather skin lesions are 

suspicious [15,16], deficiencies in self-management 

applications in diabetes [17] and asthma [18]. 

The mobile health application industry is still in its infancy. 

Existing laws and public regulations for approving health-

related applications are only relevant to a rather small number 

of applications [8]. Happtique, a private certification of health-

related applications suspended its operation after a developer 

discovered that two certified apps contained data insecurity 

issues [19]. Various reasons, including the number of 

functionalities, diversity of information and rapid 

development of health-related applications in the market, 

make certification difficult to achieve [20].  

A usability score indicates the satisfaction and effectiveness of 

an application. Major platforms for mobile applications 

(Google Play store & Apple store) provide consumers the 

ability to rate the applications. Users can rate the applications 

by giving them a mark out of five stars. In the absence of a 

comprehensive and rigorous certification of mobile 

applications for health care, the only easily accessible 

quantitative measurement is the usability score. The main aim 

of this study was to evaluate if good usability scores correlates 

with a better medical safety. We therefore set out to determine 

if health-related apps with disparate usability scores differ in 

medical safety aspect.     

Methods 

French language-based health-related mobile apps in classic 

app stores (Google play store and Apple iOS app store) were 

gathered on our website at www.dmdpost.com. A monitoring 

system based on keywords extracted health-related 

applications from the classic app stores. App editors who 

would like to have their applications evaluated by our 

community could also directly send us their apps. The website 

currently contains 896 mobile health applications. These 

applications were divided into two categories according to 
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their target user: health professionals and the general public. A 

panel of application users (health professionals and the general 

public including patients) voluntarily completed  usability 

satisfaction questionnaires for each mobile application. 

Everyone (health professionals, patients, and healthy 

individuals) could evaluate the apps addressed to the general 

public. However, if the target users of an app are health 

professionals, it would be evaluated solely by its target users. 

There were three questionnaires according to the evaluator’s 

profile:  

• A questionnaire for patients or healthy individuals to 

evaluate the apps intended for the general public 

• A questionnaire for health professionals to evaluate 

the apps intended for the general public and to identify 

whether the health professional is willing to prescribe 

the app to his/her patients 

• A questionnaire for health professionals to evaluate 

the apps intended for health professionals to verify if 

the application matches the healthcare professionals 

needs 

There are two types of questions in each satisfaction survey 

both in a closed-ended format:  

• Influence questions: to quantify application usage and 

reliability of answers (for example, Did you use the 

application several times a day for more than one 

week?) 

• Perception questions: to assess the quality of the 

application on its functionality and ergonomic aspects 

(for example, Do you find the application easy to 

use?) 

When the number of evaluations reaches five (at least four 

individuals and one health professional), the embedded 

algorithm assigns a score out of 20, judging the overall quality 

of the application. If an application is updated, it will pass to 

the status “Rating in progress” and will be re-evaluated by at 

least four individuals and one health professional to mark its 

current version.  

We then selected the 20 highest-rated and the 20 lowest-rated 

applications. These applications constitute the material for this 

study. Two medical doctors working on mHealth evaluated 

four basic issues to assess medical safety of these applications. 

The four issues are:  

• Prescence of at least one related health professional in 

the conception or development of the application 

• Using reliable and valid bibliographic references to 

create the application contents 

• Clear identification of objectives, target audience, 

and/or mentioning the possibility (or no possibility) of 

substituting a medical advice within the application 

• Validation of the application in a peer-reviewed 

scientific paper 

These criteria were then validated by a group of academic 

experts in the relevent field. The best rated and lowest rated 

applications were listed randomly so that the evaluators did 

not know the applications’ usability scores during their 

evaluation process. The evaluators examined independently 

each application with the basic criteria. Discordances were 

then discussed to obtain a consensus. The name of each 

application was searched in Medline and Web of Science 

databases to identify if the application was the subject of a 

peer-reviewed published research. We then compared the total 

scores in the two groups. Descriptive information was 

produced for each basic issue of medical safety. The results 

were analyzed using Chi-square test. Significance of the 

statistic test was set at p<0.05.  

Next, we compared the given app store usability scores of the 

two groups. In this step, we were interested in finding out if 

the user evaluations out of five stars could be considered as a 

reliable criterion to predict the medical reliability of the 

applications. The user evaluations out of five stars, published 

in the classic app store platforms within the app description, 

were analysed and compared in the two groups. We used the 

Wilcoxon rank-sum test to compare the mean score in the two 

groups.  

Results 

The applications used in this study covered various subjects 

including allergies, contraception, pregnancy and menstrual 

cycle, calorie intake, bipolar disorder, multiple sclerosis, 

medical or therapeutic education, cardiology scores, general 

follow up, diabetes mellitus, traveler’s health, and hepato-

gastroentrology recommendations. The target users of these 

applications were health professionals and the general public 

including patients. The majority of apps in both groups were 

intended for the general public. However, the number of apps 

intended for health professionals was more prevalent in the 

highest-rated group than the lowest-rated group (40% of the 

apps in the top-rated group against 5% of the apps in the 

lowest-rated group). 

The number of concordances with our medical safety criteria 

together with the relevant percentages are illustrated in table 1.  

Table 1– Prevalence of fulfilled medical trustworthy criteria 

in top rated and lowest rated applications 

 

Highest rated 

applications 

(%) 

Lowest rated 

applications 

(%) 

Presence of related 

health professional 

14 (70%) 8 (40%) 

Reliable references 11 (55%) 0 (0%) 

Identification of 

objectives, target 

audience, possibility of 

replacing a medical 

advice 

16 (80%) 16 (80%) 

Validation of the 

application in a peer 

reviewed scientific 

paper 

0 (0%) 0 (0%) 

Total 41 (68.3%) 24 (40%) 

 

Prescence of related health professionals in the conception or 

development of the application was observed more in the top-

rated applications than the lowest-rated applications. The 

criterion satisfied in the fewest number of applications in both 

highest-rated and lowest-rated groups was mentioning whether 

reliable or valid bibliographic references were used to create 

the application contents (11 in top-rated applications and 0 in 

lowest-rated applications). The third criteria fulfillment 

(idenitification of objectives) was observed equally in both 

top-rated and lowest-rated applications (16 out of 20 for each 

group). In the top-rated group, we found a total of 41 times 

(68.3%) satisfaction to our medical safety criteria versus 24 

times (40%) in lowest-rated applications. None of the studied 

applications were the subject of a peer-reviewed paper to 

assess its effectiveness. We therefore decided to remove this 

criterion from our calculations.  
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According to our criteria, the medical reliability was 

significantly higher in the highest-rated applications compared 

to the lowest-rated applications (p<0.005).  

In comparing an application’s usability score to the classic app 

store rating, we found that the highest-rating group have a 

mean score of 3.87 (standard deviation = 0.67). In the highest-

rated group, four applications were removed due to an 

insufficient number user ratings for the application. The range 

of marks was between 3.5 and 5. In the lowest-rated group, six 

applications were removed due to insufficient user ratings 

from the classic app store. The mean score for the 14 remain-

ing was 3.78 (standard deviation= 1.03). The range of ratings 

in this group was between 2 and 5. We did not find a statisti-

cally significant difference between these two means ratings 

(p<0.9) in our samples. We therefore did not compare the 

store provided usability scores with our medical criteria.  

Discussion 

Mobile applications comprise a flourishing industry today. 

Health-related applications provide users with an 

unprecedented opportunity to achieve a better quality of health 

as well as a better quality of healthcare. However, when it 

concerns health and healthcare goals, one must consider the 

potential risks and dangers. The ubiquity of mobile 

applications – including health-related apps – brings 

additional risks to less-experienced users who might download 

applications with dubious medical information and advice 

[21]. Although some voluntary app certification schemes like 

“Happtique Health App Certification Program” exist [21], a 

worldwide comprehensive and rigorous certification or 

regulation in all possible aspects concerning the mobile health 

applications including privacy, operability, security, ethical 

issues, medical content reliability, etc., is still lacking. The 

traditional methods of evaluation are not suitable for the fast 

paced nature of technology [22]. However, calculating a 

usability score is more common and has already been used in 

the published investigations [17,23–26]. In this study we 

present an analysis of 40 health-related applications to assess 

the feasibility of judging the medical reliability of mobile 

health-related applications by their usability score. In 

particular, we developed a usability evaluation method that 

was more rigorous than the present rating system out of five 

stars available on the classic store platforms. We defined four 

basic criteria to assess the medical content of health-related 

applications. We found that these criteria are significantly 

more fulfilled in the applications with a better usability score 

than the applications with lower usability score. 

Other studies that evaluated the usability of health-related 

applications admitted that good usability scores in applications 

are related with better results in functionality and high 

compliance of consumers [17,23–26]. This corroborates the 

results of our study, which report that good usability scores 

correlate with better medical safety.  

We then compared the store platform provided usability score 

in our samples. Our findings showed that the store-provided 

usability score was not significantly different in the two 

groups. A simple consumer rating out of five star is therefore 

not a good benchmark for evaluation of the usability of health-

related apps.  

This study had several limitations, which we tried to mitigate. 

We blinded evaluators of applications’ usability scores to 

reduce bias during their evaluation of medical criteria.  

The rate of being approved by a peer-reviewed publication 

was poor in both highest-rated and lowest-rated groups of 

apps. This is in line with another published study in which 

among 283 pain-related apps, none of them had been 

scientifically validated or proven to be effective [9]. However, 

our sample applications were only in French language. This 

can reduce the chance of being the subject of a peer-reviewed 

publication, because most of these publications are in English 

language and assess rather the English language applications.  

The use of reliable references in the app development was not 

sufficiently mentioned for any of the apps, even in the highest-

rated applications. This defective feature could be somewhat 

compensated by having a licensed health care professional 

implicated in the development of the application. Furthermore, 

valid and reliable sources might have been used in some 

applications without being mentioned.   

Prescence of related health professionals in the development 

of the application was found to be the most prevalent source 

of support to health-related apps. This finding corroborates 

with another study who reports the implication of health care 

professionals in the app development followed by being 

recommended by a patient association as the most important 

source of support to the apps [9]. An analysis of colorectal 

disease smartphone apps in another study showed that only 

29% of the apps had had customer satisfaction ratings and 

32% had named medical professional involvement in their 

development or content [13]. This finding is in line with our 

results in lowest-rated health-related apps with 40% of 

medical professional involvement.   

The present user evaluation system provided by the store 

platforms seems not to be a good reference to conclude if a 

health-related app is medically safe. This study demonstrated 

that a more rigorous system to measure usability score of the 

health-related apps could correlate with a better medical 

reliability. It is not yet clear how the assessment for health-

related apps should best proceed [22]. In this situation, 

although the correlation with usability score is not an absolute 

and precise solution, it can be used in the absence of a 

comprehensive regulation.  

The proportion of apps intended for health professionals was 

found to be more prevalent in the highest-rated group. It 

seems that app editors or developers pay more attention to the 

content when the target consumers are health-literate 

professionals. However the majority of health-related 

applications are intended for the general public (as is also 

evident in our samples) who may not have the same health 

literacy and numeracy of health professionals. Educational 

programs for health-related app users could not only empower 

patients and healthy individuals to have a better insight of the 

apps that they are using, but also arouse app editors to develop 

better quality and reliable apps.  

Perhaps the most important limitation of this study is that we 

only looked at French language applications. This could have 

limited the yield of the results. However, some of these apps 

were present in the stores in a multilingual format. Small 

sample size is another limitation. We selected only 40 of the 

possibilities, not only because it was convenient, but also 

because it was what could be feasibly done. In this study the 

apps were taken from all the diverse categories of health 

related apps that could be found. As the different health fields 

have different characteristics, further studies analysing apps 

by dividing them according to their purposes or functionalities 

would be of considerable interest. 

Even in the top-rated group, a great percentage of applications 

(more than 20%) lacked at least one of the medical criteria. 

This implies the need for a comprehensive multi axial 

program to assess the health-related apps in all aspects. 

Medical trustworthy of health-related apps is of utmost 

importance, however high-quality, evidence-based content 
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alone is of limited value, if presented in a way that does not 

adequately match and address the usability, accessibility, 

readability (reading with understanding) and health literacy 

needs of targeted audiences [21]. 

Conclusion 

Mobile health technology seems to be a logical, acceptable, 

and efficient way to improve the quality of health and health 

care services. It can make healthcare more accessible and 

affordable for all [9]. It has been demonstrated that 

smartphone-based applications improve the efficiency of 

healthcare delivery and make healthcare more effective [27]. 

To achieve this objective, it is clear that the content of 

applications used in a medical or health context are required to 

be trustworthy. Mobile health applications still comprise a 

new industry. Therefore, it takes some time to achieve a valid 

comprehensive assessment procedure to proceed the app 

review. Meanwhile, calculation of usability scores that are 

more common among mobile applications could be used to 

distinguish apps with better medical quality. However, the 

usability score method ought to be rigorous and should not be 

rounded off with a simple five stars rating. Further research 

with more important samples would help to confirm the 

results of this study and pave the way to find trustable 

methodological issues to assure the quality of mobile health.  
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Abstract 

Hypertension is the most common chronic condition dealt with 

by primary care physicians and other health practitioners. It 

usually has no symptoms, causing a delay in diagnosis. 

Moreover, around 20% of the global population suffers from 

“white-coat syndrome”, which can lead to misdiagnosing 

hypertension. When diagnosed, patients find it difficult to 

constantly monitor their blood pressure to ensure it is within 

acceptable levels. In this work, we propose a pervasive 

solution model for ambulatory monitoring of hypertensive 

patients and for supporting a clinician with the task of 

diagnosing hypertension. It contributes to the selection of 

attributes and techniques for assisting hypertension diagnosis, 

and also to an implementation which dynamically adjusts 

itself to each patient’s average blood pressure. 

Keywords:  

Pervasive Healthcare; Assisted Diagnosis; Hypertension; 

Patient Monitoring. 

Introduction 

Arterial hypertension (HTN), has been globally recognized as 

the leading chronic disease that causes premature 

cardiovascular mortality and morbidity [1]. If HTN is properly 

controlled, cardiac mortality will decrease 49%, while 

cardiovascular mortality will decrease 62% [1]. Conversely, 

uncontrolled HTN, according to information from the 

Panamerican Health Organization (PAHO), could cause 

terrible health issues, such as myocardial infarction, kidney 

failure, blindness and/or heart failure [2]. Considering the 

above mentioned facts, an early diagnosis of the disease and 

providing mechanisms to maintain blood pressure within 

acceptable levels, is very important. However, there are issues 

that need to be addressed. First of all, at least 20% of the 

world’s population suffers from “white coat syndrome” [4]. In 

the context of HTN, this means that a person’s blood pressure 

readings might be higher in the doctor’s office, but once 

he/she leaves the room, it goes back to normal. Another issue, 

which is opposite of the previous one, is “masked 

hypertension”. It causes normal blood pressure readings in the 

doctor’s office, but readings at home are in the hypertensive 

range [5]. 

Hypertensive patients, find it difficult to constantly monitor 

their blood pressure. In spite of the existence of well tolerated 

effective drugs, these are not enough to maintain blood 

pressure within acceptable levels [6]. It is claimed that around 

20 million patients, will suffer a hypertensive crisis at some 

point of their lives [7]. 

This work presents a pervasive solution model to support 

hypertension diagnosis and provide monitoring of 

hypertensive patients. Supporting diagnosis by automated 

processing of data retrieved from patients could lead to more 

accurate diagnoses, while monitoring hypertensive patients 

could introduce several benefits. First, the patient is notified as 

his/her blood pressure starts to become abnormal. Second, 

every reading is stored in a central repository, allowing the 

clinician to view behavior of the blood pressure of any given 

patient and whether medication needs to be adjusted or not. 

Finally, the set of data in the repository, could be used in other 

research works.  

This work is organized as follows. The next section presents 

recent work related to assisted diagnosis and patient 

monitoring systems. Then, a description of the proposed 

solution model is presented. Next, we present the methods 

used to perform tests and results obtained with them. Finally, a 

discussion of the results and a conclusion of this work is 

presented. 

Recent Work 

Assisted Diagnosis Systems 

Most systems performing assisted diagnosis of hypertension 

use machine learning techniques, extracting features from 

available patient data or from available laboratory test results 

[8-11]. Whereas, others use techniques different from machine 

learning [12, 13], which we refer to as non-machine learning.  

Most of the works, in the non-machine learning group, ask for 

input from the user, by means of questionnaires or forms the 

patients need to fill in. 

Currently, clinicians could make use of an ambulatory blood 

pressure monitoring (ABPM) device to diagnose hypertension 

when white-coat syndrome is suspected. It is worn by patients 

for 24 hours and once completed, it is connected to a computer 

that prepares a report for the patient [14]. A disadvantage of 

this approach is that it doesn’t provide real-time notifications 

as blood pressure starts to become abnormally high, and that 

24 hours might not be a long enough period of time to gather 

relevant data. 

As a final point, we can mention that there are many 

challenges most work doing assisted diagnosis need to 

address, such as features to choose, sources of data to extract 

features from, and deciding whether to use machine learning 

or non-machine learning techniques, since better results might 

be obtained by choosing one or the other. This work tackles 

the challenges related to technique and attribute selection. 

Patient Monitoring Systems 

In this section, we focus on work performing patient 

monitoring by using wireless sensors and a smartphone to 

process data generated by them, that is, work oriented to 

pervasive monitoring. It is worth mentioning, that not only 

works monitoring hypertensive patients are considered.  

There are studies that used specific sensors and machine 

learning to identify patient’s health condition [15, 16]. Others 
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of the patients were sendentary and hypertensive, while 8% 

were hypertensive but non-sedentary. Additionally, 43% of 

them were non-sedentary and healthy, while 29% were 

sedentary and healthy. The test set was divided as follows, 

40% of patients suffered from hypertension and 60% were 

healthy. We used an online learning algorithm consisting of a 

variation of gradient descent, since most work dedicated to 

assisting diagnoses choose online learning algorithms to 

generate suggestions [31]. 

In order to validate the assisted diagnosis systems, a confusion 

matrix was built. A confusion matrix is a table of at least size 

m by m, where an entry, CM(i, j) indicates the number of 

cases i labelled by the system as class j [29]. For the system to 

have good accuracy, values along the diagonal would be far 

from zero, while the rest would be close to zero. 

The following measures were taken into account [29]: 

1. Sensitivity: refers to how well the system can identify a 

hypertensive patient (True Positive / Positive). 

2. Specificity: refers to how well the system can identify 

a healthy patient (True Negative / Negative). 

3. Precision: used to access percentage of hypertensive 

patients that are actually hypertensive (True Positive / 

(True Positive + False Positive)). 

4. Accuracy: It is a function of sensitivity and specificity 

(Sensitivity * Positive / (positive + negative) + 

Specificity * Negative / (positive + negative)). 

Where: 

• Positive is number of hypertensive patients. 

•  Negative is number of healthy patients.  

• True Positive is number of patients suggested as 

hypertensive that actually are hypertensive. 

• True Negative is number of patients suggested as 

healthy that actually are healthy.  

• False Positive is number of healthy patients suggested 

as hypertensive patients. 

• False Negative is number of patients suggested as 

healthy but actually suffer from hypertension 

Test Method for Monitoring System 

The monitoring system is comprised of two main components, 

a data gathering component and a health condition inference 

component. For testing purposes, simulated blood pressure 

readings were used, that is, the data gathering component did 

not connect to sensors, instead it obtained data from a 

simulator. The simulator starts with a patient’s average SBP 

and DBP values, and then several events are generated, where 

each event would alter a patient’s blood pressure. An event 

could be one of the following: salty food, rough emotions 

(e.g., anger), physical activity, relaxation, and no change. 

Each event, but the last one, causes blood pressure to increase 

or decrease by three levels: low, medium, high. The health 

condition inference component calculated average SBP and 

DBP as new events appeared, using the weighted average 

formula described in the Solution Model section. However, 

since values were simulated and none of them was invalid, 

weighted average and arithmetic median would have lead to 

the same values. 

To perform tests, three fictitious hypertensive patients were 

created and events were generated all day long every 30 

minutes. That is, 48 readings per day with a total of 240 

readings for each patient, since these fictitious patients were 

monitored for five days. Even though blood pressure readings 

were simulated, we expect to test the system with real patients 

and sensors in upcoming phases. 

The purpose of the test was to observe the differences between 

using values adjusted to each patient (i.e. dynamic values) and 

fixed values.  

Results 

Test Results for Assisted Diagnosis System 

In Table 1 we can observe the results obtained after 

performing the test. The system indicates that 10 patients 

suffer from hypertension and 12 patients are healthy. It has a 

false positive rate of three, which means that three patients are 

considered hypertensive even though they are healthy. It does 

not generate any false negatives. It has 100% sensitivity and 

80% specificity, which has been affected by the existence of 

false positives. This also affected the obtained precision, 

which was 77%. Finally, the system has 88% accuracy, which 

is affected by the specificity the system has. 

Table 1  - Values obtained for each measure 

Measure Value 

True Positive 10 

True Negative 12 

False Positive 3 

False Negative 0 

Sensitivity (%) 100 

Specificity (%) 80 

Precision (%) 77 

Accuracy (%) 88 

 

Test Results for Monitoring System 

In Figure 2, we can observe SBP and DBP values for patient 

P1 during a single day, displaying generated alerts. Dashed 

orange and solid red lines represent warning and critical alerts 

for dynamic values, respectively. Whereas, dotted light blue 

and mixed blue lines represent warning and critical alerts for 

fixed values, respectively. 

 

Figure 2 - SBP and DBP values for patient P1 for a day. 

Warning and Critical alerts are shown for both dynamic 

values and fixed values. 

It is important to note that only one critical alert was generated 

when dynamic values were used. Though SBP/DBP values 

higher than the one at the specified time were generated, only 

warning alerts occurred later. This is due to the average blood 

pressure of P1 adjusting itself to a new value. However, this 

might be seen as an incorrect behavior because in practice, 

average blood pressure cannot change in such a short period of 

time. Thus, Figure 2 exposes two important matters to be 

defined when using dynamic values instead of fixed ones, that 

is, the time window to consider blood pressure readings for 
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calculating average blood pressure and the frequency at which 

blood pressure is to be measured. These must be defined so 

that average blood pressure is realistic. 

The results from the tests are displayed in Table 2. We can 

observe a lower number of warning and critical alarms when 

dynamic values are used. 

Table 2– Results for Monitoring System 

Patient Fixed Values  Dynamic Values

 

Warning 

Alarms 

Critical 

Alarms 

Warning 

Alarms 

Critical 

Alarms  

P1 80 

103 

120 

20 

92 

71 

76 3 

P2 57 4 

P3 86 5 

Discussion 

In Table 3, we show the results obtained by work dedicated to 

assisting hypertension diagnosis along with ours. Information 

in the table encourages us to believe that we are on the right 

track since sensitivity and specifity values are greater than 

those obtained by some recent works. However, a comparison 

cannot be made since datasets are different. Our results might 

be improved, perhaps by using larger datasets or by trying 

different attribute combinations. 

Table 3 - Values obtained by others and this proposal 

Measure Su&Wu  Ture et al. 

Hsu et 

al. Proposal 

Sensitivity 46.89% 95.24% -- 100% 

Specificity 73.96% 71.79% -- 80% 

Accuracy 72% -- 92.8% 88% 

The monitoring system obtained results similar to those in 

[21], where the authors showed that fewer alerts are generated 

when values adjusted to patients are used. We expect that, in 

practice, this translates to generating critical alerts only when 

a patient’s current health status needs attention from the 

clinician in charge. 

Conclusion 

This work presented a pervasive solution model to support 

hypertension diagnosis and provide monitoring of 

hypertensive patients. Although, there are many works on 

assisting diagnosis, there are challenges that need to be 

addressed. One of these is the selection of features to be used 

to accomplish the task. This work introduced a feature that 

previously mentioned works had not included, that is, whether 

a patient has sedentary behavior or not. We also contributed to 

the selection of a diagnosis technique, by choosing an online 

learning algorithm different from artificial neural networks 

and support vector machines, which are the most commonly 

adopted techniques by recent works. 

Furthemore, identifying  a patient’s health condition, by using 

values adjusted to himself, allowed the system to generate 

fewer alarms than the case when fixed values were used. In 

the context of hypertension, this is a valid approach, since a 

severe blood pressure elevation might represent a crisis for 

some patients, but it might not be dangerous for someone who 

often has high blood pressure. 

As future work, we expect to try the prototype with real 

patients. That is, to obtain data from the ambulatory blood 

pressure sensor and process them in real time instead of 

simulating readings, since this will allow us to create a 

confusion matrix; and perform an analysis similar to that in 

Test Results for Diagnosis System. We also expect to get 

feedback from doctors and patients to validate the system. 
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Abstract 

Online health forums are increasingly used by patients to get 

information and help related to their health. However, 

information reliability in these forums is unfortunately not 

always guaranteed. Obviously, consequences of self-diagnosis 

may be severe on the patient’s health if measures are taken 

without consulting a doctor. Many works on trust issues 

related to social media have been proposed, but most of them 

mainly focus only on the structure part of the social network 

(number of posts, number of likes, etc.). In the case of online 

health forums, a lot of trust and distrust is expressed inside 

the posted messages and cannot be inferred by only 

considering the structure. In this study, we rather suggest 

inferring the user’s trustworthiness from the replies he 

receives in the forum. The proposed method is divided into 

three main steps: First, the recipient(s) of each post must be 

identified. Next, the trust or distrust expressed in these posts is 

evaluated. Finally, the user’s reputation is computed by 

aggregating all the posts he received. Conducted experiments 

using a manually annotated corpus are encouraging. 

Keywords: 

Trust, Reputation, Social media, Online health forums. 

Introduction 

Internet is allowing patients to play a more active role in their 

own health care. Today, more than 46% of patients in 12 

different countries use internet for self-diagnosis [1]. The use 

of Web-derived health information is rapidly increasing and 

has been termed as the e-patient revolution [2]. They have a 

strong desire to learn, to understand their own symptoms and 

to have access to medical knowledge. Although accessible and 

easy to use, the reliability of information on Internet 

represents a major risk on e-patients health. The consequences 

of an erroneous self-diagnosis are difficult to estimate if 

measures are taken without consulting a doctor. Indeed, only 

21% of e-patients ask their physician confirmation of 

information obtained from Internet [1]. According to a recent 

study conducted by the Health On the Net foundation, 90% of 

e-patients use search engines to initiate their requests. Most of 

the returned links propose health forums which are used by 

more than 50% of e-patients. Thus, these forums are 

becoming the first source of medical information on the 

Internet. They are areas of exchange where patients, on 

condition of anonymity, freely relate their personal 

experiences and give their views and advices. 

It is difficult to prevent e-patients to consult irrelevant or 

unreliable information on health forums; however it is 

possible to design tools to highlight the trustworthiness of 

information as well as the users in it. Many online health 

forums give a rank to each user, which is usually based only 

on the number of messages posted since his registration. 

Actually such ranking does not really give a good estimation 

of users’ trustworthiness. A discussion with moderators of a 

French forum confirmed this intuition, since they know 

trusted users who post few messages and untrusted users who 

posted a lot of messages. In a previous work, we proposed a 

method to automatically distinguish posts made by health 

experts from those made by laymen [3]. In this new work, we 

are interested on the reputation of online health forum users 

independently from their medical roles. Many definitions of 

trust and reputation can be found in the literature according to 

each context [4]–[7]. Here we define the trust that a user A 

gives to a user B as: “the belief of A in the accuracy of the 

information posted by B”, and the reputation of a user A as 

“the aggregation of the values of trust given to user A”. Most 

studies of trust in social networks usually focus on the 

structure of the website (ratings, number of posts, number of 

likes, number of quotes, distance between posts, etc.) [8]. 

However, explicit liking and quoting functionalities are rarely 

used in the case of online health forums. For example, in the 

French health forum CancerDuSein.org only 2% of posts 

have explicit quoting. Besides, most users in this forum prefer 

posting a new reply where they express their agreement or 

recognition rather than simply pressing the like button. 

In this study we suggest to infer the user’s reputation from the 

replies he receives in the forum. Therefore, our method is 

divided into three main steps. First, links between each post 

and the person(s) to whom it is addressed, also called the 

recipient(s), are identified. Some works have already 

addressed this task [9], [10]. Three types of relationships have 

been extracted: structural relationships, name relationships 

and text quotation relationships. In this work, we consider 

nine kinds of different relationships. After that, posts are 

evaluated and classified into one of the following classes: 

trust, distrust and neutral, according to the use of agreement, 

disagreement and thanking expressions. Finally, the user’s 

reputation is computed by aggregating the trust and distrust 

expressed in the posts he received. It may computed in the 

whole forum or in specific topics by aggregating only replies 

posted in that specific topic. Users’ reputations can be used 

either by moderators in order to investigate users having very 

bad reputations, or by forum readers in order to have an idea 

about the authors trustworthiness. 

The rest of the paper is organized as follows. Section 2 

presents the corpus and describes the used methods. Section 3 

presents the obtained results and Section 4 discusses them. 

Finally, Section 5 concludes and gives our main perspectives. 
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Materials and Methods 

First, the corpus of study is described. Then, the three main 

steps of our method are presented: identifying the recipient(s) 

of each post, inferring the trust expressed by each post and 

computing the reputation of each user. 

Corpus of study 

CancerDuSein.org is a French health forum specialized in 

breast cancer. 1,050 threads have been collected which holds 

16,961 messages posted by 675 users. It represents all the data 

that have been posted between October 2011 and November 

2013. Some threads have more than 500 posts, which make 

the use of semi-automatic systems a challenging task. This 

forum gathers women with breast cancer or their families, 

who want to exchange their experiences, advices and 

emotional support. However, the consequences of acting on 

incorrect advices can be severe. The forum gives a rank to 

each user based on the number of posts since his registration 

as described in Table 1. However, an active member on the 

forum is not necessarily a trusted member and similarly a new 

member is not necessarily an untrusted one. 

Table 1 – Number of posts for each rank 

Rank Number of posts 

New member [0, 20[ 

Regular member [20, 40[ 

Accustomed member [40, 80[ 

Active member >80 

Step 1: Finding the recipient(s) 

The first step of our method consists in finding the recipient(s) 

of each post in the forum. In order to construct a network of 

replies, a rule based heuristic has been developed. Nine rules 

have been designed and applied chronologically as described 

below. If a message does not match the first rule, the heuristic 

will check the second one and so on. The first post in each 

thread is not considered since it does not answer anybody. 

Explicit quoting: CancerDuSein.org allows users to 

explicitly quote another user’s post. However, only 2% of 

posts on the Website contain explicit quoting. These quotes 

have been detected using the HTML tag <quote> and by 

comparing the content of these tags and the pseudonym of the 

quoted user with the messages posted before in the same 

thread. This process allowed us to detect 312 quotes 

automatically. The rest of quotes (37) have been related 

manually because the quoted text has been modified or 

truncated by the user. 

Second posts: Messages posted at the second place in each 

thread have been considered as replying to the first one. 

Names and pseudonyms: If a message contains the 

pseudonym or the name of a user who previously posted a 

message in the same thread, then this user is considered as the 

recipient of the message. The pseudonyms have been 

extracted automatically while the names have been extracted 

from the signatures and validated manually. The following 

preprocessings have been applied in order to detect names and 

pseudonyms inside the text: 

• Remove all non-alphabetic characters except spaces 

(**John Woe 34** becomes John Woe). 

• Replace all accented characters by the corresponding 

non-accented ones (Jérôme becomes Jerome).  

• Lowercasing (Sandra becomes sandra). 

Grouped posts: If a message contains a group marker (“hello 

everyone”, “Hi girls”, “Thank you all”, etc.) then all the users 

who previously posted in the same thread are considered as 

recipients for this post. 

Second person pronouns: In French, singular second person 

pronouns and plural second person pronouns are different. If a 

singular second person pronoun is used then the recipient is 

the author of the previous post. 

Activator posts: When the activator of the thread (the user 

who opened the the thread by posting the first message) posts 

a new message in the same thread, we consider that all the 

users who posted after his last message are recipients of his 

new message. 

Questions: If the message contains a question then the 

message is addressed to all the users who previously posted in 

the same thread. 

Answers: If there is a question posted before in the thread, the 

recipient is the user who posted this question. 

Default: If none of the rules mentioned before is satisfied, we 

consider that the recipient of the message is the activator. 

Table 2 presents the number of posts that match each rule. 

Table 2 – Number of posts that match each rule 

Rule Number of posts 

Explicit quoting 349 

Second posts 942 

Names and pseudonyms 7,121 

Grouped posts 740 

Second person pronouns 2,406 

Activator posts 1,239 

Questions 298 

Answers 1,790 

Default 772 

Total 15,657 

Step 2: Inferring the trust 

The second step consists in classifying each post according to 

the expressed trust. Posts containing agreement and thanking 

expressions have been considered as expressing trust to the 

answered person. Posts containing disagreement expressions 

have been considered as expressing distrust. The rest of posts 

have been considered as neutral. 

Building the lists of expressions: The expressions of 

agreement, disagreement and thanking have been built 

manually based on terms extracted from the LAROUSSE 

thesaurus [11] and with the help of some specific Websites. 

All these expressions have been lemmatized in order to detect 

all the forms of words. Finally, the trust list contains 34 

expressions of agreement and thanking while the distrust list 

contains 15 expressions of disagreement. 

Negation: if one of the trust expressions is under the scope of 

a negation term, it is considered as a distrust expression and 

vice versa. The scope of a negation term may be two words 

after, two words before or two words after and two words 

before according to the nature of the negation term. 

Computing the frequencies and classifying the posts: First, 

all posts have been lowercased, lemmatized using the 

TreeTagger tool [12] and corrected using the spell checker 
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Aspell (www.aspell.net). Next, posts are classified as 

expressing trust, distrut or neutral as follows: 

• If a post contains more trust expressions than distrust 

ones, it is considered as expressing trust. 

• If a post contains more distrust expressions than trust 

ones, it is considered as expressing distrust. 

• Otherwise, it is considered as neutral. 

Step 3: Computing the reputation 

Once the posts addressed to each user are identified and the 

trust expressed in each post  evaluated, we can compute the 

reputation of each user based on the trust and/or distrust 

expressed by the replies he received. We suggest computing 

the difference between the rate of replies expressing trust and 

the rate of replies expressing distrust. For a user “u” the 

reputation is computed as follows: 

 

Where: 

NRT(u) is the number of replies expressing trust to user “u” 

NRD(u) is the number of replies expressing distrust to user 

“u” 

NR(u) is the total number of replies addressed to user “u” 

 

Reputation(u) belongs to the range [-1, 1] 

Results 

In order to evaluate the rule based heuristic that finds the 

recipient(s) of each post and the automatic inference of trust, 

2,433 manual annotations have been done. The results 

obtained using these annotations and those obtained after 

computing the reputation are described below. 

Step 1: Finding the recipient 

Two datasets have been used to test our rule based heuristic. 

The rules have been designed according to the development 

set (the authors used this dataset to have an idea on the rules 

that need to be designed). After that, a test set has been used 

to test our heuristic on unseen threads. 

Table 3 – Number of threads, posts and links found by the 

heuristic in each dataset 

Datasets 

 

Number of 

threads 

Number 

of posts 

Number 

of links  

Development set 10 105 152 

Test set 10 109 150 

Prior-assessment: 15 non-expert annotators (they do not 

know the designed rules) annotated our two datasets. Each 

one annotated between 1 and 5 threads so that each thread had 

3 annotators. The goal was to find the recipient(s) of each post 

without knowing the results of our heuristic. Classical 

measures of agreement are not well adapted, here we simply 

present the number of links (message, recipient) found by our 

three annotators at the same time, the number of links found 

by two out of the three annotators and the number of links 

found by only one annotator. 

Table 4 – Links found by one, two and by the three annotators 

in each dataset 

Datasets 

 

Found by Number 

of links 

Percentage 

Development 

set 

3 annotators 102 53.4% 

2 annotators 54 28.3% 

1 annotator 35 18.3% 

Total 191 100% 

Test set 3 annotators 103 60.3% 

2 annotators 44 25.7% 

1 annotator 24 14% 

 Total 171 100% 

Post-assessment: 3 expert annotators (the authors) annotated 

the links found by the heuristic in the two datasets. The goal 

was to validate or not the links found automatically with the 

possibility of adding a link which was not found by the 

heuristic. The agreement between the annotators was very 

good, (the obtained Fleiss’ Kappa [13] is 0.89 for the 

development set and 0.74 for the test set). 

Evaluation: Using these annotations, the quality of the 

developed heuristic has been evaluated. The links obtained 

automatically have been compared with those obtained from 

the annotations by considering only those that have been 

validated by more than two annotators (a majority vote). 

Table 5 presents the obtained precision, recall and F1-score. 

Table 5 – Precision, recall and F1-score of the heuristic 

obtained on both dataset using prior and post assessments 

  P R F 

Prior assess-

ment 

Development set 0.70 0.68 0.69 

Test set 0.81 0.83 0.82 

Post assess-

ment 

Development set 0.80 0.84 0.82 

Test set 0.83 1 0.91 

Step 2: Inferring the trust 

Two new datasets have been used to evaluate the automatic 

trust inference. Unlike the first step where both datasets had 

prior and post assessment, here prior-assessment has been 

done only for the first dataset and post-assessment has been 

done only for the second one. 

Prior-assessment: 3 annotators annotated the trust expressed 

in 97 messages without knowing the results of the automatic 

system. The agreement between them was less than the 

recipient assessment but still acceptable (the obtained Fleiss’ 

Kappa is 0.61). 

Post-assessment: The same 3 annotators annotated the trust 

expressed in 102 other messages. The results of the automatic 

system have been displayed, and annotators can chose the 

same value of trust or another one. The agreement between 

the annotators was also acceptable (the obtained Fleiss’ Kappa 

is 0.69). 

Evaluation: The results obtained by comparing the 

classification made by the system with the annotations are 

presented Table 6. The annotations have been combined by 

using a majority vote. 
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Table 6 – Precision, recall and F1-score of the trust inference 

system using prior and post assessments 

Datasets 

 

Class Number 

of posts 

P R F 

Prior as-

sessment 

Trust 28 0.67 0.93 0.78 

Dis-

trust 

4 0.50 0.25 0.33 

Neutral 65 0.96 0.83 0.89 

Global 97 0.86 0.84 0.84 

Post as-

sessment 

Trust 31 0.77 0.87 0.82 

Dis-

trust 

5 0.23 0.60 0.33 

Neutral 64 0.92 0.75 0.83 

 Global 100 0.84 0.78 0.80 

Step 3: Computing the reputation 

First, Table 7 presents the number of authors, the mean of the 

reputation and the standard deviation of the reputation for 

each rank. 

Table 7 - The mean and the standard deviation of the 

reputation for each rank 

Rank 

 

Number of 

authors 

Avg(R) Std(R) 

New member 561 0.29 0.29 

Regular member 42 0.35 0.10 

Accustomed member 26 0.35 0.09 

Active member 41 0.38 0.07 

Next, Figure 1 presents a scatterplot of the reputation and the 

number of posts while Figure 2 presents a scatterplot of the 

reputation and the number of replies. 

 

Figure 1 - The reputation and number of posts scatterplot 

 

Figure 2- The reputation and the number of replies scatterplot 

Discussion 

In this section, we discuss the results obtained in each step. 

Step 1: Finding the recipient 

As expected, results obtained by using a post-assessment have 

been better from those obtained using prior-assessment. The 

difference is larger between the recalls than between the 

precisions. The gain in precision is 0.10 for the development 

set and 0.02 for the test set whereas the gain in recall is 0.16 

for the development set and 0.17 for the test set. This 

observation can be explained by two reasons. First, the nature 

of the prior assessment itself gives the non-expert annotators 

much more freedom to choose the links, which increases the 

chances of validating links that the heuristic will not find. 

Furthermore, the non-expert annotators do not know the 

heuristic rules at all, they may validate links that the heuristic 

is not designed to find. Their annotations may be useful to add 

or update some rules. But surprisingly, the results obtained 

from the test set have been better than those obtained from the 

development set. Luckily, the test set has less particular cases 

that we did not implement in our heuristic. 

Step 2: Inferring the trust 

Unlike the first step, results obtained by using a prior 

assessment have been slightly better than those obtained using 

a post assessment. This observation tends to reduce the effect 

of the knowing the system’s results while annotating in the 

case of trust inference. This small difference may be due to 

the chosen posts and not to the way that annotations have 

been done. The results obtained on the trust class have been 

good, but the recall is higher than the precision using both 

prior and post assessment. It means that the system finds the 

majority of posts expressing trust but also gives some posts 

that are not expressing it as so. Therefore, even if the list of 

trust expressions has been built manually, it seems to be 

sufficient to find the majority of trust posts. The results 

obtained on the neutral class have also been good, but the 

precision is higher than the recall. It means that the majority 

of neutral posts have been correctly classified but some posts 

have not been found by the system (classified in other 

classes). Finally, the results obtained on the distrust class have 

been the worst but it is difficult to make conclusions since 

very few distrust posts have been annotated. In fact, users in 

this forum do not usually express a lot of disagreement since 

the first goal is to exchange emotional support. 

Step 3: Computing the reputation 

Since the forum has very few disagreement posts, the 

reputation of almost all users is positive. Only, 3 users had 

negative reputation (two points are superposed in Figure 1 and 

2). They posted less than 7 posts and received less than 5 

replies. Indeed, the more posts a user receives the more 

chances he has to receive trust posts and more importantly 

neutral posts. This is why the standard deviation of the 

reputation decreases with the increase of the number of posts. 

Because neutral posts have a mitigating effect to both good 

and bad reputations. 

As presented Table 7, the majority of users have the first rank 

on the forum (New member). The users’ reputations mean 

increases slightly from lower rank levels to higher ones while 

the standard deviation decreases. However, authors from the 

first rank level have reputations ranging from -0.5 to 1 which 

is very diverse. This observation confirms our hypothesis that 

the Website rank is not a good estimation of the users’ 

trustworthiness. 
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Conclusion 

In this paper, we presented a method to infer the user’s 

reputation from the posts he receives in online health forums. 

Indeed, a lot of trust is expressed inside the posted text which 

can not be detected by structure based trust models. Our 

method may be used either by the users to have an idea on the 

trustworthiness of each user or by the moderators, for example 

to reward the users having the best reputations and to detect 

the ones having the worst reputation. The method is divided 

into three steps. First, the recipients of each post are identified 

using a rule based heuristic. Next, the trust expressed in each 

post is evaluated by searching the use of agreement, 

disagreement and thanking expressions. Finally, the reputation 

of each user is obtained by aggregating the trust or distrust 

expressed in all the posts addressed to him. The method has 

been tested on one French health forum specialized in breast 

cancer where users exchange a lot of emotional support but 

few disagreement. Therefore most of them have got positive 

reputations. Manual annotations have been done in order to 

evaluate the methods. The results obtained for the first and the 

second step are encouraging. 

This paper presents a first implementation and test of a 

method that infers the trust from the posts addressed to each 

user. Many perspectives can be done in order to go further in 

this idea. First, the users’ reputations are now computed in the 

whole forum, we may also compute the reputation in each 

topic since one user may be trusted differently in several 

topics (reputation is topic dependent), which can be done by 

considering only posts received for specific topics. Second, 

even if the annotated corpus is relevant, still now its size is 

quite small according to the size of the whole forum. 

Improving a more complete annotation could probably 

provide more accurate results. Therefore, we are planing to 

use crowdsourcing services in order to annotate the whole 

forum. The quality of annotations obtained using 

crowdsourcing services are usually questioned but many 

solutions may be used to overcome this issue. For example, 

we can put the posts that had a perfect agreement in this study 

between the posts of the new corpus to make sure that the 

future annotators will correctly do their work. A large 

annotated corpus will not only gives us a better estimation of 

the method’s performances, but can also be used in order to 

learn models that will be able to better classify each post 

according to the expressed trust. Text mining and supervised 

classification techniques might give better results in this case. 

Moreover, following the evolution of the user’s reputation 

since his registration may also be very interesting. Indeed, we 

noticed that new users usually receive less trust replies than 

old ones. But, their reputation can increase over time. 

Especially in the case of chronic diseases, users remain on the 

forum for years. Using their experiences and the knowledge 

acquired, they will become experts and will receive more 

thanking and agreement replies. Finally, the posts expressing 

trust posted by users having good reputation may have more 

weight than posts expressing trust posted by users having a 

bad reputation. One way to include these propagation aspects 

is to use PageRank based trust models [14]. This algorithm 

ranks webpages according to their importance. The basic idea 

is to give more importance to web pages that are pointed by 

many other important pages. It has been wihdly applied in 

social media for example to find key users in terms of 

connectivity and communication activity [15]. 
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Abstract 

Those who are living with cancer as a chronic disease need to 

self-manage the late and long-term effects of cancer and its 

treatment. We conducted systematic searches of English-

language peer-reviewed publications in PubMed, Cumulative 

Index for Nursing and Allied Health Literature, Cochrane 

Central Register of Controlled Trials, and EMBASE between 

January 2000 and June 2014. We searched for web-based 

interventions designed to help cancer survivors manage their 

symptoms and the side effects of cancer treatments, which 

yielded 37 studies that were systematically reviewed. For the 

meta-analyses, five articles were selected for fatigue, seven for 

depression, five for anxiety, and five for overall quality of life. 

The most popular mode of intervention delivery was “peer-to-

peer access” in the communicative functions category, 

followed by “the use of an enriched information environment” 

in the automated functions category. The effectss across all 

outcome measures were small to moderate compared to 

standard care. Healthcare providers could use information 

technologies to support self-management among cancer 

survivors based on their needs across the cancer care 

continuum. 

Keywords: 

Self-management; Cancer survivor; Web; Intervention. 

Introduction 

Patients living with a chronic disease such as cancer 

experience significant limitations with respect to activities of 

daily living, reduced quality of life, and increased medical 

costs and burden [1, 2]. People with chronic diseases need to 

be active participants in their own care and manage their 

health over time [3]. It is also very important for nurses to be 

involved in the care of patients with a chronic disease to 

support and educate them on self-management of the disease. 

The number of cancer survivors continues to increase due to 

improvements in early detection and treatments [4]. Although 

most chronic cancers are still difficult to cure, they can be 

managed and controlled as chronic diseases with long-term 

surveillance and, in some cases, treatment [5]. Since more 

active participation is required in day-to-day self-management 

for patients with a chronic disease [6], it is important for can-

cer survivors to be able to manage the late consequences of 

treatment or comorbidities on their own [7]. Self-management 

refers to “the individual’s ability to manage the symptoms, 

treatment, physical and psychosocial consequences, and life-

style changes inherent to the life with a chronic condition” [8], 

as guided by healthcare practitioners [9]. 

Rapid advances in information technology have led to its in-

creasing use among patients with chronic diseases and among 

healthy people [10]. Information technology can provide self-

management tools and material, and can support dynamic de-

cision-making as per patients’ needs, preferences, and values 

[11]. Cancer patients use the Internet to access self-care in-

formation regarding symptom management, and are empow-

ered through the decision-making and peer support [12]. The 

development of more effective self-management interventions 

for cancer survivors using information technology requires 

exploration of previous intervention studies for cancer patients 

and identification of the factors required for effective cancer 

care [10]. 

This systematic review is aimed at identifying the general 

characteristics of web-based self-management support inter-

ventions for cancer survivors and to perform the correspond-

ing meta-analyses to assess the effects of these interventions. 

The main research questions were as follows: 

1. What are the characteristics of the current web-based 

self-management support interventions for cancer 

survivors? 

2. What modes of intervention delivery are used for 

cancer survivors on the Web? 

3. Were the web-based interventions for cancer survivors 

more effective than the standard interventions? 

Methods 

We performed a systematic review and meta-analyses 

following the guidelines of the Preferred Reporting Items for 

Systematic Reviews and Meta-analysis [13]. The following 

inclusion criteria were applied to select studies for the 

systematic review: 

1. Study subjects: patients diagnosed with cancer or their 

caregivers. 

2. Interventions: Web-based self-management support 

interventions. 

3. Outcome variables: behavioral or health outcomes. 

4. Research design: randomized controlled trials or quasi-

experimental designs. 

5. Publication types: Original research articles published 

in English in peer-reviewed journals between January 

2000 and June 2014. 

Studies meeting the following criteria were subjected to 

further meta-analyses: 

1. Studies comparing the effects of Web-based self-

management support interventions with those of 

standard care. 

MEDINFO 2015: eHealth-enabled Health
I.N. Sarkar et al. (Eds.)

© 2015 IMIA and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License.
doi:10.3233/978-1-61499-564-7-142

142



2. Outcome variables reported for more than five studies. 

3. Outcomes evaluated with the same measurement tools 

in more than three studies. 

We performed an electronic search in the following four 

databases: PubMed, Cumulative Index for Nursing and Allied 

Health Literature, Cochrane Central Register of Controlled 

Trials, and EMBASE. The following keywords were used for 

the literature search: “cancer,” Web-based (“Internet” OR 

“Web” OR “online”), self-management interventions (“self-

management” OR “self-care” OR “self-guided” OR “self-

help” OR “intervention” OR “program”), and study design 

(“randomized controlled trial” OR “non-randomized 

controlled trial” OR “quasi-experimental study” OR “before-

after study”). The literature search was conducted in July 

2014. 

For the systematic review, the characteristics of each study 

were collected: design, subjects, phase, intervention duration, 

sample size, theory or models used, modes of intervention 

delivery, and outcome measures. Modes of intervention 

delivery were classified using the following coding scheme 

developed by Webb et al. [14]: automated functions, 

communicative functions, and the use of supplementary 

modes. Frequencies of the general characteristics and the 

modes of intervention delivery were tallied among the studies. 

The risk of bias in individual studies included in the 

systematic review was assessed using the Cochrane risk of 

bias assessment tool [15]. The statistical details about the 

sample size and outcome variables were collected for the 

treatment and control groups from the studies included in the 

meta-analyses using Comprehensive Meta-Analysis Version 

2.0. Since some of the individual studies had small samples 

(for example, n=18 for 2 groups), Hedges’ g was used as an 

effect size [16]. Heterogeneity between studies was evaluated 

using Q and I
2

 statistics. Fixed-effect and random-effect 

models were used to aggregate the effect sizes of the 

homogeneous and heterogeneous studies, respectively. Effect 

sizes of <0.2, 0.2–0.8, and >0.8 are considered to be small, 

moderate, and large, respectively [17]. The risk of bias across 

the studies included in meta-analyses was assessed by 

evaluating the symmetry of funnel plots. 

Results 

In total 37 articles were selected for the systematic review, 

and the meta-analysis included 5 articles for fatigue, 7 for 

depression, 5 for anxiety, and 5 for overall quality of life 

(Figure 1). The risk of bias in the individual studies included 

in the systematic review was assessed for the 34 randomized 

controlled studies. The random sequence generation was 

adequately described in 30 studies (88.2%), and an allocation 

concealment procedure was clearly reported for 12 studies 

(35.3%). Blinding of participants and researchers was 

described in only three studies (8.8%), but assessment of 

blinding outcome was not reported at all. However, most of 

the studies (82.4%) measured outcomes using self-reported 

questionnaires, and blinding outcome assessment was not 

applicable to these studies. All pre-specified outcomes were 

available for all but one of the studies. Thirty-two studies 

(94.1%) adequately addressed “other sources of bias” 

(Figure 2). 

Thirty different interventions were used in the 37 studies. 

Regarding the modes of interventions delivery, automated 

functions were used in 7 interventions, communicative 

functions in 7 interventions, and both automated and 

communicative functions in 16 interventions. Supplementary 

modes were used in 16 interventions (Table 2). The most 

widely used function in the automated functions category was 

“the use of an enriched information environment” (n=17), and 

the most widely used function in the communicative functions 

category was “peer-to-peer access” (n=18). Examples of the 

use of an enriched information environment are linking to 

publically available health recommendations, websites, and 

multimedia such as videos or audios. Examples of peer-to-

peer access are online discussion forums, bulletin boards, and 

chat rooms. Examples of supplementary modes are use of 

email, short message service, and telephone. 

 

Figure 1 – Analytical framework for the systematic 

review and meta-analyses. 

Table 1 – Summary of the general characteristics of selected 

studies (n=37) 

Charac-

teristic Categories n (%) 

Year of 

publication 

2000–2005 

2006–2010 

2011–2012 

2013–2014 

3 (8.1) 

6 (16.2) 

8 (21.6) 

20 (54.1) 

   

Study 

design 

Randomized controlled trial 

Two groups 

More than two groups 

Quasi-experimental study 

One group 

34 (91.9) 

29 (78.4) 

5 (13.5) 

3 (8.1) 

3 (8.1) 

   

Type of 

disease 

Breast cancer 

Gynecologic cancer 

Hematologic cancer 

Prostate cancer 

Lung cancer 

Pediatric cancer 

Breast and prostate cancer 

Breast and gynecologic cancer 

More than two types of cancer 

15 (40.6) 

3 (8.1) 

2 (5.4) 

2 (5.4) 

2 (5.4) 

1 (2.7) 

1 (2.7) 

1 (2.7) 

10 (27.0) 
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Study 

phase 

During treatment 

Post-treatment 

From diagnosis to post-treatment 

No specific study period 

2 (5.4) 

15 (40.5) 

2 (5.4) 

18 (48.6) 

  

Total 

sample size 

179.4±198.7 (mean±SD),  

range 18~794 

   

Intervention 

period 

(weeks) 

28.2±27.9 (mean±SD),  

range 4~100 

  

Theoretical 

basis
1

 

Theory-based interventions 

Social cognitive theory 

Transtheoretical model 

Transactional model of stress 

and coping 

Theory of empowering 

knowledge 

Behavioral change model for  

Internet interventions 

Quality health outcomes model 

Representational approach 

Supportive accountability 

Self-determination theory 

Theory of informed and shared 

decision-making 

Not-theory-based interventions 

16 (43.2) 

5 (13.5) 

3 (8.1) 

2 (5.4) 

 

2 (5.4) 

 

1 (2.7) 

 

1 (2.7) 

1 (2.7) 

1 (2.7) 

1 (2.7) 

1 (2.7) 

 

21 (56.8) 

Synthesis of Results 

The effect sizes for fatigue (n=5), depression (n=7), anxiety 

(n=5), and overall quality of life (n=5) are presented in 

Figure 3. Since all of the selected study outcomes were 

homogeneous between studies (fatigue: Q=5.670, p=0.225, 

I
2

=29.458; depression: Q=7.674, p=0.263, I
2

=21.809; anxiety: 

Q=1.416, p=0.841, I
2

<0.001; overall quality of life: Q=2.125,  
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 Multiple counts were possible for one study. 

Table 2 – Web-based modes of delivery
1

 (n=30) 

Category Examples n (%) 

Automated  

functions 

The use of an enriched  

information environment 

Automated follow-up messages 

Automated tailored feedback 

17 (56.7)

11 (36.7)

8 (26.7)

Communicative 

functions 

Peer-to-peer access 

Access to an advisor 

18 (60.0)

10 (33.3)

Supplementary 

modes 

Email 

Text message (SMS)
2

 

Telephone 

13 (43.3)

3 (10.0)

2 (6.7)

p=0.713, I
2

<0.001), effect sizes were computed using a fixed-

effect model. Web-based self-management support 

interventions had statistically significant effects on 

improvements in fatigue (Hedges’ g=–0.259, 95% CI: –0.405, 

–0.114, p<0.001), depression (Hedges’ g=–0.169, 95% CI: –

0.282, –0.055, p=0.003), anxiety (Hedges’ g=–0.293, 95% CI: 

–0.465, –0.122, p=0.001), and overall quality of life (Hedges’ 

g=–0.221, 95% CI: –0.358, –0.084, p=0.002). Some degree of 

asymmetry in the funnel plots was observed for the meta-

analyses for fatigue and depression, representing the risk of 

bias across studies. 

Discussion 

We conducted a systematic review and meta-analyses of 

studies on the Web-based self-management support 

interventions for the cancer survivors. Our review revealed 

that only two theories were used by these studies to develop 

the intervention: social cognitive theory and the trans-

theoretical model (TTM). Previous review studies on Internet-

based interventions designed to alter behavior [14] also found 

that social cognitive theory and the TTM were the two most 

popular theories used. A behavioral theory can provide a 

mechanistic basis for specific behavioral changes [14], leading 

to a theory-based intervention [18]. It would be interesting to 

determine whether theory-based interventions produce better  
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 Short message service 

 

Figure 2 – Risk of bias in individual studies 
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behavioral changes compared to interventions that are not 

theory-based. 

The use of an enriched information environment was the most 

popular function in the automated functions category of 

intervention delivery modes. Compared to conventional 

interventions the web-based interventions provide diverse 

health information in various forms by providing links to rich 

information sources. Another unique feature of automated 

functions of the web-based interventions is the tailored 

feedback, which was used in the eight interventions in the 

Figure 3 – Effect sizes of fatigue, depression, anxiety, and overall quality of life 
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studies reviewed herein. The automated tailored feedback 

provides customized information based on specific patient 

data [19], thereby avoiding the problem of information 

overload for patients [20]. This will also lead to an active 

patient participation in self-monitoring. 

Peer-to-peer access was the most popular function in the 

communicative functions category followed by access to an 

advisor. According to a review study of off-line self-

management interventions seeking advice from healthcare 

providers was the main communicative function [5, 21]. By 

participating in the online support groups, such as chat rooms 

and message boards, cancer survivors can compare their 

disease process with those of their peers, seek opinions from 

other patients, and learn daily life management skills from 

other patients [12]. However, the quality of the health 

information posted by the online support groups cannot be 

relied on[22]. Thus, it is important for healthcare providers to 

ensure the reliability and accuracy of information being 

exchanged and shared in online support groups. 

In the meta-analyses, small-to-moderate effects of Web-based 

self-management support interventions were found on fatigue, 

depression, anxiety, and overall quality of life as compared to 

the standard of care. However, these meta-analyses have some 

limitations. First, the outcome variables were mostly self-

reported by patients, which may carry reporting bias [20]. 

Second, blinding of participants and researchers was reported 

for only two of the studies (20.0%) included in the meta-

analyses, which may have resulted in overestimation of the 

effect sizes [23]. Finally, we could not test for the existence of 

publication bias in the meta-analyses since quantifying the risk 

of error by interpreting the funnel plots was not feasible due to 

the small number of articles included in the meta-analyses. To 

the best of our knowledge this is the first study to compute the 

effects of web-based self-management support interventions 

on the patient outcomes such as fatigue, depression, anxiety, 

and overall quality of life for cancer survivors. 

Conclusion 

Web-based self-management support interventions for cancer 

survivors were found to be effective in improving fatigue, 

depression, anxiety, and overall quality of life, with the 

benefits of the automated and communicative functions 

available on the Web. Healthcare providers can use these 

findings to encourage cancer survivors to participate in Web-

based self-management support programs. We also 

recommend that healthcare providers develop intervention 

strategies that utilize information technologies based on 

theoretical frameworks to support self-management for cancer 

survivors along the cancer-care continuum. 
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Abstract 

The objective of this study is to determine if shared decisions 

for managing non-critical chronic illness, made through an 

online biomedical technology intervention, us feasible and 

usable. The technology intervention incorporates behavioural 

and decision theories to increase patient engagement, and 

ultimately long term adherence to health behaviour change. 

We devised the iheart web intervention as a “proof of 

concept” in five phases. The implementation incorporates the 

Vaadin web application framework, Drools, EclipseLink and a 

MySQL database. Two-thirds of the study participants 

favoured the technology intervention, based on Likert-scale 

questions from a post-study questionnaire. Qualitative 

analysis of think aloud feedback, video screen captures and 

open-ended questions from the post-study questionnaire 

uncovered six main areas or themes for improvement. We 

conclude that online shared decisions for managing a non-

critical chronic illness are feasible and usable through the 

iheart web intervention.  

Keywords: 

Shared Decision Making; Behavioural Medicine; Choice 

Architecture; Biomedical Technology Intervention; Chronic 

Illness. 

Introduction 

Shared decision making (SDM) is considered the cornerstone 

of patient-centred care [1], signifying an important paradigm 

shift away from paternalistic medicine. In SDM, the patient 

and physician collaborate to select the best diagnostic and 

treatment options. It is a meeting of experts, in which the 

physician is the expert in medicine and the patient is the 

expert in his or her own life, values and circumstances [2]. 

Clinical trials have demonstrated that SDM can improve 

adherence to treatment and clinical outcomes [3, 4]. Despite 

its proven effectiveness, literature shows that only 10% of 

face-to-face clinical consultations involve SDM [5]. 

Biomedical technology interventions, also known as decision 

aids, have sought to fill this SDM gap [6].  Web-based apps 

aimed at improving lifestyles (i.e., weight change, nutrition, 

and physical activity) show evidence of positive impacts [7]. 

One study [8] concludes that web-based interventions increase 

patient activation and have the potential to enhance the self-

management capabilities of the growing population of 

chronically ill people.  A systematic review of internet-based 

interventions for hypertension revealed they significantly 

reduced systolic blood pressure by 3.8 mm Hg and diastolic 

blood pressure by 2.1 mm Hg [9].  In the Netherlands where 

heavy drinking among young adults has become a public 

concern, a tailored web-based intervention aims to reduce 

drinking practices amongst college students [10].   

Use of behavioural theories improves the success rate of these 

health interventions [11]. For example, theory-driven 

behavioural strategies can reduce the risk of cardiovascular 

disease through lifestyle change rather than increasing 

medication [12]. Many different behavioural theories exist 

such as the Integrated Change (I-Change) behavioural model 

which has three simple states: awareness, motivation and 

action [13]. Its straightforwardness makes it a good fit for 

biomedical technology interventions, which should be kept 

simple as they involve patient interaction. 

Choice architecture (CA) is another technique for improving 

decisions, as well as their implied long-term behaviour change 

(e.g., reduce smoking) [14]. CA is a decision theory 

originating from the field of economics [15] and has been 

successfully used to improve adherence to medication use 

[14]. It serves to fill the well-known intent-behaviour gap 

[16], characterized by a disconnection between intention and 

actual behaviour.   

Reinforcement through multiple methods may increase patient 

motivation, and adherence to decided-upon health changes 

[17]. Both behavioural and choice theories are strategies 

aimed at improving patient engagement, which is an essential 

ingredient to SDM. The objective of this study is to 

demonstrate that behavioural theory and decision theory can 

complement one another within a technology intervention for 

SDM. 

Methods 

The iheart web application is a “proof of concept” to 

determine whether SDM for the management of a non-critical 

chronic illness, using a biomedical technology intervention, is 

feasible and usable. In the software development lifecycle, 

feasibility determines whether it is sensible to develop a 

system by objectively reviewing its strengths, weaknesses and 

opportunities, for instance via proof-of-concept functional 

prototypes [18]. Usability according to the ISO 9241 standard 

is the extent to which a product can be used by specified users 

to achieve specified goals with effectiveness, efficiency, and 

satisfaction in a specified context of use [19].   

The iheart solution evolved over five phases: 1) conceptual, 2) 

design, 3) application development, 4) testing and 5) 

assessment of feasibility and usability.  

Conceptual Phase 

The initial blueprint for the biomedical technology 

intervention, employing the I-Change behavioural theory and 

CA, was first defined in a conceptual process flow diagram. 

The diagram visually outlined the patient navigation when 

using the system, indicating the different choices and SDM 

steps between patient and provider. 
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Design Phase 

This conceptual diagram informed the application design. 

Firstly, the employed behavioral theories, SDM steps, and 

domain-specific content (i.e., related to hypertension) were 

represented as an ontology knowledge model. The logic rules 

for the application, including the SDM logic, were 

documented externally in decision tables, along with domain-

specific messaging. 

For hypertension, behaviour change choices include 

increasing exercise, reducing smoking or reducing sodium. 

Depending on their current lifestyle, the patient is presented 

with one or more of these options, and chooses one based on 

SDM with the healthcare provider. Afterwards, the patient fills 

out a behavioural questionnaire, which scores his/her initial I-

Change behavioural state. I-Change is a behavioural theory 

with three behavioural states (awareness, motivation and 

action) and determines the patient's readiness for making the 

selected behaviour change. Importantly, this state informs 

elements of the CA, a decision theory that attempts to fill the 

intent-behaviour gap. In particular, based on the patient’s 

behaviour state, appropriate CA messaging was presented, 

adapted to his/her readiness for making the selected behaviour 

change. An expert in Industrial-Organizational Psychology 

devised and validated the behavioural questionnaire. 

Questionnaires, content and informational messages were 

further reviewed by a nurse to ensure they were patient 

appropriate and also met patient education readability 

guidelines [20]. Finally, the patient was able to set a concrete 

goal given his/her health, again during an online SDM chat 

session with the healthcare provider. 

The ontology model was built to be flexible, accommodating 

any disease condition, the selection of different behavior 

change theories and different CA concepts; as well as scalable, 

to support multiple health care providers and patients. This 

patient-centric model further contained the core constructs, 

relationships, content, messages and description logic that 

formed the foundation for the technical solution.   

We devised mock screens based on the ontology model, rules 

and conceptual flow. An entity-relationship diagram defined 

the underlying database model for the application. 

Application Development 

The biomedical technology solution consisted of a web-based 

interface storing information on a centralized server within a 

secure relational database (Figure 1). The Vaadin open source 

web application framework [21] was used to produce an  

internet application accessible on PCs and mobile devices. 

Vaadin has a plug-in for chat sessions that enabled online 

SDM. 

The iheart data was physically stored in a MySQL database 

[22] on a secure server. Eclipselink [23] was used to 

automatically persist application objects in the database, and 

implement the Java Persistence API (JSR 317) [24]. The 

Drools business management system [25] implements the Java 

Rules Engine API (JSR 94) [26], and was used for 

implementing decision logic based on decision tables. This 

decision logic included suggesting behaviour changes, based 

on the patient's current lifestyle; and determining CA 

messages depending on the patient’s I-Change behavioural 

state. Finally, the Big Life Sodium Calculator [27], a third 

party web service, was made accessible from iheart, and 

calculated the participant’s daily sodium consumption based 

on a series of questions. 

 

 

Figure 1 – iheart application architecture 

Testing Phase 

SDM via an online chat system (Figure 2) represents a novel 

approach for healthcare. Thus, several rounds of testing were 

applied to objectively prepare the system for evaluation. First, 

two medical doctors and two hypertensive patients critically 

reviewed the first-cut of the iheart prototype. Adjustments 

followed in response to this initial, informal feedback.  

 

 

Figure 2 – iheart decision making and chat box 

The formal application testing involved both white box and 

black box testing. An inward look at the application (white 

box) focused on unit and integration testing of internal 

components. An outward look at the application (black box) 

tested its external and user facing features. For example, the 

black box portion validated the seamless use of the Big Life 

Sodium Calculator web service within iheart. During both 

types of testing, modifications were made in iterations 

followed by regression testing of the application. 

Study Assessment 

The assessment of iheart was completed through a pilot study 

approved by the research ethics board of Dalhousie 

University, Canada.  Only four to five subjects are needed to 

identify 80% of the usability problems with a system [28]. The 

study recruited nine hypertensive participants, approximately 

twice the recommended number, from the local area for this 

purpose.   

Three goal-based scenarios were devised in collaboration with 

a medical doctor to assess the feasibility and usability of 

iheart. The scenarios were intentionally devised to present 

more than one lifestyle choice for reducing hypertension. This 

would compel the participants to make shared decisions. Each 

participant completed two of the three scenarios in order to 

sufficiently assess and rate the iheart application. Each 

scenario was used six times by the pool of nine participants.  
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This ensured uniformity and consistency in the assessment of 

the application. 

Results 

Quantitative Analysis 

A post-study questionnaire solicited the participant’s usability 

scores using a five-point Likert scale, combined with open 

ended questions for capturing experience and thus allowing 

qualitative analyses (see next section). The questionnaire 

contained sections on the usability, content, CA, SDM and 

overall functionality of iheart. The Likert Scale used:  

1=Strongly Agree, 2=Moderately Agree, 3=Neither Agree nor 

Disagree, 4=Moderately Disagree and 5=Strongly Disagree.  

A score of 1 or 2 favoured iheart whereas scores of four or 

five indicated discontentment. 

The questionnaire contained 41  Likert scale questions. 

Statistical software calculated the mean, median and mode 

scores within each section of the post-study survey (Table 1).  

Further analysis transpired at the participant level (Table 2). 

Table 1 – Section Level Data 

Section Mean Median Mode Chronbach’s Alpha 

Usability 2.07 1.5 1 0.97 

Content 2.35 2.0 1 0.94 

Choice 1.98 1.0 1 0.85 

SDM 2.09 1.0 1 0.95 

Overall 2.13 1.0 1 0.97 

 

Within survey sections in Table 1 showed participant 

satisfaction across the board.  Chronbach’s alpha validated 

response consistency within survey sections.�

Table 2 – Participant Level Data 

Participant Mean Median Mode 

p1 1.44 1.0 1 

p2 1.34 1.0 1 

p3 1.80 1.9 1 

p4 1.05 1.0 1 

p5 1.61 1.0 1 

p6 3.49 4.0 4 

p7 4.24 4.0 5 

p8 2.95 3.0 2 

p9 1.24 1.0 1 

 

Table 2 demonstrated that six participants (two-thirds) 

favoured the iheart application while participant 8 appeared 

neutral, participant six leaned towards dissatisfaction and 

participant seven appears dissatisfied.  This quantitative data, 

when collated with the qualitative information, identified 

specific areas for improvement to iheart. 

Qualitative Analysis 

The study captured qualitative data primarily using the “think 

aloud protocol” [29]. This protocol captures participant 

feedback spoken out loud while using iheart to achieve the 

goal-based scenarios. The software, Active Presenter [30], 

captured the audio and video feedback including screen 

captures. Participants also responded to three open ended 

questions in the post-study questionnaire.   

The qualitative data was imported into a qualitative analysis 

tool, ATLAS.Ti [31]. Inductive thematic coding [32] occurred 

in two stages: 1) open coding and 2) axial coding [33].  First, a 

comprehensive code list was increasingly built as each piece 

of qualitative data was openly coded. Open coding involves 

reading through the data several times, and labeling chunks of 

data. Afterwards, the frequency or “groundedness” of each 

code (Figure 3) was reviewed to identify the most common 

feedback, either positive or negative (prefixed with a plus and 

minus sign, respectively).   

 

 

Figure 3 – Participant Feedback by Frequency 

Axial coding was then applied to draw categories from the 

open code list. Axial coding identifies commonalities or 

relationships amongst the open codes. The “family manager” 

in the ATLAS.Ti software managed these categories or 

themes. The derived themes and their frequencies were: 

communication (10), usability (8), content (8), user interface 

(9), features (7), chat (6), salt calculator (3) and a 

miscellaneous (3) category. The themes included both positive 

and negative feedback, meaning each theme represents areas 

for improvement. Sorting by theme gives a detailed account of 

the specific improvements needed. Analysis of the negative 

feedback showed that all desired improvements were feasible, 

including functional (e.g., no indication a chat is being sent 

back), informational (e.g., links to other resources desired) or 

cosmetic (e.g., font size too small) in nature.  

Discussion 

A mixed methods study provided rich feedback on possible 

refinements for the iheart web application. In particular, the 

qualitative data presented a wealth of information on the 

benefits and challenges of the intervention that was not 

apparent in the quantitative data. For instance, the usability 

section of the post-study questionnaire had a mean score of 

2.07, implying the participants moderately agreed the 

application was usable. Nonetheless, six items were identified 

in the qualitative analyses to improve the user interface and 

four items to improve the chat feature. Both the user interface 

and chat feature contribute to usability. 

Additionally, the qualitative feedback identified other 

practical situations where iheart could be applied to manage 

chronic illness. In particular, participants felt that iheart would 
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be very useful in general long term care where a physician is 

not always present onsite. They also saw value in situations 

where patient mobility is limited (e.g., cannot leave home). 

Vision 

A notable feature of iheart is its scalability. The application 

was designed with expansion in mind. The ontology 

knowledge model accommodates decision-making with more 

than one health provider per patient to accommodate multi-

disciplinary teams of medical professionals providing care. 

Due to its reusable components, the web application can be 

customized for other chronic illnesses as well, thus expanding 

its use to other medical domains. 

The study data demonstrates that participants most appreciated 

the flexibility, mobility, shared decisions and real time chat 

exchanges with a remote healthcare provider. This suggests a 

paradigm shift within the practice of traditional medicine. It 

means medical providers, endorsing a tool such as iheart, 

would have to accommodate scheduled “chat time” in their 

daily or weekly schedule to interact online in a real-time 

fashion with patients. Or, similar to an online call centre, the 

configuration could include recruitment of a pool of qualified 

medical professionals to provide real-time interaction with 

patients. It is the next frontier in online medicine.  Patients are 

increasingly seeking timely and informative medical answers 

online. Currently, they seek it in the form of static information 

(e.g., webMD knowledge bases). Based on our study, it seems 

that online, human interactive exchange is another appealing 

knowledge medium for patients. 

Limitations 

A limiting element of iheart was the loss of face-to-face 

communication currently used in traditional medicine. Some 

participants expressed that without facial expressions, body 

language and visual cues, it was difficult to read the healthcare 

provider and also describe their medical situation adequately. 

Seeing how patients appreciated the flexibility and mobility of 

the real-time text-based chats, this challenge could be 

addressed through the use of a video chat option. Patients 

could alternatively have a combined video and text chat (much 

like a Snapchat session) during shared decision points to 

reduce the communication void from a text-only session. 

Future Work 

The iheart application should be revised based on the study 

feedback. Moreover, a logical next step would be performing 

an efficacy study, to assess adherence to the application’s 

daily use for managing chronic illness such as hypertension. 

This study should also solicit input and feedback from a larger 

selection of healthcare providers.   

To further assist in decision making, behaviour change 

choices available during SDM could be accompanied by 

evidence-based metrics. A health informatics approach could 

capture each participant’s intervention choice and their 

adherence to the particular behaviour. After a fixed number of 

participants (e.g., 100) have used iheart, the cumulative data 

from people with similar demographics could be used to 

indicate success rates for each behaviour choice. 

Conclusion 

The majority of study participants positively perceived the 

iheart application. Think aloud and qualitative feedback 

identified specific areas for improvement. The desired 

improvements are all possible with the exception of the salt 

calculator, which needs to be changed by its creators. Overall, 

making shared decisions through a biomedical technology 

intervention proved both feasible and usable. 

As Canada’s population is set to enter a period of relatively 

rapid aging [34], we need to pursue innovative means of 

delivering care. The Canadian trend for elderly patients with 

chronic illness or low mobility is to seek care in their homes 

[35].  As indicated by our test subjects, a system like iheart 

could be a good fit for residential and long term care of non-

critical chronic illness. We recommend the revised version of 

iheart be pilot tested in a variety of settings where patients 

have low mobility or challenges reaching their physicians. 
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Abstract 

Patients’ increasing demands for medical information, the 

digitization of health records and the fast spread of Internet 

access form a basis of introducing new eHealth services. An 

international trend is to provide access for patients to health 

information of various kind. In Sweden, access by patients to 

their proper electronic health record (EHR) has been 

provided in a pilot county since November 2012. This eHealth 

service is controversial and criticism has arised from the 

clinical professions, mainly physicians. Two web surveys were 

conducted to discover whether the opinions of healthcare 

professionals differ; between staff that have had experience 

with patients accessing their own EHR and those who have no 

such expericence. Experienced nurses found the EHR more 

important for the patients and a better reform, compared to 

unexperienced nurses in the rest of the country. Similarly, 

physicians with their own experience had a more positive 

attitude compared to non-experienced physicians. The 

conclusion of this study is that healthcare professionals must 

be involved in the implementation of public eHealth services 

such as EHRs and that real experiences of the professionals 

should be better disseminated to their inexperienced peers. 

Keywords: 
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Introduction 

The increasing demands of patients to read medical 

information pertaining to themselves, the digitization of health 

records and the fast spread of Internet access form the 

foundation of the implementation of a service giving patients 

direct online access to their electronic health records (EHR). 

All Swedish patients have a right to obtain a part of their 

health records [1] and the national eHealth strategy states that 

all health records should be accessible via Internet (i.e., online 

electronic health records) by 2017 [2].  

Also in European directives, such a solution is sought to gain 

increased patient safety and security [3]. As the introduction 

of access to health records by patients and their families is an 

international trend, findings from research on pilot sites with 

real experience are of wide interest. 

However, patients’ access to their own health record is a 

controversial issue with many aspects. It is since a long time 

stated that the computerization transforms the accountability 

of professionals in relation to different actor groups: patients 

as well as managers, politicians and auditors [4]. The 

autonomy of the medical profession in relation to 

organisational governing and control systems has been 

discussed [5]. A common fear among the professionals is that 

the autonomy of the medical profession is expected to change 

and decrease. Less attention has so far been drawn towards 

professional transparency versus autonomy in relation to the 

patients, for which this kind of studies provides a basis. With 

this study, we want to focus on the impact on professionals 

due to patients new EHR transparency.  

In Sweden, EHR systems were adopted quite early. Internet 

access as well as mobile phones have been widespreaded in 

the population from the early 1990’s. In 1997, Uppsala 

County Council in Sweden started a project with the aim to 

give patients access to their medical data. The project called 

Sustains had financial support from the European Commission 

[6]. A system was developed to allow patients to have direct 

access to their clinical notes as well as to several other 

eServices through a “Healthcare account” similar to a bank 

account, over the Internet [6]. The system was introduced and 

used on a solo family practice in Uppsala and tested in clinical 

practice for many years [7].  

The fast digital development and experiences from the 

Sustains project [6,7] pushed forward a change of the Swedish 

legislation in 2008 [1], which permitted the healthcare 

organizations to give patients direct access to their EHRs 

including the laboratory values and doctors’ notes.  

All hospitals and primary healthcare centers, except 

community nurses and some private doctors, in Uppsala 

County  Council, used the same system developed by Cosmic, 

from a Swedish healthcare IT company: Cambio Healthcare 

Systems.This facilitated the initial integration work between 

the region-wide EHR and the public eHealth services. 

Within the scope of an EU-project [8] Uppsala County 

Council in august 2012 introduced a new eHealth service 

called “My medical record” with the content from the Cosmic 

EHR. With this eHealth service, the patients from the age of 

18 years old have access to all written text, including doctors’ 

notes, on the Internet. The system  was tested with employed 

health personnel in Uppsala County Council before it was 

launched [9]. 

In November 11
th

 2012 the e-service was offered to all 

350,000 registered inhabitants in Uppsala County Council and 

soon later, in December 3
rd

, to all Swedish inhabitants with 

EHRs in the Uppsala County. As the first region-wide trial, 

the patients were given access to their health records through a 

secure log in to the national eHealth patient portal “My 

Healthcare Contacts”  (www.minavardkontakter.se). People 

log in to the portal using the same general electronic ID as 

they use for banking and government e-services. Other e-
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services successively introduced in the pilot county through 

the national patient portal were to: 

• book, re-book/re-schedule or cancel an appointment,  

• request certificates,  

• extend sick leave,  

• create safe messages with nurse or doctor,  

• update personal data,  

• change house physician/family doctor,  

• renew medical prescriptions and assistive tools,  

• and to order a written copy of the proper medical 

health record [10].  

Apart from reading the medical text, the patient also has 

access to the audit log, block access to their records, give 

access to a friend or relative, order, get a SMS reminder of 

appointments, get a written list of prescriptions and laboratory 

values, can fill in a health declaration form saved in their 

records, and see the status and entire flow of their referrals to 

specialists or hospital. Both authors of this paper have access 

to their own health record and current version of views of data 

starts with either a time line or a calendar view, of the 

patient’s choice.  

From the release of the eHealth service in the pilot county, the 

number of users was growing with about 100 new users every 

day and in September 2013 6.4% of the eligible patients 

(n=477,928) were users [10]. By the end of 2014 the service 

had 48,664 unique users that could access their own and/or 

their family members’ records [10]. In March 2015 there are 

80,000 users who have had an average of four accesses to their 

health record and 800 patients accessed their health records 

every day [11,12].  

Although the eHealth service is popular among patients, it is 

controversial among many professionals, especially physicians 

[13]. It is evident that increased knowledge of how the e-

service influence users, both patients and clinicians, is 

essential for successful deployment of public eHealth [14] and 

that such services in general are challenging to put into 

practice. 

This was the first region-wide trial in Sweden. The 

introduction of patients’ access to their EHR creates an unique 

possibility to examine both longitudinal changes as well as 

momentary aspects related to professional transparency, 

patient relations, and patient empowerment.   

The study presented in this article is part of a larger research 

project, DOME, Deployment of Online Medical Records and 

eHealth services in Sweden [15] with the aim to highlight 

experiences and effects related to the introduction of public 

eHealth services. The project was created in July 2012 in 

order to connect the first European deployment project, 

Sustains [8], to a purposive research group consisting of 16 

nationally spread researchers from various scientific fields. 

This multi-site and multi-disciplinary composition provides a 

unique opportunity to highlight the issues from various 

research aspects through different methods and studies. 

Currently the senior researchers cover the areas of information 

management, human-computer interaction, IT and work 

environment, management and business studies, information 

security, healthcare informatics, medicine, organization 

theory, eGovernment, information technology, engineering 

education and statistics [15]. 

Different evaluation studies are taking place within three work 

packages, where this work is part of comparisons of surveys 

directed towards health care professionals in work package B, 

professions and management. The research questions for this 

study were:  

- Which were the attitudes of the nurses and the 

physicians after they had been working some time 

within the pilot county compared to professionals 

that were not yet experienced with the eHealth 

service? 

- Do experiences from the pilot county differ from 

regions where patient access to Electronic Health 

Records are not yet implemented?  

Materials and Methods 

Patients from Uppsala County Council who were treated in 

hospital and primary care and patients from other counties 

who had received care in Uppsala County Council all have 

direct access to their EHRs since December 2012. The service 

is optional to use for patients and there is no requirement for 

staff or patients to talk about the usage of the service. 

The two web surveys of this study were distributed to the 

physicians in Uppsala county 6 months after the deployment 

of the new e-service and to the nurses 9 months after the 

deployment. Data were collected from two similar 5-graded 

Likert scale web surveys (S1 and S2) to Swedish healthcare 

staff and is focused on attitudes and opinions of physicians 

(S1) and nurses (S2). To each set of statements, there was also 

a possibility to give answers in free text.  

S1 was sent out in June 2013 to 1,602 physicians in the pilot 

county with a response rate of 25% (399 respondents, 52% 

women, age 25-71 years, median worktime 14 years, 78% 

worked inhospital and 22% in primary care, 85% native in 

Swedish language).  

S2 was sent out in March 2014 to 8,460 registered nurses and 

midwives in Sweden with a response rate of 35,4% (2,867 

respondents, of whom working as nurses were 84%, midwives 

6%, chief position 5%, in projects 2% and other 3%). The 

questionnaires consisted of background questions and five sets 

of items with free text fields to each set. To deliver the 

questionnaires the Uppsala County Council’s and the Swedish 

Association of Health Professionals’ internal web survey tools 

were used. The accompanying letter stated that responding 

was voluntary and that the time spent to respond according to 

the strongly agree (5) - strongly disagree (1) - scale was 

approximately 10 minutes.  

Ethical approval for S1 was granted by the Uppsala County 

Council’s research units as well by the Swedish central ethical 

committee. S2 was conducted according to the principles of 

the Declaration of  Helsinki. 

Standard data reports were created for each survey with charts 

showing the most prominent differences in each statement. As 

the questionnaires were jointly developed and contained some 

identical statements, this first analysis expects to discover 

differences between nurses and physicians that have 

experience of patients accessing their EHRs online and those 

working in regions where the eHealth service had not yet been 

implemented. The two different questionnaires distributed to 

the nurses and physicians contain more statements to analyze, 

however the responses handled in this study are consistent 

between the two surveys. Currently other statements from the 

data-sets are jointly being analyzed by statistics, clinical and 

healthcare informatics researchers and students and will be 

published in the near future. 

The statements analysed in this study regard to which extent 

patients’ access to EHRs online is considered useful for the 

patients, if their relatives were given access to their EHRs and 

whether the professionals consider the new eHealth service 

being a good reform. In the questionnaires the statements read: 
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 - To which extent do you consider it a benefit for the patients 

that their relatives have a possibility to take part in their 

EHR? 

- To which extent do you consider the eHealth service “online 

health records” a good reform? 

Simple statistics were used for analysis. The Mann-Whitney 

ranksum and χ
2

 tests were used for evaluating the statistical 

significance for ordinal and nominal data, respectively. The 

data was analyzed by the Stata statistical package 13.1 [16].  

Results 

The responses of the physicians to the multiple choice 

questions are presented in Table 1 based on a 5-graded scale 

from strongly disagree (1) to strongly agree (5). The responses 

of the nurses are presented in Table 2 and Table 3. In general, 

professionals’ opinions of patients reading their health record 

online were negative (grade<2.5) among physicians and 

positive (grade>2.5) among nurses. Physicians were negative 

to giving relatives of the patients access to the EHR and they 

were also negative to the reform as such. Both pilot nurses and 

those outside the pilot county were generally more positive 

than the physicians.  

Nurses in Uppsala County Council with experience with 

EHRs were significantly more positive to reform (p<0.001) 

than nurses outside the pilot county. 40% stated that they 

agreed or strongly agreed to ‘patients receiving online access 

to their EHRs being a good reform’ compared to nurses in the 

rest of the country (25%) as well as physicians, where 82% 

disagreed or strongly disagreed. 

 

Table 1 – Physicians working in the pilot county (Uppsala 

County Council) Responses to the statement “To which extent 

is it a benefit for the patients that their relatives have a 

possibility to take part in their EHR?” and whether the 

eHealth service “is a good reform”. 

Five-graded Likert scale 1-5 where 5 = strongly agree. 

 

Access for 

relatives  

A good 

reform 

 

 

N 381  385  

Mean 2.22  1.66  

SD 1.08  0.97  

In one of the background questions of the web questionnaire, 

61 physicians of 399 (15%) stated that they for themselves or 

their relatives had personal experience of using this eHealth 

service as patients.  

A sub-analysis revealed that their own usage was equal 

between hospital and primary care physicians, females and 

males, but that the users were younger (p=0.0004).  

Physicians using the eHealth service themselves, compared to 

non-users, regarded the eHealth service:  

- more important for patients (p=0.0001),  

- to improve quality in care (p<0.0001),  

- to contribute more to equality in healthcare 

(p=0.0003),  

- they experienced less change in their working 

conditions (p=0.014),  

- found the eHealth service being a good reform to a 

greater extent (p=0.003),  

- thought their medical noting had improved since the 

eHealth service was introduced (p=0.021) and  

- found the launch of the reform better (p=0.019). 

 

Table 2 – Nurses working in and outside the pilot county 

(Uppsala County Council). Responses to the statement “To 

which extent do you consider it a benefit for the patients that 

their relatives have a possibility to take part in their EHR?” 

Five-graded Likert scale 1-5 where 5 = strongly agree. 

 

Pilot 

county  

Outside 

Pilot 

P (Mann-

Whitney) 

N 234  2495  

Mean 3.08  2.92 0.0454 

SD 1.16  1.12  

 

Table 3 – Nurses working in and outside the pilot county 

response to the statement “To which extent do you consider 

the eHealth service “online health records” a good reform?” 

Five-graded Likert scale 1-5 where 5 strongly agree. 

 

Pilot 

county  

Outside 

Pilot 

P (Mann-

Whitney) 

N 235  2494  

Mean 3.17  2.71 <0.0001 

SD 1.27  1.17  

Again, nurses from the pilot county were far more positive 

(35% agree and strongly agree) to the importance of this 

eHealth service for the patients, compared to nurses outside 

the pilot (25%) as well as physicians (64% disagree or 

strongly disagree).  

Discussion 

This study aimed to investigate the opinions of health 

professionals related to the introduction of a new eHealth 

service: giving patients direct access to their EHRs, in 

Sweden. The main outcome of this study was that many 

professionals  were reluctant with the proposed eHealth 

service, and that professionals with personal experience with 

the innovation were more positive as to the benefit for patients 

than healthcare professionals without experience.  

Nurses with experience with the service were significantly 

more positive to reform (p<0.0101) than nurses outside the 

pilot region. The physicians within the pilot region were 

generally more negative compared to nurses in the same 

region. However, the time spent between the questionnaires (9 

months) does cause an uncertainty as to comparability 

between the opinions of the professionals. The longer use time 

for nurses compared to physicians may have given the nurses 

a more positive attitude. 

The authors’ knowledge about the context in which this 

deployment process took place is worth mentioning. During 

the deployment project [8], representatives of the physicians’ 

local union in the pilot county expressed a distrust of the 

eHealth service, whereas the Swedish Association of Health 

Professionals (the union for the nurses and midwives) 

embraced the development and deployment of such eHealth 

services. These different statements could have affected the 

respondents of this study. 

However, in another study, free text responses from the survey 

of the physicians were analyzed and revealed that the 

physicians in general were negative and many also upset over 

the deployment of an eHealth service giving all patients digital 

access to their medical records. The physicians were 

especially concerned about increased workload and patients’ 

risk of misunderstanding the notes and laboratory findings. 

These findings are further presented by Erlingsdottir et al [13].  

These findings correspond to the hypothesis that physicians 

have a wider knowledge and a stronger patient relationship 
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than nurses. Thus they feel a greater threat to their autonomy 

and thus get a more negative attitude to online EHRs for 

patients.  

As the patients become more knowledgeable, the privileged 

position of the professionals changes. As early as in 1985, 

Freidson argued that computerization may contribute to the 

decreasing of the knowledge gap as more and more 

information becomes easily accessible [4]. According to 

Freidson, the key question is whether laymen are able to 

mobilize sufficient motivation to become knowledgeable to 

the extent that they will be able to challenge professional 

actors. Possibly, the resistance that is noted in this study could 

be related to the intrinsic conflict when patient empowerment 

encounters professional autonomy [17], which needs to be 

further investigated.   

It appears that the overall trend in the results of this study is 

that a negative attitude predominated among the professionals. 

However, the difference between experienced and 

inexperienced nurses, as well as physicians, was significant. 

As the introduction of electronic access to patients’ health 

records and other similar eHealth services is on the eHealth 

agenda of many countries, we find it important not only to 

display the attitudes of the majority of professionals to the 

idea of patient access to EHRs, but also to show the findings 

from real experience. Although the results from the pilot 

county are not strong enough to translate into real qualitative 

changes in attitude, we found the changes to be statistically 

significant and therefore worth discussion.  

Again, the difference between experienced and inexperienced 

nurses as well as physicians, was significant. Possibly the 

nurses in the pilot county have not experienced an increased 

workload and no harm to the patients, which was stated as a 

fear by physicians in the free text responses [13]. Moreover, 

the eHealth service may have a positive effect on the patient 

consultation. The opinions of physicians who used the eHealth 

service for themselves or their relatives were remarkable. 

They differed significantly from physicians not using the 

service. They found that the eHealth service more important 

for patients and that it improved quality in care to a greater 

extent. Probably their own usage has a strong positive 

influence on their attitudes.  

In previous studies on giving patients web access to their own 

health data, patients regard the online access as a step towards 

increased quality of care and patient empowerment [18,21]. 

Other studies indicate that patients think privacy concerns are 

outweighed by benefits [22] and physicians do not experience 

significance increase in work load [23]. Checkland et al. 

argue, somewhat in opposition to Freidson, that direct access 

to information over the Internet may contribute to enhanced 

trust in the patient-doctor relationship as the patient becomes 

knowledgeable and enlightened [19]. 

Information and communication technology innovations are 

being increasingly used to supply citizens with various health 

services which will lead to new demands on health and social 

care organizations. There is a strong need for further studies to 

investigate how this new trend will influence patients and 

health personnel. Knowledge that experienced staff hold a less 

negative attitude is a factor that could support future 

deployment processes and may lead to an increase in 

acceptance [24,25]. Therefore, it is important to disseminate 

these results to the inexperienced peers that today are standing 

on the verge of the deployment process of such eHealth 

services in their organizations.  

It is in line with the interest of action researchers to address 

the challenge of overcoming the clash between patient 

empowerment and professional autonomy. One means could 

be to emphasize the introduction method of an innovation in a 

socio-technical way [18]. Different methods of measurement 

around the introduction of a system can be integrated with 

each other, e.g., TAM, Theory of Planned behavour and 

Innovation Diffusion Theory [24,25]. Yi et al. [24] offer a set 

of measurement criteria required for a specific intervention, 

which could be the deployment of a public eHealth service. 

Based on the suggestions from Yi et al. [24], an adaptation has 

previously been applied to support the introduction of an 

eHealth system in a Swedish county council, with successful 

results [18]. Such an adaptation would be interesting to repeat, 

when innovations like this eHealth service are to be 

implemented in other regions. 

Conclusion 

The main outcome of this study is that many professionals are 

reluctant when faced with patients having access to their EHR 

and that professionals with personal experience of the 

innovation are more positive as to the benefit for patients than 

healthcare professionals without experience. The study shows 

that health personnel have concerns about patients’ direct 

access to their EHR in terms of the benefit for patients if their 

relatives also have access. Physicians and nurses having their 

own experience with online EHRs demonstrate a positive 

attitude towards the benefit for patients to a greater extent. 

The success of the introduction of reforms from the patients’ 

point of view is accompanied by the possibility for 

professionals to get used to the eHealth services. We therefore 

recommend that healthcare professionals should be more 

involved in the implementation of Public eHealth services 

such as online EHRs and that real experiences of the 

professionals should be better disseminated to their 

inexperienced peers.  

These findings, based on real experiences, are of interest in the 

upcoming introduction of similar eHealth services in Europe 

[25], as well as in other countries with a public eHealth 

strategy agenda. 
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Abstract 

Patient-facing technologies are increasingly utilized for direct 

patient data entry for potential incorporation into the 

electronic health record.   We analyzed patient-entered data 

during implementation of a patient-facing data entry 

technology using an online patient portal and clinic-based 

tablet computers at a University-based tertiary medical center 

clinic, including entries for past medical history, past surgical 

history, and social history. Entries were assessed for 

granularity, clinical accuracy, and the addition of novel 

information into the record.  We found that over half of 

patient-generated diagnoses were duplicates of lesser or equal 

granularity compared to previous provider-entered diagnoses.  

Approximately one fifth of patient-generated diagnoses were 

found to meet the criteria for new, meaningful additions to the 

medical record. Our findings demonstrate that while patient-

generated data provides important additional information, it 

may also present challenges including generating inaccurate 

or less granular information.  

Keywords: 

Patient generated healthcare data; Patient facing technology; 

Electronic Health Record;  

Introduction 

As patient-centeredness is an increasingly important tenet in 

healthcare, technologies engaging patients for  individual 

assessment of clinical status, satisfaction, and education are 

being implemented in larger number. Moreover, the 

importance of patient engagement for attracting and 

maintaining patients is increasingly recognized by health 

systems [1].  As part of this, the electronic health record 

(EHR) has undergone significant change, including the 

integration of patient-facing portals with the EHR.  

Increasingly, portals and other patient-facing tools allow 

patients to access their own medical data and in some cases 

grant the ability to modify or comment on the data in these 

platforms [2].   

A number of studies have shown that patients find the use of a 

patient portal for direct data entry to be a positive experience.  

Wu et al. reported 98% of patients in their large cohort found 

the use of a clinic-based kiosk for patient-generated family 

health history information to be useful [3].  A similar study 

found over 90% satisfaction with a similar online patient-

facing family health history tool in a population of Veterans 

Administration patients [4].  Patient-facing tools relying on 

patient-generated data for realtime feedback have also been 

used with success in the areas of lifestyle modification [5] and 

chronic disease management [6]. 

To date, there are few studies assessing the quality of patient-

generated healthcare data.  While there have been some 

reports of positive effects with the addition of clinically 

relevant data [7,8], these studies have been limited to certain 

diagnoses, such as cardiac disease, or to certain portions of the 

medical record, such as family history [4,8].  In this study, we 

sought to better understand patient entered data broadly for 

different aspects of health history through an evaluation of the 

quality of patient-generated data using a patient-facing health 

history tool for past medical history (PMH), past surgical 

history (PSH), and social history (SH). 

Materials and Methods 

The patient-facing tool evaluated in this study was available 

September 2014 to patients with appointments at a surgery 

clinic for the University of Minnesota Physicians. The content 

of the tool was an organization-wide health history 

questionnaire approved by the medical directors of the 

practice plan.  The tool was available to patients enrolled in 

the EHR online patient portal prior to the clinic appointment.  

For those patients not enrolled in the online patient portal or 

with portal access but who failed to utilize the tool prior to 

presentation in clinic, tablet computers were made available 

on site for completion prior to meeting with the provider.  

Previous studies have shown that patients respond well to 

tablet computer-based health applications, despite bias that 

these technologies might be unusable in certain patient 

populations, such as the elderly [9].  

The questionnaires were only available in English and covered 

PMH, PSH, and SH. Patients were presented with a list of 40 

common medical diagnoses, 22 surgical procedures, and four 

social history domains. PMH and PSH sections included 

“Yes” or “No” options, as well as a “Comments” section for 

free-text of additional conditions and procedures.  The SH 

portion of the tool included questions related to tobacco use, 

alcohol consumption, illicit substance use, and sexual history.   

For the first three, patients were asked about use, type, 

amount, duration, and date of cessation (if applicable).  The 

sexual history domain included current status, partner gender, 

and any birth control measures. 

Following completion of the tool, results were immediately 

available to the clinician on the enterprise Epic EHR system.  

The provider then was presented with the opportunity to 

“accept” or “reject” patient entered information. If accepted, 
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the entries were then associated with discrete diagnosis terms 

and diagnosis codes in the PMH and PSH sections, as well as 

the discrete data fields of the SH section.  

Table 1 – Physician-rater Diagnosis Coding 

Physician-rater grade Example 

Duplicate Diagnosis 

Diagnosis already in 

PMH/PSH.  Granularity of 

diagnosis is equal or near 

equal to that in the 

PMH/PSH. 

 

 

 

Patient enters “Hypertension”. “Hy-

pertension” in PMH. 

Duplicate Low Granu-

larity Diagnosis 

Diagnosis already in 

PMH/PSH.  Granularity of 

diagnosis is less that that 

in the PMH/PSH.  

 

Patient enters “Kidney Problems”.  

“Diabetic nephropathy” in PMH  

- Patient enters “Fracture or Broken 

Bone”.  “L3 compression fracture” 

in PMH. 

New Low Granularity 

Diagnosis 

Diagnosis not in 

PMH/PSH and insufficient 

granularity to provide 

clinical utility. 

 

Patient enters  “Respiratory Prob-

lem”.  No previous respiratory diag-

nosis listed. 

Patient enters “Fracture or broken 

bone” but fails to mention anatomic 

location. 

 

New False Diagnosis 

Diagnosis not in 

PMH/PSH and with suffi-

cient granularity to pro-

vide clinical utility but on 

EHR review appears un-

likely to be true. 

 

Patient lists “Blood Clotting Disor-

der”.  Clinician notes “no evidence 

of thrombophilia” in Hematology 

clinic progress note. 

 

New Diagnosis with Util-

ity 

Diagnosis not in 

PMH/PSH and with suffi-

cient granularity to pro-

vide clinical utility and 

corroborating EHR infor-

mation.  

 

Patient enters diagnosis of “Anxie-

ty”.  No mental health problem is 

listed in PMH.  Review of patient’s 

medication list shows benzodiaze-

pine. 

Patient enters a history of cholecys-

tectomy.  None is listed in PSH.  CT 

scan report reads “gallbladder surgi-

cally absent”. 

We reviewed the data of 50 patients who completed the tool 

within the first six weeks of implementation, out of a possible 

146 eligible participants (response rate 34.2%). Inclusion 

criteria included any new or return patient to the clinic who 

previously had been seen within the institution. A “New” visit 

type was designated for a visit where the patient had not been 

seen in surgery clinic before and were new to the provider, but 

had been previously seen by another provider (outside of our 

surgery clinic) within the Fairview Healthsystem.  Since our 

analysis included comparing patient-generated data against 

data already contained within the enterprise EHR, patients 

new both to the clinic and to the healthcare system were 

excluded from this study. All patient-generated diagnoses 

were reviewed, regardless of acceptance by the provider.   

As summarized in Table 1, each diagnosis entered was then 

reviewed by an independent physician-rater. The initial step 

required the physician to determine whether the patient-

generated diagnosis was previously listed in the PMH and 

PSH of the patient chart.  The next step involved gauging the 

level of granularity provided by the patient-generated 

diagnosis.  For those diagnoses previously listed in the EHR, 

the rater then determined if the patient-generated diagnosis 

was either equal in granularity or lesser in granularity 

compared to the initial diagnosis.  The physician-rater also 

gauged the granularity of any diagnosis deemed “New” on 

review in the initial step.  Patient-generated diagnoses lacking 

sufficient granularity to enrich the clinical picture of the 

patient were classified as “New Low Granularity Diagnosis”.  

Those patient-generated diagnoses judged to be of sufficient 

granularity to provide enrichment of the clinical history 

underwent a third level of scrutiny.  In this final step, the 

physician-rater reviewed the patient chart to look for evidence 

to suggest if the patient-generated diagnosis was likely to be 

accurate.  Clinical narratives from physicians, both from 

within and outside of the health system, were utilized as well 

as imaging studies, relevant laboratory values, medication 

lists, and procedure/endoscopy notes, as appropriate.  Inter-

rater reliability was assessed in five (ten percent) patient 

charts by a second physician-rater. Percent agreement and 

Kappa were calculated for coding of PMH/PSH 

diagnoses/procedures. Institutional review board approval was 

obtained and informed consent waived for this minimal risk 

study.  

Results 

Information about the patients and their types of visits are 

summarized in Table 2. In total, the 50 patients had a total of 

435 patient-generated medical diagnoses, 231 surgical 

procedures, and 188 social history elements associated with 

these visits.  

Table 2 – Patient Demographics and Visit Type  

Demographic n (%) 

Age, range (mean) 18-74 (49.0) 

Gender (female) 
26 (52.0) 

Visit Type  

   New 6 (12.0) 

   Return 44 (88.0) 

History Information 
 

   Patient-generated diagnoses 435 

   Patient-generated procedures 231 

   Patient-generated social history 188 

 

Over 50 percent of patient-generated medical diagnoses were 

duplicates of diagnoses already contained within the PMH 

portion of the EHR (Table 3).  Of these duplicates, slightly 

greater than half of patient-generated diagnoses were of equal 

granularity to previous provider-entered diagnoses. The 

remaining half of the duplicated diagnoses had less granularity 

compared to previous provider-entered diagnoses.  Nearly ten 

percent of the patient-generated diagnoses were determined to 

be new, but lacked sufficient granularity to provide 

meaningful clinical enrichment (New Low Granularity 

Diagnosis). Of the patient-entered diagnoses determined to be 
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both new and providing sufficient granularity to be considered 

clinically meaningful, nearly half were corroborated on chart 

review with the other half lacking sufficient evidence within 

the EHR to verify  diagnosis (New Diagnosis with Utility and 

New False Diagnosis, respectively).  Over 20 percent of new 

diagnoses deemed true based on chart review were related to 

mental health conditions (13.8% anxiety, 7.5% depression).   

History of colon/rectal polyps (11.3%) and history of blood 

transfusion (8.8%) were also common patient-generated 

diagnoses that were found to be true.  Inter-rater reliability 

with a second physician-rater resulted in percent correlation of 

0.89 and  Kappa statistic of 0.817. 

Forty-six of the 50 patients in this study completed the 

surgical history section of the survey.  Two patients listed no 

previous surgeries.  A total of 231 surgical procedures were 

entered by the remaining 44 patients (Table 4). Nearly 75% of 

surgical procedures were duplicates of procedures already 

recorded within the PSH portion of the EHR.  Twenty-three 

percent were determined by an independent physician-rater to 

provide equal granularity to procedures previously listed.  

Nearly 52% were found to be of insufficient granularity 

compared to the surgical history already available in the EHR.  

The remaining surgical procedures entered were new to the 

PSH portion of the EHR.  Of these, nearly half (ten percent of 

total) were determined to provide insufficient granularity to be 

of clinical utility.  However, 11.3% of the total surgical 

procedures entered by patients were found to be new, 

sufficiently granular, and had evidence within the EHR.  

Three percent of surgical procedures entered by patients were 

new and sufficiently granular, but had no evidence within the 

EHR. One patient entered the same surgical procedure twice 

(Duplicate Entry – 0.9% of total).  Inter-rater reliability with a 

second physician-rater resulted in percent correlation of 0.9 

and Kappa statistic of 0.837.  

Table 3 – Past Medical History  

Category n (%) 

Duplicate Diagnosis 

 

117 (26.9) 

Duplicate Low Granularity 

Diagnosis 

 

112 (25.7) 

New Low Granularity  

Diagnosis 

 

43 (9.9) 

New False Diagnosis 

 

New Diagnosis with Utility 

82 (18.9) 

 

80 (18.4) 

 

All 50 patients completed at least one of the four domains 

within the SH portion of the survey.  Overall, 188 data 

elements relating to tobacco, alcohol, and illicit substance use, 

as well as sexual history data, were entered.  This patient-

generated data for SH was compared to that already present 

within the EHR as depicted in Table 5. There were very few 

instances where patient-generated data did not concur with 

pre-existing data in the EHR.  Only one new data element was 

found in both the tobacco and alcohol use portions of the SH 

domain.  In the illicit substance portion, three instances of new 

information were noted.  Interestingly, 11 instances of new 

information were observed for sexual history. 

Table 4 – Past Surgical History  

Category n (%) 

Duplicate Diagnosis 

 

53 (23.0) 

Duplicate Low Granularity 

Diagnosis 

 

120 (51.9) 

New Low Granularity  

Diagnosis 

 

23 (10.0) 

New False Diagnosis 

 

New Diagnosis with Utility 

 

Duplicate Entry 

7 (3.0) 

 

26 (11.3) 

 

2 (0.9) 

Results of physician ratings were compared between Past 

Medical and Surgical History diagnoses (Tables 3 & 4) using 

post-hoc chi-square analysis.  Notable differences between 

medical and surgical diagnoses were observed in New False 

Diagnoses (18.9 vs. 3.0%) and New Diagnoses with Utility 

(18.4 vs. 11.3%) with significant results (χ
2

 = 63.36, 

p<0.0001).  Results were also compared by gender, age (≥50), 

and visit type in post-hoc analysis.  When combining both 

medical and surgical diagnoses, we observed a difference in 

physician ratings between male and female patient-generated 

diagnoses, with the largest difference observed in the rate of 

New Low Granularity Diagnoses (13.7 vs. 6.6%, χ
2

 = 11.17, 

p=0.0247).  Similarly, the difference in physician ratings of 

diagnoses generated at New versus Return visit types 

approached significance (χ
2 

= 9.35, p=0.0529), especially with 

Duplicate Diagnoses and New False Diagnoses (13.6 vs. 

26.8% and 23.7 vs 12.4%).  Age did not correlate with any 

difference in physician rating of patient-generated medical or 

surgical diagnoses (χ
2 

= 2.42, p=0.659). 

Table 5 – New Social History Data Elements 

Category n (%) 

Tobacco 

 

1 (5.9) 

Alcohol 1 (5.9) 

 

Illicit Substance 

 

3 (17.6) 

Sexual History 

 

Total  

11 (64.7) 

 

17 
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Discussion 

This study summarizes the quality and potential value of data 

generated with web and tablet-based data entry of health 

history information by patients. Previous studies have found 

clinical utility in patient-generated data related to chronic 

disease management, such as entering home blood pressure 

measurements using an online patient portal [6] and family 

history [8].  This study provides an analysis of more 

comprehensive patient-generated data.   

Over half of patient-generated medical diagnoses and nearly 

75 percent of surgical diagnoses were duplicates of those 

already recorded within the PMH and PSH portions of the 

EHR.  This is consistent with other studies including 

Manaktala et al. and Okura et al which found good 

concordance between patient self-reported data and the 

medical record [7,10]. A broader study by Tisnado et al. 

examining a paper-based patient survey compared to the 

medical record found concordance between both data sources 

varied considerably.  Concordance between diagnoses like 

“History of acute myocardial infarction” and “Diabetes” were 

high.  Less concordance was evident with more subtle 

diagnoses such as “Depressed Mood”, “High Cholesterol” or 

history of having had a previous echocardiogram [11].  Our 

results were similar to these previous studies. Similarly, much 

of the duplication of previously-recorded diagnoses in this 

study occurred with cardiovascular health (data not included 

in results).  

Surgical diagnoses mirrored medical diagnoses, in that the 

vast majority of patient-generated data was a duplication of 

what already existed in the EHR.  Interestingly, the rate of 

New False Diagnosis was considerably lower for PSH vs 

PMH (3.0 vs 18.9%).  Likely, this is due to clearer knowledge 

on the part of patients regarding previous procedures.  Patient 

self-knowledge of past surgeries is not a novel finding.  In the 

previously mentioned work by Tisnado, the authors found 

excellent correlation between the patient survey and medical 

record for the diagnosis “History of coronary artery bypass or 

angioplasty” and fair agreement for previous cardiac 

catheterization [11]. 

The rate of correlation between patient and medical record is 

encouraging.  More interesting, nearly 20 percent of patient-

generated medical diagnoses and 11 percent of surgical ones 

were found to provide a new, sufficiently granular piece of 

data that was deemed to be likely accurate based on chart 

review by a content expert.  These diagnoses represent 

discrete data elements not previously being captured in the 

PMH or PSH sections of the EHR.  However, there was some 

evidence found within the clinical narratives, laboratory 

values, or imaging data contained within the institutional 

EHR.  The most frequent patient-generated diagnoses that met 

criteria related to mental-health, specifically anxiety and 

depression.  Hulse et al. found a similar phenomenon during 

the introduction of a patient-facing health history tool at their 

institution [12].  Previous literature comments on the 

prevalence of mental health diagnoses in patients with 

gastrointestinal disease [13].  The implications of uncaptured 

data regarding mental health conditions in this population of 

patients in a single clinic requires further inspection and 

analysis. 

The failure to capture diagnoses as discrete data elements 

within the EHR has wide-ranging implications.  As the EHR is 

increasingly utilized for secondary use, the need for complete 

data is more important.  Tate et al. describes data quality as a 

‘sine qua non’ for EHR use in randomized control trials [14].  

Accurate and complete data is necessary to ensure high quality 

phenotyping, cohort discovery and recruitment into 

randomized controlled trials.  

An additional 20 percent of patient-generated medical 

diagnoses and only three percent of surgical ones were 

deemed both new and sufficiently granular, but no evidence of 

disease or prior procedure could be found based on chart 

review.  We were limited by the information provided by our 

institutional EHR.  In this era of fragmented care, patients can 

have missing clinical data that is contained within other 

institutions or health systems. In some cases, our institutional 

EHR included clinical narratives, laboratory values, and the 

results of imaging studies performed outside. It is reasonable 

to assume that some portion of these patient-generated 

diagnoses are true and that supporting healthcare data exists 

within another institution’s EHR . 

Nearly ten percent of both medical and surgical diagnoses 

entered were new additions to the chart, but were of such low 

granularity that they were not clinically meaningful.  Further, 

nearly half of the duplicated medical diagnoses and two-thirds 

of the duplicated surgical procedures were rated as less-

granular versions of diagnoses or procedures already within 

the PMH and PSH sections of the EHR.   

This study also gives an initial insight into the design of the 

patient-facing tool. Many of the diagnoses listed in the survey 

provided sufficient granularity without the need for free text 

entry by the patient (i.e. “Hypertension”, “Diabetes mellitus”, 

“Cholecystectomy”).  In order to provide a comprehensive list 

of medical history conditions and surgical procedures that 

would not be found cumbersome for most patients, the survey 

was reliant on free text entry in order to provide sufficient 

granularity for certain diagnoses and procedures.  For 

instance, when “Fracture or Broken Bone” or “Cancer” was 

selected, the tool relied on patient free text to specify the 

anatomic site or type.  When “GI surgery” was selected, the 

tool relied on free text entry to specify the site and procedure. 

An overwhelming majority of patient-generated diagnoses did 

not include any free text entries associated with them.  This 

was a major limitation of our study.  It can be reasonably 

inferred that patients will not provide further granularity to 

diagnoses beyond that which is suggested to them on the 

Health History tool.  Further work needs to be done to 

elucidate reasons why most patients are not engaging with the 

tool with free text entry.  It may be that during the clinic 

intake process, patient-generated diagnoses from the tool need 

immediate addressing and clarification by clinic staff.  This 

would require a major shift in intake workflow, most of which 

is currently being done by medical assistants.  This also is an 

opportunity to reflect on the design of the tool, specifically in 

regards to the granularity of the diagnoses provided.  Perhaps 

a drop-down menu approach would provide greater ease of 

use and ensure greater granularity compared to free text entry 

by patients.    Another limitation was the low response rate of 

patients eligible to use the tool (34.2%).  Clearly, buy-in from 

clinic personnel needs to be sought prior to introduction of 

these patient-facing technologies in order to address inevitable 

changes in workflow.  This is being done in further iterations 

of this work. 

One important limitation of the current study and an important 

area to further characterize is the amount of time required for 

providers to review patient-entered data. While there is an 

assumption that having patients enter their own data brings 

efficiencies, the time saved with patient-entry must be 

counter-balanced by the time to review and potentially correct 

and verify patient data. This question could likely be answered 

with an additional observational study or possibly a log file 

analysis of provider use of the EHR and consumption of 

patient entered data. 
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A significant portion of the patient-generated Social History 

data matched that which was already present within the EHR.  

There were very few instances within tobacco, alcohol, and 

illicit substance use history where patient-generated data was 

found to provide new information.  Likely, this is related to 

the fact that well-established structured data fields have been 

in existence for these topics and have been utilized 

preferentially for some time over unstructured free text [15].  

In the domain of sexual history, eleven instances of new 

information occurred.  In nine of these instances, no previous 

sexual history had been recorded and the patient-generated 

data represented the first present within the EHR.  Thirty nine 

charts (78 percent) contained previous provider-entered sexual 

history data.  This mirrors previous work by Goyal et al. who 

observed 82 percent of patient charts containing a sexual 

history in their cohort of emergency department patients.  We 

also found similar results in that when sexual history had been 

previously entered by the provider, it had a high rate of 

concordance with the patient-generated sexual history data 

[16]. 

Conclusion 

Patient-generated health data is becoming more prevalent in 

healthcare. We are starting to see the EHR as a dynamic 

instrument in which patients not only access health data, but 

are engaged in data input as well. In this pilot study, we 

observed and graded patient-generated health data obtained 

during the rollout of a comprehensive health history tool via 

two patient-facing modalities. While the majority of patient-

entered diagnoses were already captured in the EHR, nearly 

20 percent of patient-generated medical diagnoses and eleven 

percent of surgical ones were found to be new, granular, and 

supported by other data within the chart.  These results should 

be met with guarded optimism.  Successful implementation of 

patient-facing technologies requires significant front-end 

work.  IT experts, informaticists, and clinicians need to be 

engaged to design a suitable tool that combines ease-of-use 

with granular data capture.  Provider and non-provider clinic 

personnel buy-in is also necessary early in the process, as 

these technologies will highly affect existing clinic workflows.  

Future work will include engaging both patients and clinicians 

to further optimize the user interface and workflows. 

Ultimately, it appears that patient-entered health history data 

has the potential of improving clinical data in the EHR and 

improving these approaches could potentially enable easy, 

accurate, granular data entry valuable to clinicians and 

researchers. 

Acknowledgments 

This research was supported by the University of Minnesota 

Department of Surgery, University of Minnesota Physicians, 

and Fairview Health Services.  

References 

 [1] Davis Giardina T, Menon S, Parrish DE, Sittig DF, Singh 

H. Patient access to medical records and healthcare 

outcomes: a systematic review. J Am Med Inform Assoc 

2014 Jul-Aug;21(4):737-741. 

[2] Otte-Trojel T, de Bont A, Rundall TG, van de Klundert J. 

How outcomes are achieved through patient portals: a 

realist review. J Am Med Inform Assoc 2014 Jul-

Aug;21(4):751-757. 

[3] Wu RR, Orlando LA, Himmel TL, Buchanan AH, Powell 

KP, Hauser ER, et al. Patient and primary care provider 

experience using a family health history collection, risk 

stratification, and clinical decision support tool: a type 2 

hybrid controlled implementation-effectiveness trial. 

BMC Fam Pract 2013 Aug 6;14:111-2296-14-111. 

[4] Arar N, Seo J, Abboud HE, Parchman M, Noel P. 

Veterans' experience in using the online Surgeon 

General's family health history tool. Per Med 2011 Sep 

1;8(5):523-532. 

[5] Forjuoh SN, Ory MG, Wang S, des Bordes JK, Hong Y. 

Using the iPod Touch for Patient Health Behavior 

Assessment and Health Promotion in Primary Care. JMIR 

Mhealth Uhealth 2014 Mar 21;2(1):e14. 

[6] Sun J, McNaughton CD, Zhang P, Perer A, Gkoulalas-

Divanis A, Denny JC, et al. Predicting changes in 

hypertension control using electronic health records from 

a chronic disease management program. J Am Med 

Inform Assoc 2014 Mar-Apr;21(2):337-344. 

[7] Manaktala S, Rockwood T, Adam TJ. Validation of pre-

operative patient self-assessment of cardiac risk for non-

cardiac surgery: foundations for decision support. AMIA 

Annu Symp Proc 2013 Nov 16;2013:931-938. 

[8] Wu RR, Himmel TL, Buchanan AH, Powell KP, Hauser 

ER, Ginsburg GS, et al. Quality of family history 

collection with use of a patient facing family history 

assessment tool. BMC Fam Pract 2014 Feb 13;15:31-

2296-15-31. 

[9] Vawdrey DK, Wilcox LG, Collins SA, Bakken S, Feiner 

S, Boyer A, et al. A tablet computer application for 

patients to participate in their hospital care. AMIA Annu 

Symp Proc 2011;2011:1428-1435. 

[10] Okura Y, Urban LH, Mahoney DW, Jacobsen SJ, 

Rodeheffer RJ. Agreement between self-report 

questionnaires and medical record data was substantial for 

diabetes, hypertension, myocardial infarction and stroke 

but not for heart failure. J Clin Epidemiol 2004 

Oct;57(10):1096-1103. 

[11] Tisnado DM, Adams JL, Liu H, Damberg CL, Chen WP, 

Hu FA, et al. What is the concordance between the 

medical record and patient self-report as data sources for 

ambulatory care? Med Care 2006 Feb;44(2):132-140. 

[12] Hulse NC, Ranade-Kharkar P, Post H, Wood GM, 

Williams MS, Haug PJ. Development and early usage 

patterns of a consumer-facing family health history tool. 

AMIA Annu Symp Proc 2011;2011:578-587. 

[13] Shah E, Rezaie A, Riddle M, Pimentel M. Psychological 

disorders in gastrointestinal disease: epiphenomenon, 

cause or consequence? Ann Gastroenterol 

2014;27(3):224-230. 

[14] Tate AR, Beloff N, Al-Radwan B, Wickson J, Puri S, 

Williams T, et al. Exploiting the potential of large 

databases of electronic health records for research using 

rapid search algorithms and an intuitive query interface. J 

Am Med Inform Assoc 2014 Mar-Apr;21(2):292-298. 

[15] Chen E, Garcia-Webb M. An analysis of free-text alcohol 

use documentation in the electronic health record: early 

findings and implications. Appl Clin Inform 2014 Apr 

16;5(2):402-415. 

[16] Goyal M, McCutcheon M, Hayes K, Mollen C. Sexual 

history documentation in adolescent emergency 

department patients. Pediatrics 2011 Jul;128(1):86-91. 

Address for correspondence  

Genevieve B. Melton, M.D., M.A. Core Faculty, Institute for Health 

Informatics, and Associate Professor, Department of Surgery, 

University of Minnesota, MMC 450, 420 Delaware Street SE, 

Minneapolis, MN, 55455, USA.  

Email: gmelton@umn.edu.��

E.G. Arsoniadis et al. / Characterizing Patient-Generated Clinical Data and Associated Implications for EHR162



Recognizing Clinical Styles in a Dental Surgery Simulator 

Phattanapon Rhienmora
a

, Peter Haddawy
b

, Siriwan Suebnukarn
c

,  

Poonam Shrestha
d

, Matthew N. Dailey
d 

a 

School of Science and Technology, Bangkok University, Thailand 

b

 Faculty of Information And Communication Technology, Mahidol University, Thailand 

c

 Faculty of Dentistry, Thammasat University, Thailand  

d

 School of Engineering and Technology, Asian Institute of Technology, Thailand 

 

Abstract 

Recognizing clinical style is essential for generating 

intelligent guidance in virtual reality simulators for dental 

skill acquisition. The aim of this study was to determine the 

potential of Dynamic Time Warping (DTW) in matching 

novices’ tooth cutting sequences with those of experts. Forty 

dental students and four expert dentists were enrolled to 

perform access opening to the root canals with a simulator. 

Four experts performed in manners that differed widely in the 

tooth preparation sequence. Forty students were randomly 

allocated into four groups and were trained following each 

expert. DTW was performed between each student’s sequence 

and all the expert sequences to determine the best match. 

Overall, the accuracy of the matching was high (95%). The 

current results suggest that the DTW is a useful technique to 

find the best matching expert for a student so that feedback 

based on that expert’s performance can be given to the novice 

in clinical skill training. 

Keywords: 

Automated procedure assessment; Dynamic time warping; 

Virtual reality; Haptics; Dentistry. 

Introduction 

The teaching of surgical skills, which has traditionally 

followed an apprentice style approach, is now facing a number 

of challenges that are driving medical schools to seek 

alternatives. One challenge is that increasing enrollment 

combined with time constraints on the time of expert surgeons 

means that students typically do not receive as much 

supervised training as would be desirable. Rather, students end 

up spending a significant portion of their training time 

carrying out unsupervised practice. Furthermore, medical 

schools have little choice but to set requirements for surgical 

curricula in terms of amount of training time spent rather than 

in terms of level of proficiency achieved [1]. Even when 

assessment is carried out, it is by nature subjective, lacking 

sufficient standardization.  

In response to these challenges, researchers have been 

developing new types of simulators and medical schools have 

been exploring the use of simulation in surgical training 

curricula. These efforts have particularly benefited from 

advances in virtual reality (VR) technology. VR simulators 

now exist for training in a variety of surgical domains, [2–6] 

and VR simulators have been introduced into dental curricula 

as training devices for clinical skill acquisition in several tasks 

[7, 8]. VR simulators enable collecting detailed data on 

relevant metrics throughout a procedure and thus provide a 

basis for detailed and objective procedure assessment. Indeed, 

a great volume of recent research has focused on developing 

metrics and techniques for objective assessment of surgical 

skill level [9–12]. Such analyses can be used for summative 

assessment and more excitingly for formative assessment by 

incorporating mechanisms for tutorial feedback generation 

into the simulators. But as research has progressed in this 

direction, researchers have come up against the complicating 

factor of the great variability with which any particular 

operation may be carried out [13, 14]. Such natural variability, 

not only in minute details of movement but also in style, poses 

a challenge for assessment. In domains where procedures may 

be carried out in multiple acceptable ways, an effective teacher 

must be able to recognize the style that a student is naturally 

using and provide corrective guidance relative to that style. 

This should also be the case for any simulator that generates 

tutorial feedback. To achieve this, the first challenge that must 

be solved is to recognize the style being used by a student 

even if it is being carried out incorrectly.  

In this paper we present an approach to identifying the expert 

procedure from a set of stored procedures carried out in 

different styles that best match a student procedure. We make 

use of a VR dental simulator that we have developed for 

teaching dental procedures [6]. The system includes haptic 

feedback that can simulate tooth surface exploration and 

cutting for tooth preparation. It can automatically record 

performance and kinematic data on how experts and novices 

perform each step of a task, e.g., tool path, angulations and 

force used, which are not available in conventional skill 

training environments. For the present work we make use of 

only information about tool path and time.  

Identifying stylistically similar procedures based metrics such 

as tool path and timing is challenging. Even if the expert and 

student are following the same basic path, the student 

movements are typically less smooth, resulting in differences 

in path location and path length. Velocity of movement of 

students is also typically slower than that of experts. Dynamic 

time warping (DTW) [15, 16] is a technique introduced for the 

analysis of handwriting that is designed to cope with some of 

these challenges. DTW determines the similarity of two 

trajectories of motion in cases where the trajectories may 

differ in terms of length and timing. In analysis of surgical 

procedures, DTW has been applied to the problem of spatio-

temporal registration of trajectories for recognition of surgical 

gestures [17]. The present study aims to determine the 

potential of DTW in matching novices’ tooth cutting 
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sequences with those of experts for the task of performing 

access opening to the root canals. 

Methods 

Dental virtual reality simulator and on-line data collection 

We developed VR simulator that operates on a standard PC 

with an Intel Core 2 Duo 2.8GHz CPU, 4 GB RAM, and an 

nVidia GeForce 9600GT video card with 512MB of RAM 

connected to a 15-inch monitor and two PHANToM Omni 

haptic devices in a dual configuration, representing a 

handpiece and a dental mouth mirror. (Figure 1). The 

PHANTOM Omni haptic devices (SensAble Inc., USA) allow 

six degrees of freedom positional sensing and generate three 

degrees of freedom force feedback with a maximum of 3.3 N. 

The simulation software was developed with C++, OpenGL, 

and OpenHaptics SDK (HDAPI). The tooth model was 

acquired using three-dimensional micro-CT (RmCT, Rigaku 

Co., Tokyo, Japan). Tomographic images were obtained using 

comprehensive dental imaging software (i-VIEW, Morita Co., 

Tokyo, Japan). Three-dimensional reconstruction was 

performed using 600 of these two-dimensional images 

processed by volume rendering. During simulation, a user 

could feel different force feedback when cutting through 

enamel, dentin, and pulp. 

 

 

Figure 1 - A dentist performed access opening to the root 

canals with a haptic virtual reality simulator 

Forty-four volunteers (40 fourth-year dental students 

(Novice), ages 20-23 years, and 4 dentists (Expert), ages 35-

45 years) were enrolled in this study. All participants gave 

their written informed consent approved by the Institutional 

Ethical Review Board. Novices had experience using dental 

handpieces in cavity preparation from the operative preclinical 

course but no prior experience performing root canal 

treatment. Experts had professional training and experience in 

root canal treatment. All participants were right-handed. None 

of the participants had received any skill training using the 

haptic VR simulator.  

All participants were briefly instructed on the use of the haptic 

VR simulator and the requirements of tooth preparation. The 

participants received a verbal explanation about the use of the 

system from the investigators and spent 15 minutes 

familiarizing themselves with the system interface, but not 

with the task. During this familiarization period, each 

participant was allowed to ask questions and receive further 

verbal explanation and suggestions from the investigators. 

After familiarization, the participants performed two trials of 

the task during which results were not recorded. The third trial 

was used for data collection. Participants were given the task 

of performing access opening to the root canals on the upper 

right first molar with the haptic VR simulator. The task was 

designed to mimic real access opening and to require hand-eye 

coordination for quality performance (Figure 1). 

During data collection, data was gathered on elapsed time and 

kinematic variables with respect to the position of the 

handpiece in x, y and z direction, angulations of the handpiece 

with respect to x, y and z direction, transformation of the 

handpiece from the original position, drilling enabled/not 

enabled, position of the mirror in x, y and z direction, 

angulations of the mirror with respect to x, y and z direction, 

transformation of the mirror from the original position, and the 

force used in x, y and z direction. 

Recognition of Clinical Process using DTW 

Experts and novices performed operations on the dental 

simulator generating an output file which contained the 

kinematic attributes mentioned above in every millisecond. In 

this study, we selected the handpiece positions and movements 

as features for finding similarity between expert and novice 

and only the data when the user had enabled the drill for 

cutting was considered. Figure 2 shows the path of one expert 

and one novice in 3D space. Handpiece positions were 

normalized using (X-μ)/σ, where X is the data sequence, μ is 

the mean and σ is standard deviation of those points. 

 

 

Figure 2 - Handpiece position in 3D generated from user’s 

movement 

Even when a novice is carrying out a procedure in the same 

basic way as an expert, the sequences of expert and novice 

movements will typically differ in length, positions, and speed. 

The expert’s movements are usually more deliberate, 

economical and smooth throughout the operation. DTW is 

well suited to measuring similarity between sequences that 

may differ in speed and in which speed differences are not 

constant throughout the sequences. With DTW, the sequences 

are warped non-linearly in the time dimension to determine a 

measure of their similarity independent of non-linear 

variations in the time dimension but dependent on an 

application specific distance measure. 

DTW [16] works as follows. Suppose we have two time series 

of length n and m respectively, 

Let X = x
1
,x

2
,…,x

n
 and Y = y

1
,y

2
,…,y

m
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A matrix of size n by m is constructed such that the (i
th

,j
th

) 

element of the matrix contains the distance D(x
i
,y

j
) (in our case 

the Euclidean distance) between points i and j of the two 

series. After that, another matrix is constructed and the cost 

for each cell is determined using the condition: 

• Initial Condition: D(1,1) = 0 

• Recurrence: D(i,j) = Dist(i,j) +  

min[ D(i – 1,j), D(i,j – 1),D(i – 1,j – 1) ] 

A warp path W = w
1
,w

2
,…,w

k
 is constructed as the least cost 

path through the matrix from (1,1) to (n,m) where k is the 

length of the warp path and the k
th

 element of the warp path is 

w
k
 = (i,j). The warp path is typically subject to several 

constraints: 

• Boundary conditions: The starting and ending points 

of the warp should be at two diagonally opposite ends 

of the matrix. 

• Continuity: If w
k
 = (a,b) then w

k–1 
= (a',b') where  

a – a' <1 and b – b' <1. This restricts the allowable 

steps in the warp path to be adjacent cells (including 

diagonally adjacent cells). 

• Monotonicity: If w
k 
= (a,b) then w

k–1
 = (a',b') where  

a – a' > 0 and b – b' > 0. This forces the points in W 

to be monotonically spaced in time. 

Finally, cost is calculated as: 

k

Cost

path  warpofcost  Total

=  

The length of the warp path (k) in the denominator is used 

because for different sequences warp paths may have different 

lengths. 

Data Analysis 

Four experts performed access opening to the root canals 

using different sequences of operations. 

Expert1 cut into the palatal pulp horn followed by extending 

the opening laterally to the mesiobuccal canal orifice, then 

followed a clockwise path to the distobuccal canal orifice, and 

the palatal canal orifice. 

Expert2 cut into the palatal pulp horn followed by extending 

the opening laterally to the distobuccal canal orifice, then 

followed a counter clockwise path to the mesiobuccal canal 

orifice, and the palatal canal orifice. 

Expert3 performed an initial cavity half way to the pulp 

chamber using a clockwise path then cut into the palatal pulp 

horn followed by extending the opening laterally to the 

mesiobuccal canal orifice, then followed a clockwise path to 

the distobuccal canal orifice, and the palatal canal orifice. 

Expert4 performed an initial cavity half way to the pulp 

chamber using a counter clockwise path then cut into the 

palatal pulp horn followed by extending the opening laterally 

to the distobuccal canal orifice, then followed a counter 

clockwise path to the mesiobuccal canal orifice, and the 

palatal canal orifice. 

Forty students were randomly divided into 4 groups of 10 

students each. Students in groups 1, 2, 3 and 4 were trained to 

perform access opening to the root canals following experts 1, 

2, 3, and 4 respectively. 

Data from novices and experts was gathered as previously 

described and DTW was applied to determine whether each 

novice could be matched to the expert who had trained him 

based on the movement patterns, thus recognizing the 

approach to the procedure being attempted by the novice. For 

each novice procedure, DTW was applied to calculate the 

similarity between that novice and each of the four expert 

procedures. The lowest cost was taken as the best match. 

Figure 3 shows the warp between one expert and one novice 

sequence. Notice that these two sequences were warped from 

the beginning to the end. 

 

Figure 3 - Dynamic Time Warping between an expert and a 

novice sequence 

The accuracy of the approach was computed as: 

100

students ofnumber  Total

matchescorrect  ofnumber  Total

×=Accuracy  

Results 

The data collection yielded 4 groups that differed widely for 

the tooth preparation sequence. Overall, the accuracy of the 

matching between novices and experts was very high (95%) 

compared to the probability of matching the sequences 

correctly by chance (25% in this four class problem). DTW 

correctly matched students in each group with the expert who 

trained them except for two cases. Case 1 was Student8 (in 

group 1) who matched with Expert2, and case 2 was Student24 

(in group 3) who matched with Expert1. 

In case 1, Student8 should have matched Expert1 but the 

lowest cost match was against Expert2 at 170.45, with the 

match against Expert1 being the next lowest at 339.54. The 

reason for this error can be seen from Figure 4. Figure 4(a) 

shows the sequences for Student8 and Expert1 and 4(b) shows 

the sequences for Student8 and Expert2. The sequences in 

Figure 4(b) have initial segments that match closely, so DTW 

resulted in very low cost for the initial portion as compared to 

the sequences in Figure 4(a). Even though the cost was high 

for the later segment, the overall cost of the match between the 

sequences in 4(b) was lower than that in 4(a). 

In case 2, Student24 should have matched Expert3 but the cost 

of the match against Expert1 was lowest at 187.34 while the 

cost of the match against Expert3 was only second lowest at 

264.30. The reason for this mismatch can be seen from Figure 

5. Figure 5(a) shows the sequences for  Student24 and Expert3 

while Figure 5(b) shows the sequences for Student24 and 

Expert1. From Figures 5(a) and 5(b) it can be seen that the 

expert sequences were somewhat similar. The two expert 

sequences  differ  somewhat at the start  but are  similar  at the 
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Figure 4 - Sequences of Student8 and Expert1 that should 

match (a) and sequences of Student8 and Expert2 that should 

not match but with lowest cost (b) 

Figure 5 - Sequences of Student24 and Expert3 that should 

match (a) and sequences of Student24 and Expert1 that should 

not match but with lower cost (b) 

later portions. Because of this, the costs of matching Student24 

with Expert3 or Expert 1 were similar. 

Discussion 

Generally, knowledge of results (e.g., the pulpal depth was 

1mm too deep) and knowledge of performance (e.g., was the 

handpiece held perpendicular to the long axis of the tooth 

when it should not have been) facilitate learning because they 

enable the performer to make appropriate adjustments to the 

movement on the next trial and increase the likelihood of the 

desired outcome will be achieved. In cases where procedures 

can be carried out using various alternative sequences, it is 

important to be able to recognize the correct sequence that a 

student is attempting in order to be able to provide effective 

corrective feedback. In this paper we have shown that metrics 

can be gathered from a virtual reality simulator that combined 

with dynamic time warping enable a student to be matched to 

the style of the expert who tutored him with a high degree of 

accuracy. 

DTW seems to be a promising tool in the recognition of 

clinical performance in that it provides for objective 

evaluation of the trajectory of the instrument used to perform a 

dental procedure and is robust to differences in tool path 

length and velocity which differ greatly between novices and 

experts. The technique may enhance our understanding of the 

processes involved in clinical performance based on an 

unbiased assessment. Of course, the DTW technique alone 

cannot answer the question of how well a novice performs a 

task. Outcome measures need to be combined for comparison 

of outcomes under conditions where the movement trajectories 

are taxed, thus enabling analysis of their separate contributions 

to the outcome distortions in poor performance. 

Conclusion  

The current results suggest that DTW is useful technique to 

find the best matching expert for a student so that feedback 

based on that expert’s performance can be given to the novice 

in clinical skill training. Several directions remain open for 

further work. First is the issue of improving the performance 

of the matching algorithm. In this paper we used only data of 

the tool location at each point in time. Performance could 

likely be improved by using information about trajectory of 

motion as well as information about other metrics such as 

force and angulation. The next step is to analyze the 

differences between the expert and novice procedures and 

identify those differences most relevant to quality of outcome 

for use in formative assessment. The final issue concerns how 

best to present this assessment information to the student to 

improve performance. 
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Abstract 

INTRODUCTION. Adults and elderly users of hearing aids 

suffer psychosocial reactions as a result of hearing loss. 

Auditory rehabilitation is typically carried out with support 

from a speech therapist, usually in a clinical center. For these 

cases, there is a lack of computer-based self-training tools for 

minimizing the psychosocial impact of hearing deficiency. 

OBJECTIVE. To develop and evaluate a web-based auditory 

self-training system for adult and elderly users of hearing 

aids. METHODS. Two modules were developed for the web 

system: an information module based on guidelines for using 

hearing aids; and an auditory training module presenting a 

sequence of training exercises for auditory abilities along the 

lines of the auditory skill steps within auditory processing. We 

built aweb system using PHP programming language and a 

MySQL database .from requirements surveyed through focus 

groups that were conducted by healthcare information 

technology experts. The web system was evaluated by speech 

therapists and hearing aid users. An initial sample of 150 

patients at DSA/HRAC/USP was defined to apply the system 

with the inclusion criteria that: the individuals should be over 

the age of 25 years, presently have hearing impairment, be a 

hearing aid user, have a computer and have internet 

experience. They were divided into two groups: a control 

group (G1) and an experimental group (G2). These patients 

were evaluated clinically using the HHIE for adults and HHIA 

for elderly people, before and after system implementation. A 

third web group was formed with users who were invited 

through social networks for their opinions on using the 

system. A questionnaire evaluating hearing complaints was 

given to all three groups. The study hypothesis considered that 

G2 would present greater auditory perception, higher 

satisfaction and fewer complaints than G1 after the auditory 

training. It was expected that G3 would have fewer complaints 

regarding use and acceptance of the system. RESULTS. The 

web system, which was named SisTHA portal, was finalized, 

rated by experts and hearing aid users and approved for use. 

The system comprised auditory skills training along five lines: 

discrimination; recognition; comprehension and temporal 

sequencing; auditory closure; and cognitive-linguistic and 

communication strategies. Users needed to undergo auditory 

training over a minimum period of 1 month: 5 times a week 

for 30 minutes a day. Comparisons were made between G1 

and G2 and web system use by G3. CONCLUSION. The web 

system developed was approved for release to hearing aid 

users. It is expected that the self-training will help improve 

effective use of hearing aids, thereby decreasing their 

rejection. 

Keywords:  

Software (MeSH L01.224.900); Adult (MeSH M01.060.116); 

Elderly (MeSH M01.060.116.100); Hearing Aids (MeSH 

E07.814.458); Training (MeSH SP4.006.047.453.584); Reha-

bilitation (MeSH E02.831.800) 

Introduction 

Sensorineural hearing loss is a chronic disease that can have 

an impact on individuals’ daily lives¹. To minimize the day-to-

day impact of such a disease, there is a need for hearing aids 

to be adapted for adults and elderly people with hearing loss. 

This population often does not adapt well to using hearing aids 

and these individuals  often discard them. It has been 

shown
2,3,4

 that auditory training helps users improve their dis-

crimination and comprehension of speech sounds. Simply 

recalibrating the hearing aid does not help regarding users’ 

auditory quality. Specific auditory training techniques are 

needed in order to positively influence the auditory processes 

of neuronal plasticity in these individuals.  

In Brazil, there is no web-based system aimed towards adult 

and elderly users of hearing aids similar to the one proposed in 

this study which exists. This system provides an original ap-

plication, and specific tools for auditory training, management 

and analysis. Likewise, there are no references in the literature 

relating to any system that addresses all of the skills relating to 

the mechanism and processes of the auditory system: sound 

detection, sound discrimination, auditory recognition, recogni-

tion of the temporal aspects of hearing and auditory perfor-

mance in relation to competing acoustic signals and in unfa-

vorable acoustic situations. This study is aimed to make it 

possible to ascertain whether an intervention through infor-

mation technology (using a web-based system in the subject's 

home) enables the improvement of the user's auditory skills 

and adherence to hearing device use. 

The objective of this study was to develop and evaluate a web-

based system for the auditory training of adult and elderly 

users of hearing aids. This study formed part of the academic 

activities of the Health 360 research group (Saúde 360, 

saude360.com.br) a research group focused on consumer 

healthcare information technology, clinical decision support 

systems, e-health processes and evaluation, ontology for 

healthcare, knowledge discovery, data mining and big data. 

This group is part of the postgraduate program on Healthcare 

Management and Information Technology, Federal University 

of São Paulo (UNIFESP), Brazil.  

Methods 

The method used in this study was based on the construction 

and evaluation of a web-based system for the auditory training 

of adult and elderly users of hearing aids. This study was de-

veloped in the Department of Healthcare Information Tech-

nology, Paulista Medical School (EPM), UNIFESP, in part-

nership with the Department of Speech Therapy, University of 

São Paulo, Bauru (FOB-USP). Data was gathered in partner-

ship with the Auditory Health Division (DSA) of the Cranio-

facial Abnormality Rehabilitation Hospital (HRAC-USP), in 

MEDINFO 2015: eHealth-enabled Health
I.N. Sarkar et al. (Eds.)

© 2015 IMIA and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License.
doi:10.3233/978-1-61499-564-7-168

168



Bauru. This study was approved by the Research Ethics 

Committee of EPM-UNIFESP, under procedural number 

26949/2012, and the Research Ethics Committee of HRAC-

USP, under the number 569743/2014. 

The web-based auditory training system has two modules: (1) 

an information module based on guidelines for using hearing 

devices; and (2) an auditory training module based on differ-

ent lines of auditory skills. Both modules were developed in 

PHP: Hypertext Preprocessor language (php.net). MySQL 

DBMS version 5.0 (mysql.com) was used for data storage and 

management. 

The system was evaluated by five speech therapy specialists 

and two individuals with hearing deficiencies who were hear-

ing aid users. They answered a questionnaire that evaluated 

layout requirements, content and system usability. These re-

quirements were assessed based on a five level scale (very 

poor, poor, fair, good and excellent). The top three levels (fair, 

good and excellent) were considered to have indicated ap-

proval and that the two lowest levels rejection. 

The population sample consisted of two groups of individuals 

who were selected according to the following inclusion crite-

ria: age over 25 years; bilaterally symmetrical sensorineural 

hearing loss of mild to moderate degree; new users who had 

been bilaterally fitted with hearing aids featuring digital tech-

nology in accordance with the protocol of the Brazilian Na-

tional Health System (SUS); literate; experience of web 

browsing; and available to undergo auditory training lasting 

30 minutes a day for five days a week, over a four-week peri-

od. Initially, 100 individuals were selected. They were sepa-

rated into a control group (G1) and an experimental group 

(G2). G1 did not have access to auditory training through the 

web-based system, while G2 had access to the auditory train-

ing module. A third experimental group named the web group 

(G3) was set up to assess system use and acceptance. G3 had 

access to both modules of the SisTHA portal, but the inclusion 

criterion established for this group was that the questionnaires 

should be answered before and after the auditory training. All 

the subjects in the groups needed to give responses to the 

Hearing Handicap Inventory for the Elderly (HHIE) question-

naire
5

 or the Hearing Handicap Inventory for Adults (HHIA) 

questionnaire
6

 and a questionnaire on hearing complaints, be-

fore and after application of the research protocol. The three 

groups are described and the functionality and usability of the 

web system are detailed below, in Figure 1. After the protocol 

had been applied, the results were analyzed. The structure of 

the method is shown below. 

 

Figure 1 – Structure method for the study 

Below is a diagram of the entity relationship model and data-

base management system (DBMS) of MySQL Server ® ver-

sion 5.0, furnishing a conceptual description of the data  

that was used to construct the SisTHA portal database (Fig-

ure 2): 

 

Figure 2 – Entity relationship model (ERM) of the SisTHA 

portal database. 

Results and Discussion 

The web-based system at www.sistha.com.br was finalized 

with two modules:  

1) The information module had the aim of presenting 

general information about auditory health and was 

divided into two sections: hearing and hearing aids. 

These sections were composed of the following sub-

sections: physiology of hearing; hearing loss; degree 

of hearing loss; the hearing aid; hearing test; hearing 

care; communication strategy; questionnaire on hear-

ing complaints; importance of hearing aid; types of 

hearing aids; hearing aid and noise reduction; micro-

phone of the hearing aid; battery; how to put the 

hearing aid on; mold and cleaning the hearing aid; 

how to use a telephone or mobile phone with a hear-

ing aid. Figures 3, 4 and 5 shows the initial screens of 

the system relating to the information module. 

 

Figure 3 - Screenshot showing the initial page of the infor-

mation module. 

(http://telemedicina6.unifesp.br/projeto/sistha). 
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Figure 4 - Screenshot of information module relating to the 

section on hearing aids and the subsection on types of hearing 

aid. 

(http://telemedicina6.unifesp.br/projeto/sistha/index.php?cap=

Aparelho%20Auditivo&tit=Tipos%20de%20aparelho%20aud

itivo) 

 

Figure 5 – Screenshot of information module showing the sec-

tion on hearing aids and the subsection on degree of hearing 

loss. 

(http://telemedicina6.unifesp.br/projeto/sistha/index.php?cap

=Audi%C3%A7%C3%A3o&tit=Grau%20da%20perda%20a

uditiva)  

2) The auditory training module was constructed by 

searching for and producing images and audio material that 

were coherent with each other and presented similarities to the 

day-to-day routines of the study population  (in order to 

provide auditory training that would be as close as possible to 

the realities of the hearing aid user). 

The auditory training was divided into five lines. Each of 

these corresponded to the stimulus of one of the mechanisms 

of the auditory skills of auditory processing: detection, 

discrimination, recognition, comprehension and auditory 

memory.   

Each image of the auditory training module was 

correlated with corresponding audio material by means of the 

focus group method.
7,8

 In this, 10 subjects presenting with 

normal hearing and vision assessed the images and audio 

material separately and then correlated them. Both the images 

and the audio material were selected only when there was a 

unanimous agreement within the focus group. The SisTHA 

portal presents 208 images in its database. 

Audio recordings of voices were produced using the 

Audacity software. Recordings from twelve people were used 

(five men, five women and two children - a girl and a boy), 

with various accents and ages ranging from 9 years to 71 

years. Each person was recorded while reading out numbers, 

words, sentences and text, which were all prepared in 

accordance with the daily lives of the adult and elderly 

subjects. The summary statistics for recorded material are 

listed below: 

• 130 sentences; 

• 200 individual words; 

• 30 sequences of words, in two equal categories; 

• 50 sequences of two words of different categories 

and lengths; 

• 30 three-word sequences of equal categories; 

• 50 sequences of three words of different categories 

and length; 

• Numbers from 0 to 10; 

• 40 three-digit number sequences; 

• 20 texts composed of 200 to 600 words; 

• Audio of news and vignettes. 

 

The total amount of audio content produced for the content of 

the SisTHA portal was 10,027. However, all of this content 

was analyzed and selected. Through the analysis, 2,430 pieces 

of audio content were selected using audibility and 

intelligibility criteria. From these, some were selected to make 

up the audio overlay, in accordance with the proposal for 

auditory training through the SisTHA portal, for each line of 

the auditory training.  

Currently, the audio database contains a total of 5,345 selected 

and finalized pieces of audio content.  

The strategy of this module was to provide a sequence of 

exercises on the computer screen, to assist hearing aid users 

towards stimulating their hearing abilities. For this, the 

auditory training was divided into five lines. Each line 

corresponded to the stimulation of one of the mechanisms of 

hearing skills: detection, discrimination, recognition, 

comprehension and auditory memory.  

Lines 1 to 4 of the auditory training presented three levels of 

difficulty (level 1 easy, level 2 medium and level 3 hard), 

while line 5, relating to communication strategy, had only one 

level of difficulty. For each level, a specific number of 

exercises were developed (Table 1), and were presented 

randomly to users, within their current stage (line and level). 

 

Table 1– Number of exercises proposed within each line in the 

web-based system. 

Stage 

Total num-

ber of    

exercises

level 1 level 2 level 3 

Line 1 120 40 40 40 

Line 2 180 60 60 60 

Line 3 156 16 70 70 

Line 4 104 20 44 40 

Line 5 15 15 

Line 6 

Continuous/ 

random 

Lines 1, 2, 3, 4, 5 

 

The difficulty of the auditory training increases as users 

correctly answers the exercises. When users give correct 

answers for 60% of the proposed exercises at each level, they 

move to the exercises at the subsequent level. After one line 

has been completed, users change stage, and so on. However, 

if they give wrong answers, the next exercise will remain at 

the level of difficulty of the previous exercise (which will be 

drawn within the same line and level). A running total of the 

number of correct answers is kept, with the aim of avoiding 

user frustration. It should be noted that the web-based system 

is dynamic and that exercises can be added at any time that is 

convenient. 
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Figures 6, 7, 8 and 9 present the screens of the SisTHA portal 

with examples of exercises within different lines and at 

different levels. 

 

 

Figure 6 - Screenshot of the SisTHA portal referring to an 

example of an exercise within line 1 at level 1. By clicking on 

the "play" button, audio content is presented to the user, who 

has to choose the correct image associated with the audio. 

 

 

Figure 7 - Screenshot of the SisTHA portal referring to an 

example of an exercise within line 1 at level 2. By clicking on 

the "play" button, audio content is presented to the user, who 

has to choose the correct image associated with the audio: the 

voice of a man, woman or child. 

 

 

Figure 8 - Screenshot of the SisTHA portal referring to an 

example of an exercise within line 3 at level 3. By clicking on 

the "play" button, audio content is presented to the user, who 

has to choose the correct image associated with the audio, 

with regard to comprehension and auditory memory. 

 

Figure 9 - Screenshot of the SisTHA portal referring to an 

example of an exercise within line 2 at level 1. By clicking on 

the "play" button, audio content is presented to the user, who 

has to choose the correct image associated with the audio. 

 

As described earlier, the SisTHA portal was assessed by five 

volunteer specialist speech therapists with between 15 to 28 

years of professional experience in the field of auditory 

rehabilitation. These professionals had academic qualifications 

as specialists in speech therapy, alongside their master's and 

doctoral degrees. They were working in universities and 

consultation offices. Evaluation of the system was also 

performed by two volunteer hearing aid users with bilateral 

hearing loss and a minimum of 25 years of hearing aid use. 

This evaluation consisted of a questionnaire which assessed 

the layout, content and usability requirements of the system. 

Responses were coded via a five-level scale (very poor, poor, 

fair, good and excellent). The top three levels (fair, good and 

excellent) indicated approval and that the two lowest levels 

indicated rejection. Responses to the questionnaires evaluating 

the system were analyzed by using descriptive statistics and 

content analysis from the perspective of Bardin.
9

 

From the point of view of the speech therapists, the 

information module was approved with regard to the access 

requirements, layout, content, images, audio content and 

videos. The auditory training module was approved with 

regard to access, layout, volume adjustment, images, audio 

content and coherence between image and audio. Regarding 

the impact of the web-based system for hearing aid users, all 

the experts stated that the expected impact was positive. The 

evaluators reported that the following were important 

suggestions for the web system: improvement of the 

presentation of images, given the delays in loading them; 

insertion of a screen at changes in line regarding the number 

of correct answers per level; insertion of an incentive screen; 

and provision of access to screening of auditory processing 

before and after the auditory training to ascertain whether 

there was any improvement in the user’s hearing abilities. 

Regarding the evaluation of the web system by hearing aid 

users, both modules (information and auditory training) were 

approved in relation to all of their requirements. The hearing 

aid users provided a suggestion for the web system that an 

alternative should be included in the exercises such that users 

could choose not to answer the question (this option is already 

included in the current version). In addition, it was suggested 

that both a screen showing the number of correct answers per 

line and per level and a screen showing the change in line 

should be inserted. 

Currently, the web-based system is at the data-gathering phase 

with the control, experimental and web groups until May 

2015. Management and analysis of results will be carried out 

in June 2015. 
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Conclusion 

A web-based system for helping in training the auditory skills 

of hearing aid users was constructed and evaluated for clinical 

use. In future clinical trials using the control, experimental and 

web groups, it is expected to be possible to assess whether 

standardized training done at home enables effective use of 

hearing aids, thereby giving rise to the possibility of reducing 

their rejection. 
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Abstract 

The pervasive use of electronic records in healthcare 

increases the dependency on technology due to the lack of 

physical backup for the records. Downtime in the Electronic 

Health Record  system is unavoidable, due to software, 

infrastructure and power failures as well as natural disasters, 

so there is a need to develop a contingency plan ensuring 

patient care continuity and minimizing risks for health care 

delivery. To mitigate these risks, two applications were 

developed allowing healthcare delivery providers to retrieve 

clinical information using the Clinical Document Architecture 

Release 2 (CDA R2) document repository as the information 

source. In this paper we describe the strategy, implementation 

and results; and provide an evaluation of effectiveness. 

Keywords:  

Electronic Health Record; CDA repository; Contingency plan. 

Introduction 

There is an increasing use of electronic health record, 

specifically the replacement of paper-based health record with 

Electronic Health Records (EHR) [1]. Therefore, every 

healthcare delivery process relies on information systems to 

ensure patient care. This brings up the threat  of a lack of 

information for decision making in case of system downtime. 

One of the biggest risks in this scenario is inaccessibility of 

information needed to administer medication [2, 3]. 

Unexpected information technology (IT) downtime occurs 

more and more often with widespread adoption of electronic 

systems in healthcare [4]. Although the reliability of 

computing hardware has improved significantly, the 

complexity of software has escalated, especially in healthcare 

[4]. Risk identification and risk assessments are essential steps 

for developing preventive measures. Equally important is 

institutionalization of contingency plans as our data show that 

not all failures of health IT can be predicted and thus 

effectively prevented [5].  

Most institutions had only partially implemented 

comprehensive contingency plans to maintain safe and 

effective healthcare during unexpected EHR downtimes [6]. 

Preparing for these unexpected downtimes should be a part of 

every EHR-enabled healthcare organization’s overall patient 

safety strategy.  

As most experts state, an effective contingency plan should 

address the causes and consequences of EHR unavailability, 

triggering processes and preparations that can minimize the 

frequency and impact of such events, ensuring continuity of 

care [7-9].  

The objective of this paper is to describe the design, 

implementation, and evaluation of the IT component of a 

contingency plan that uses the Clinical Document Architecture       

(CDA) Release 2 (R2) document repository to support 

continuity of care during system downtime. 

Methods 

Settings 

The Hospital Italiano of Buenos Aires (HIBA) is a nonprofit 

academic medical center founded in 1853. HIBA has a 

network of two hospitals with 750 beds (250 for intensive 

care), 800 home care patients under care, 25 outpatient care 

centers, and 41 operating rooms. There are more than 2,800  

physicians, an equal number of medical team members and 

1,900 administrative and support staff. During 2013-2014 

there were 45,000 admissions, 3 million outpatient visits and 

45,000 surgeries (half of them ambulatory). 

In 1998 HIBA began the gradual implementation of a 

Healthcare Information System (HIS) developed in-house, 

from data capture to analysis. It includes a web based, 

modular, problem-oriented and patient-centered EHR. This 

EHR is known as Italica and allows inpatient, outpatient, 

home care, and emergency care records. Italica also allows 

users to order ancillary tests, prescribe medications and view 

results including imaging through an integrated picture 

archiving and communications system (PACS). 

The EHR has a relational database record and also a CDA R2 

document-based repository, which is digitally signed by 

professionals participating in healthcare delivery. This 

repository is used to interoperate with payers and other EHRs, 

and to make information portable for patients or other external 

healthcare providers. The system architecture for sharing 

medical information is based on HL7 CDA and a 

repository/registry XDS (Cross Enterprise Document Sharing) 

model defined by IHE (Integrating the Healthcare Enterprise). 

The document repository currently contains 36.4 million 

CDAs [10]. 

This repository allows the organization to operate without 

need for paper records, because information exchange 

between actors or systems is facilitated by these documents. 

For instance, for ancillary systems like imaging or laboratory, 

order is no longer paper-based but a digitally signed CDA R2. 

Likewise, result reports are not printed, but reviewed directly 

in the EHR through a CDA R2 sent by the ancillary service. 

Since 2012, and based on this implementation, all procedures 

and communications for healthcare continuity while systems 

recover from a meaningful interruption have been redesigned, 

mainly for the inpatient setting. Two levels of contingency 

were identified: 
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Using the CDA repository, only 1 query is needed, involving a 

snapshot of the current active inpatients or emergency care 

episodes, and the query to the document repository for the 

URL for the patient’s last prescription CDA. Rendering the 

information only requires transformation of the XML using an 

XSLT stylesheet. 

The downtime record between March 2012 and June 2014 is 

presented in Table 2. This table shows dates and times when 

the EHR was not available, and for how long. The column 

‘Type’ indicates if the lack of EHR was programmed or not, 

and then the cause. The column “Level” indicates the severity 

level assigned to the cause and for each event, the quantity of 

pages printed. 

Table 2 – Downtime Record and Pages Printed 

 

Date 

Begin Time 

Duration 

(Hrs.) 

Type

* 

Motive Level Pages

08/03/12 09:15 05:55 U EHR bug 1 365 

05/04/12 23:10 02:00 U DB issue 2 301 

07/04/12 20:00 02:00 P DB 

mainte-

nance 

2 10 

27/04/12 09:50 06:15 U EHR bug 1 303 

12/05/12 22:40 07:50 P Upgrade 

DB 
2 1254 

09/06/12 22:00 07:00 P Upgrade 

Server 

memory 

2 867 

29/12/12 05:30 04:30 U EHR bug 1 425 

23/04/13 05:30 25:01 U Shut-

down 

power 

2 1450 

26/04/13 12:30 01:00 U Router 

down. 
2 23 

27/04/13 18:00 03:00 P Server 

mainte-

nance 

2 150 

25/05/13 16:00 05:05 P Server 

mainte-

nance 

2 1050 

15/06/13 17:00 07:38 P Server 

mainte-

nance 

2 1080 

26/07/13 20:00 13:30 P New DB 

cluster 
2 1250 

14/09/13 18:00 02:00 P Update 

switches 

firmware 

2 306 

11/01/14 02:00 04:30 P Update 

switches 

firmware 

2 309 

24/06/14 12:10 01:10 U DB issue 2 124 

 

*Type: U: Unplanned  - P: Planned  

As an example, a change of servers’ operating system 

produced downtime of 13:30 hours. In this contingency, all 

prescriptions were printed, and 1,250 sheets of paper were 

used to print 759 prescriptions in 1 hour 15 minutes. 

In the contingency Level 1 case, even though the CDA 

browser was used, the critical care units and emergency care 

areas preferred to print out the prescriptions in order to be able 

to make written notes of instructions and any other changes. 

Details of each test simulation are presented in Table 3, 

including the time elapsed since last generation (mins), the 

number of inpatients at that moment, records that matched at 

the simulated downtime and the differences found. 

Table 3 - Evaluation Cases 

Case # Minutes 

elapsed 

since last 

generation 

Inpatients 

at down-

time 

Matches Diffe- 

rences 

1 2 654 650 4 

2 10 695 667 34 

3 18 712 668 44 

4 25 730 666 64 

5 5 759 723 36 

6 12 759 707 52 

7 26 762 686 76 

8 5 771 759 12 

9 5 721 697 24 

10 15 678 630 48 

11 14 699 643 56 

12 10 712 680 32 

13 17 734 686 48 

14 5 723 707 16 

15 15 745 709 36 

16 13 711 671 40 

17 22 733 657 76 

18 5 732 712 20 

19 1 722 722 0 

20 25 745 673 72 

  14,497 13,713 784 

The differences were evaluated in each case: how many were 

caused by a patient being admitted or discharged, how many 

were caused by a change in  medications. Medications for 

newly admitted patients and missing updates were deemed  

errors. New inpatients with no medications and discharged 

patients still in the contingency system were not deemed 

errors.  

For example, for the second case, 34 differences were found, 

22 of them due to patients admitted during the 10 minutes 

from the listing generation but  with no prescription, 6 patients 

with their prescriptions updated, 13 patients discharged and 3 

patients had new prescriptions. The evaluation result is 

presented in Table 4. 

Table 4 –  Evaluation Results for Contingency Listing 

Case 

# 

Diff.:  

New 

Admissi

on 

(1) Diff. 

Medicat

ion 

Change  

Diff.: 

Dischar

ged 

patient 

(2) New 

patient 

with 

prescripti

ons 

Errors 

(1) + (2) 

1 1 1 2 0 1 

2 12 10 6 6 16 

3 22 6 13 3 9 

4 34 10 17 3 13 

5 18 3 15 0 3 

6 26 4 20 2 6 

7 8 10 55 3 13 
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8 6 3 3 0 3 

9 12 3 9 0 3 

10 22 2 20 4 6 

11 29 6 19 2 8 

12 16 5 11 0 5 

13 23 10 6 9 19 

14 8 2 6 0 2 

15 17 5 12 2 7 

16 20 7 13 0 7 

17 39 17 16 4 21 

18 10 3 7 0 3 

19 0 0 0 0 0 

20 36 9 23 4 13 

 359 116 273 42 158 

The results show that printed prescriptions concur in 98.91% 

(14,339/14,497) of those registered in the EHR.  

The relationship between the time elapsed since the last 

generation and the differences found after downtime are 

presented in Figure 3. 

 

Figure 3 – Differences (Time) 

Discussion 

This architecture allows information to be available from all 

delivery care locations, and allows every actor requiring the 

information to access it. 

The printing process has a predefined sequence for the various 

locations, prioritizing critical care units, emergency care, 

pediatric care, and then other services. 

The more time elapses between the generation of the latest list 

and the EHR unavailability, the greater the difference in the 

prescription record. Although the medical staffs understand 

that any changes made in less than 30 minutes could be re-

prescribed, they are aware that the nurse work based on the 

lists received and these should be corrected manually after the 

EHR disruption. 

In the real scenario, other times should be evaluated because 

doctors do not make decisions on every patient immediately 

after the system goes down. Other changes could have been 

made during the downtime and will not be represented in the 

print version (prescriptions, bed changes, etc.). So we have 

two mechanisms that generate gaps between the information 

documented and the reality: gaps between the last local 

backup and the down time and gaps between the down time 

and the moment at which the caregiver uses the print version. 

This study evaluated the differences between Point 1 and 

Point 2. The effectiveness of this architecture at Point 3 is 

pending evaluation and will be the subject of a future study. 

The alternating folder strategy was required because in one of 

the tests if network connectivity or power was interrupted just 

when the folder was being generated, its structure could be 

corrupted. If this happens, the other folder can be accessed. 

Prescription printed forms are used mainly by the nurses to 

ensure care continuity for patients. They continue recording 

their actions there in order to update the EHR when the system 

comes back, or scanned as part of the care record. 

One limitation, as shown by the evaluation of the results, is 

that not all the information is available because there can be 

changes between the executions of the refresh process: patient 

transfers, new prescriptions, admissions or discharges. 

No other experience in creating this kind of repository was 

found in the literature, either as a redundant repository or for 

use on a contingency basis.  

Conclusion 

Downtime in information systems, both planned and 

unplanned, is inevitable, even in the healthcare environment, 

where systems need to be available 24-7-365. Implementing 

tools such as the one presented in this paper provides 

contingency plan support and helps mitigate many risks that 

threaten information availability at the point of care. 
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Abstract 

The treatment of patients with pituitary adenoma requires the 

assessment of various patient data by the clinician. Because of 

their heterogeneity, they are stored in different sub-

information systems, limiting a fast and easy access. The 

objective of this paper is to apply and test the tools provided 

by the openEHR Foundation to model the patient data 

relevant for diagnosis and treatment of the disease with the 

future intention to implement a centralised standard-based 

information platform. This platform should support the 

clinician in the treatment of the disease and improve the 

information exchange with other healthcare institutions. Some 

results of the domain modeling, so far obtained, are 

presented, and the advantages of openEHR emphasized. The 

free tools and the large database of existing structured and 

standard archetypes facilitated the modeling task. The 

separation of the domain modeling from the application 

development will support the next step of development of the 

information platform. 

Keywords: 

Patient data modeling, pituitary adenoma, archetypes, 

openEHR. 

Introduction 

A Pituitary adenoma is a kind of tumor that is located in the 

sella region of the brain. Usually, the tumor is benign, but it 

can affect the normal production of hormones, such as the 

sexual or growth hormone. These dysfunctions are responsible 

for example for infertility, erectile problems or enlargements 

of the extremities (hands, nose, ears) and of the internal 

organs (heart, kidneys) causing premature death. Because of 

the proximity of the pituitary gland with the optic chiasm, 

which is the region where the optic nerves cross, large 

pituitary tumors can moreover affect the vision of patients. 

The diagnosis of the presence of a pituitary tumor is primarily 

performed based on MR imaging (figure 1). The position of 

the tumor in the pituitary gland and its size are estimated 

based on the image data. However, additive examinations, 

especially eye examinations, and blood tests which measure 

the quantity of hormones, provide complementary information 

about the kind of tumor. All these features strongly influence 

the choice of therapy [1]. 

 

Figure 1 – MR data of patient revealing a large adenoma 

(white arrow) in the pituitary gland. 

More generally, the treatment of diseases requires nowadays 

the acquisition and interpretation of a large amount of patient 

data of various formats, including image data, results of 

laboratory tests, findings or medical reports and letters. At 

hospitals, these patient data are digitalized in so-called 

electronic health records (EHR) and stored within a 

centralized database called hospital information systems (HIS) 

[2]. The history and all data of patients are therefore available 

at anytime for all clinicians within the hospital. However, the 

main drawbacks of these systems for the every-day use by 

clinicians are their heterogeneity and ,therefore ,their 

complexity of use. 

Since patient data occurs in various data formats, different sub 

information systems constitute usually the HIS. Image data 

acquired within the hospital are stored in a Picture Archiving 

and Communication System (PACS) and are visualized and 

interpreted by the clinicians through a computer interface, a 

DICOM-viewer. Results of laboratory tests are also 

commonly managed within the specific software, specially 

designed for such particular data. External medical letters and 

findings are scanned and stored in specific databases 

accessible through their unique user interfaces. It becomes 

clear that it can be very complex for clinicians to find the 

relevant patient information among the available patient data 

distributed in the different software components of the HIS. 

The access to the patient data can moreover be very slow. 

Finally, the management and maintenance of such systems is 

very complex. 

To overcome this situation we intend to implement a 

centralized and standard-based information platform dedicated 

to the treatment of patients with pituitary tumor according to 

the point of view of neurosurgeons. Domain modeling is a key 

step in such development [3]. It consists in representing and 
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storing the involved patient data in a suitable way. This paper 

focuses therefore on the modeling of the relevant patient data 

required for the treatment of the disease. The requirements 

associated with the domain modeling are presented. They 

form the basis to justify the choice of openEHR and 

associated tools. Finally, first results and experiences with the 

modeling are presented. In the future, the developed 

information platform should facilitate the diagnosis, therapy 

choice, treatment and monitoring of the disease by: 

• Improving the access to patient data; 

• Facilitating the interpretation of patient data; 

• Increasing the exchange and re-use of patient data. 

Materials and Methods 

Selection of relevant patient data 

The first step in the patient data modeling was the description 

of the clinical workflow for the treatment of patients with 

pituitary adenoma and the selection of relevant associated 

data. This was performed based on interviews with 

neurosurgeons. 

Requirements for the patient data modeling 

The second step consisted in representing the selected patient 

data according to models - to store and represent the 

information in the platform. This important task had to fulfill 

different requirements described in the following. 

Definition of requirements. Content or fields of patient data 

models have to be determined. For example, the 

administrative data has to include personal information of 

patients, such as name, sex, birthday, address, identifier 

number and entry date. 

Standard representation. The patient data has to be 

represented in a way so that it is understable to all actors. For 

example dates and time points need to be uniquely 

represented since they are differently recorded according to 

continents and countries [4]. 

Structured representation. In the context of the treatment of 

pituitary adenomas, a neurosurgeon makes the decision for 

the treatment based on images, laboratory data or information 

from the clinical reports provided by other clinical specialties. 

An unexperimented neurosurgeon is little familiar with these 

patient data. Structuring the information by enhancing 

important facts or conclusions facilitates the interpretation 

[5]. 

Interoperability. The use of existing norms and standards for 

modeling is a key point to improve the exchange of patient 

data between healthcare institutions [6]. 

Support for the implementation of the information platform. 

Patient data modeling forms the basis for the implementation 

of an information platform and most widely support and 

facilitate it [3]. 

openEHR 

The openEHR Foundation is described on its web site 

(http://www.openehr.org/) as follows: “OpenEHR is a virtual 

community working on interoperability and computability in 

e-health. Its main focus is electronic patient records (EHRs) 

and systems.” [7, 8]. Different applications were already 

developed based on openEHR [9, 10], for example in the field 

of neonatology [11] and epidemiological studies [12]. The 

tools provided by openEHR have important advantages for the 

development of our application. 

Free availability. The philosophy of openEHR is to share the 

knowledge in the field of patient data modeling. Several tools 

are available to all for free. Users are encouraged to reuse 

these archetypes for their applications. These archetypes are 

good templates for the development of new archetypes. The 

database is totally free available so that each one can 

contribute on its enlargement. A discussion forum enables 

support and collaboration. 

Standard-based archetype database. Patient data models are 

called archetypes in openEHR. A large database of existing 

archetypes is available. They were developed based on rules 

and structures, now recognized as standard. For example, a 

large set of archetypes represents the results or findings of a 

medical examination. A main component of these archetypes 

are conclusions of the examination -that are crucial for the 

diagnosis of the disease. However, further information about 

the requester of the examination, the name of the healthcare 

institutions where the examination was performed as well as 

the data and time are also important and included in the 

templates in general. Moreover, it is possible to link the 

archetypes with existing terminologies, for example, to code 

some text like the modality of image data.  

Archetype Editor tool. This editor aims at supplementing 

existing archetypes for a specific applications, at building new 

archetypes and at assembling archetypes for the development 

of an application.  

Separation of domain modeling and application development. 

The idea of openEHR is to separate the domain modeling 

from the application development. Therefore, the modeling of 

patient data can be performed by physicians or noncomputer 

scientists. The tools proposed by openEHR, like the Archetype 

Editor, are intended to be easy to use. A second software tool, 

the Template Designer, was developed to join all archetypes 

relevant for one application. The existing archetypes include a 

large number of information fields -that are not all relevant for 

a given application. With the Template Designer, it is possible 

to define constraints on the archetypes, for example the 

occurrence of an archetype. Some information fields can be 

prohibited. An XML-document is then generated from the 

domain modeling, on which the computer development of the 

information platform is based. 

We tested and applied the tools provided by openEHR for the 

domain modeling of the treatment of pituitary adenomas. 

Results 

Clinical workflow and patient data set 

The clinical workflow of treatment of patients with pituitary 

adenoma includes mainly three phases: firstly diagnosis of the 

disease, secondly therapy choice and treatment, and thirdly 

control of treatment and monitoring of the disease (figure 2). 
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Figure 2 – Clinical workflow of the treatment of pituitary 

adenomas. 

Diagnosis phase. During the first visit of the patient at the 

hospital, the administrative data of the patient are recorded. 

Diagnosis of the disease is primarily performed based on MR 

data which reveals the possible presence of a tumor and, if it 

is positive, provides an estimation of its size and position. 

Moreover, results of laboratory tests, eye examinations (more 

specifically the measurement of visual acuity and visual field) 

and clinical symptoms expressed by patients strongly 

influence the choice of therapy. The most common options are 

pharmacotherapy, surgery, observation of the disease 

development and combinations of them. 

Treatment phase. In our application, the patient data are 

collected only in the pre-, intra- and postoperative phase of 

the surgical therapy. At the University Hospital of Leipzig 

transsphenoidal endoscopic operations is performed. An 

Endoscope and surgical instruments are inserted through the 

nose and the sphenoid bone till the sphenoidal sinus cavity - - 

to remove the tumor. The operation is assisted using a 

navigation system that indicates at anytime the position of the 

surgical instruments on CT and MR image data acquired one 

day before. Bone structures are well revealed on the CT image 

to guide the surgeon on the way to the tumor, while the MR 

data enhance the soft tissue, like the pituitary adenoma, in the 

brain area. During the operation planning, the surgeon can 

semi-automatically segment the tumor, especially when it is 

badly visible in the images. In the operating room, endoscopic 

video images are generated and stored for operation 

documentation. Postoperatively, a CT or MR image is 

generated in order to reveal possible bleeding or to detect 

possible remnants of tumor. Finally, the surgeon draws up the 

operation progress on a medical report. 

Monitoring phase. Patient data involved in the monitoring of 

the treatment and of the disease are the same than those used 

for the diagnosis. 

In conclusion, Table 1 lists patient data involved in the 

different clinical phases and the relevant information they 

provide to the neurosurgeon. 

Table 1 – Patient data involved in the diagnosis, surgical 

treatment and monitoring of pituitary adenomas 

Phase Patient data Relevant information 

1 Master data PID / Sex / Age 

 MR data of the 

head 

Tumor size and location 

 Clinical symptoms List of symptoms 

 Laboratory tests  Hormone concentration in 

blood above or under nor-

mal values 

 Eye examination Measurements of the visual 

acuity and visual field 

2 Preop. MR data Tumor size and position 

(segmentation) for surgery 

planning 

 Preop. CT data Bone structures (visualiza-

tion) for surgery planning 

 Intraop. endoscopic 

video 

Selected images for docu-

mentation 

 Operation report Documentation 

 Postop. CT or MR Presence of bleeding / De-

tection of remnants of tumor

3 Identical than in 

phase 1 

 

preop.: preoperative 

intraop.: intraoperative 

postop.: postoperative 

 

Clinicians pointed out that four kinds of information must be 

attached to each archetype: 

• Original text or image data 

• Healthcare institution which performed the medical 

examination 

• Date and time of the examination 

• Comments of the neurosurgeon 

Domain modeling with openEHR 

The patient data listed in Table 1 were modeled using seven 

archetypes from the openEHR database and five self-

implemented archetypes (Table 2). Since imaging examination 

are required for the three phases of patient treatment, its 

modeling is described in more detail in the following. 

Table 2 – List of archetypes used for pituitary adenoma 

domain modeling 

Patient data Archetype name 

Open-

EHR New

Master data Research study  x 

Image data 

Radiological 

findings 

Imaging examination 

results 

x  

Organisation x  

Pituitary adenoma 

classification 

 x 

Clinical symp-

toms 

Pituitary adenoma 

clinical symptoms 

 x 

Laboratory tests Pituitary hormones  x 

Eye examination 

Visual acuity x  

Visual field measure-

ment 

x 

Choice of therapy Procedure request x  

Intraoperative 

image data 

Operation report 

Procedure undertaken 

x  

Histological find-

ings 

Histopathology x  

Pituitary adenoma 

histology 

 x 
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Example: imaging examination modeling 

Image data and radiological findings 

The existing archetype imaging examination result from the 

openEHR database, models image data with the 

corresponding radiological finding. The finding is structured 

in different sub-parts including the examination name, the 

examined anatomical site, the date, time and status of the 

given result, the radiological diagnosis and possible 

conclusion or comment. A link to the original text data can be 

specified. Moreover, the imaging examination can be 

documented: who requested and performed the image 

acquisition, when was the acquisition performed, what was 

the patient position. A reference image of a current view can 

be attached. 

Usually, only selected fields are required according to the 

medical application. In agreement with the neurosurgeon the 

following fields were kept: 

• “Imaging modality”: possible choices were coded; 

• “Conclusion”: in this field can the neurosurgeon add 

his comments; 

• “Examination result representation” includes the link 

to the original radiological report; 

• “Name of organisation” which performed the 

imaging examination; 

• “Image details” includes the date and time of image 

acquisition as well as a reference image, possibly 

with the tumor segmentation. 

 

 

Figure 3 – Preview performed with the tool 

“TemplateDesigner” of the selected fields of the existing 

archetype “Imaging examination result”. 

The archetype was improved using the tool Archetype Editor. 

The choices for the field “Imaging modality” were coded 

using an internal code because only CT or MR data is 

involved. The field “Name of organisation” was linked to the 

existing archetype Organisation, which reports details of an 

organisation or agency. 

In the tool Template Designer, the other fields not required for 

our application were set as prohibited so that they will not 

appear in the information platform. Moreover, the fields 

“Examination result name” and “Overall result status” are 

mandatory by definition in the archetype. A preview of the 

mask corresponding to the modified archetype can be 

generated and is shown in figure 3. 

Pituitary adenoma classification 

Based on the observation of the image data and on the reading 

of the radiological findings, the neurosurgeon infers a 

classification of the pituitary according to its size and location 

(Table 3). Since this classification is specific to our 

application, we developed ourself the corresponding 

archetype. 

Table 3 – Description of the new archetype “pituitary 

adenoma classification”  

Fields Description Modeling 

Number of tu-

mors 

Between 1 and 4 Number 

Maximum size 

Maximum tumor size esti-

mated in the three radiologi-

cal directions 

Quantity 

Macroadenoma Tumor size ≥ 10 mm Boolean 

Microadenoma Tumor size ≤ 10 mm Boolean 

Localization 

Tumor localization and link 

with adjacent structures 

Boolean 

Symmetrical 

growth 

Performed in the coronal 

view 

Boolean 

Hardy classifi-

cation  

Classification based on tumor 

size and localization: Grade 0 

to Grade IV 

Coded text

 

The new archetype was developed using the tool Archetype 

Editor. Different kinds of data can be included into the 

archetype like text, numbers or boolean values. The unit can 

be attached to a data “quantity”, like it is the case for the 

tumor size given in millimeter. It is possible to specify the 

range of value which are entered by the user. For example, the 

number of tumors was limited to four, the values for maximum 

tumor size must be positive. The Hardy classification [13] was 

coded using an internal code from Grade 0 until Grade IV. A 

preview of the archetype is shown in figure 4. 

Discussion and conclusion 

Patient data modeling is a crucial step towards the 

development of information systems in health care domain. 

The openEHR Foundation proposes free software that is well 

adapted to support this task. The domain modeling is totally 

separated from the application development. This enables a 

medical expert with limited experience in computer 

development to implement the respective domain knowledge. 

The large database of archetypes provided by openEHR was 

developed according to standards. The tool Archetype Editor 

enables to complement existing archetypes, to implement new 

archetypes and to specify constraints on the archetypes. Then, 

they are put together in the tool Template Designer. A preview 

of the web mask corresponding to the domain modeling can be 

generated. The model can be exported as an XML file which 

forms the basis for the development of the web mask. The 

standardisation of the models of patient data should encourage 

the exchange between healthcare organisations. In general, the 

use of the openEHR tools require experience since a 

documentation is available only to a limited extend or difficult 

to find. This can be a limitation for clinicians. 

So far we implemented a prototype of the information 

platform based on a couple of patient data. This proof of 

concept project showed us the feasibility of developing an 

information system based on openEHR. The future objective 
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of this work is the development of therapeutic assistance 

system to support clinicians in decision making for the 

treatment of patients with pituitary adenomas. This requires 

the extraction of semantic information from patient data, 

whose representation in archetypes is supported by openEHR. 

For example adverse events concerning the patient or 

occurring during the treatment can strongly influence 

therapeutic decisions. Specific new text mining and image 

processing tools have to be developed in research 

environment and included within our information platform 

[14, 15]. 

 

Figure 4 – Preview of the new archetype “Pituitary adenoma 

classification” recording the tumor classification performed 

based on image patient data (mask generated by the 

“Template Designer”). 
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Abstract 

Exponentially increasing costs in healthcare coupled with 

poor quality and limited access have motivated the healthcare 

industry to turn to IS/IT solutions to overcome these issues 

and facilitate superior healthcare delivery.  In an environment 

of rapid development of new clinical informatics solutions 

claiming to provide better healthcare delivery, there is a 

paucity of systematic frameworks to robustly measure the 

actual value of these systems.  The promised business value of 

these solutions has been elusive; hence, this study offers an 

approach for the evaluation of the business value of health 

IS/IT solutions based on a conceptual model, which has been 

validated using three clinical case studies. 

Keywords:  

Healthcare, Information Techonology, Information Systems, 

Business Value of IT, Computerized Systems. 

Introduction 

Healthcare spending is increasing exponentially throughout  

the world [1], necessitating decision makers to take action to 

address this dilema[2,3]. Not only are the expenses creating 

pressure for the healthcare industry where resources are 

already strained, but also increasing problems relating to 

heathcare quality and patient safety. According to a report by 

the Institute of Medicine [2], more than 98 000 Americans die 

annually, and more than ten times that number are injured as a 

result of this problematic situation.  Furthermore, these figures 

are projected to be getting even worse.  A 2010 study[3] 

estimates that ~180 000 Americans will die per year, and 

another 2013 study [4] estimates this to be between 210 000 

and 440 000 patients. Clearly, this is a serious and untenable 

situation, not to mention the tremendous cost of all of this for 

the American healthcare system.  

Investing in information technology has been touted as a new 

strategy to correct all of these issues and achieve the desired 

cost/quality balance (input/outcome) [5, 6]. As a result, OECD 

countries are now heavily investing in health information 

systems [7, 1]. This growth has been driven to a large extent 

by success stories for such investments in other sectors of the 

service industry such as retail, education and logistics [8]. 

While most healthcare providers globally have started 

investing in health IT, we are yet to witness the promised 

increased business value from these investments [8].  

However, at present, too many significant failures with health  

IT investments permeate the literature [9]. Thus, 

understanding how information technology can help generate 

business value in healthcare becomes a priority.  

The impact of information technology on the organisational 

performance (i.e business value of IT) has been a major theme 

in the research since 1992 [10].  Since this time, researchers 

have not stopped investigating this area [11, 12]. The scope of 

these studies, however, has been  limited to retail and 

manufacturing industries, and has not covered the healthcare 

industry.  The reason behind this could be due to the 

complexity of  healthcare delivery,  consisting of many 

systems and subsystems; as all of these as ecosystems must be 

considered if a true sense of value is to be established [13, 8].  

Our exploratory study aims to examine the business value of 

IT in healthcare.  To do so, we propose a comprehensive 

conceptual model that covers almost all types of IS/IT, and all 

levels of healthcare delivery. This model is then tested against 

three exemplar case studies; noted by Yin to be a prudent 

methodology under these conditions [14]. 

Business Value of IT in Healthcare: A 

Conceptual Model 

Although the business value of IT has been previously 

investigated, the current literature still has several key deficits, 

notably a lack  of understanding of the relationship between IT 

investments and firm performance [12, 8].  Many researchers 

believe that an appropriate strategy is to move from the 

question of whether IT creates value to how, when and why 

benefits occur or fail to do so [15].  To develop a conceptual 

model to support this line of inquiry, we look at IS/IT 

investments through the lens of their management objectives.  

This lens is derived from  the work of Peter Weill, who 

classified IT investments into four types: informational, 

transactional, infrastructure, and strategic systems; which 

forms what is called ‘IT portfolio’, and in turn represents an 

organization’s entire investment in IT [16].  

Classifying IT investments in this way forms the first step 

toward developing a conceptual model.  The second step is 

recognising the socio-technical aspects, a differentiating 

feature which represents one of the big differences between 

healthcare and other service industries [17].  According to this 

conceptualisation, healthcare delivery can be divided into four 

interrelated layers: healthcare ecosystem (society), system 

structure (organisation), delivery operations (processes), and 

clinical practices (people).  Further, the efficiencies that can 

be achieved at the lowest level (clinical practices) are limited 

by the nature of the next level (delivery operations). 

The conceptual model suggested by this research aims at 

reflecting the complexity of healthcare delivery and the vast 

range of IS/IT investments in this industry. This is done by 

taking both the IT Portfolio [16] and the Healthcare Delivery 
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Enterprise Model [17] into consideration as depicted in Figure 

1.   

  

Figure 1: Business Value of IT in Healthcare: A Conceptual 

Model  

Methods 

A case study is the appropriate method to illustrate critical 

issues or key points in such a context [14].  For the purpose of 

this paper, we use three exemplary case vignettes that 

highlight three clinical practices in the conceptual model.  The 

first is an Australian nursing documentation (ND) system, the 

second is an American computerised practitioner order entry 

(CPOE) system, and the third is an online second medical 

opinion application (MyConsult). For ND and CPOE systems, 

data collection took place between 2013 and 2014 in 

Australia. The methods used were mainly a series of 28 semi-

structured interviews with the main stackholders at a leading 

private healthcare provider in Australia. This includes 

professionals from three groups: clinicals, IT and business 

people. All of the interviews were transcribed and 

qualitatively analysed using Nvivo 10.  MyConsult has a 12 

year history of adminstrative and clinical data collection and 

we focused on the last three years examining the clinical 

outcomes of the second opinion reports combined with 

administrative data.  Additionally, semistructured interviews 

were also completed as noted with the ND and CPOE groups.  

These interviews were conducted with 12 department and 

institute chairs or their respective administrators as well as 8 

members of the Distance Health and Information Technology 

Division and Finance Department staff at the Cleveland 

Clinic. 

The use of three significantly different systems is intentional.  

The aim of having these three different systems is to test the 

robustness of our conceptual model and thus to be used to 

evaluate the business value of IT in different and distinct 

contexts and circumstances. Testing the model with similar 

cases will only serve to demonstrate the usefulness of the 

model in a narrow application. 

We look at different IS/IT solutions in two different countries 

whose healthcare ecosystems are different. This enables us to 

test whether or not any amendments on the proposed 

conceptual model are needed.  

MyConsult is a comprehensive online application that 

provides an online model for a patient to request a second 

opinion from experts at the Cleveland Clinic.  As the only US 

institution offering such a comprehensive model that is secure, 

patient specific and incorporated into clinical practice, 

MyConsult offers patients, physicians and families the 

opportunities to remove the geographic barriers to care and 

receive a formal report through the online secure portal.  

While the consult is real, it is the visit that is virtual  (please 

note that Ask MayoExpert and WebMD systems were not 

considered comparable).  The MyConsult model provides an 

excellent example of a novel technological approach to 

clinical care in a specific regulatory environment using an 

application that has been custom designed and developed by 

the technical teams at the Cleveland Clinic.   

MyConsult pricing, market and program research indicates 

that those requesting MyConsult were in fact looking for 

specific program attributes, a comprehensive review of 

general and diagnosis specific questionnaires and the data set 

that comprised the first opinion; all resulting in a formal 

written report that is shared with the patient’s treating 

physician team in their home market. The development 

structure permits MyConsult to quantify the business value of 

the development work in conjunction with the clinical value 

received by patients.   

All who were interviewed noted that the clinic's online second 

opinion system was far superior than any other system they 

had used or come across. 

Case vignettes 

Case Vignette 1: Nursing Documentation System 

For the purpose of this paper, we examined a nursing 

documentation system that was designed and built in 

Australia.  The developers envisage that this system will 

replace paper-based nursing documentation in hospital acute 

care wards in both private and public hospitals. The objective 

of this system is to allocate more time for patient care by 

putting smart terminals at the patient bedside, which would 

create more interaction between nurses and patients. The 

system is still under research, where a research team 

consisting of both nursing and IS researchers are examining 

the system, and providing feedback to the designers, who are, 

in turn, releasing new versions constantly. By making these 

smart terminals available by the bedside, a higher level of 

collaboration between ward nurses and other healthcare 

professionals is expected; according to the designers of this 

system. 

Case Vignette 2: Computerised Practitioner Order Entry 

(CPOE) System 

The studied CPOE system in this paper is part of a 

comprehensive information and image management system 
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specialised in oncology care. The vendor offers three modules 

of this system: radiation, medical, and surgical. In our case 

study, the two purchased modules are radiation and medical, 

while the surgical module had not been acquired.  

The aim of implementing this system is to replace the manual 

scheduling of pateients by electronic means, which would help 

make the processes of admission, treatment, and post 

treatment care plans smoother and with less errors or delay.  

The radiation module has been implemented in our case study 

for two years now, while the medical module has just been 

acquired. Globally, the system has been in use for 10-15 years. 

In the Australian context, it is been in use for about 7 years.  

Case Vignette 3: Online Second Medical Opinion 

Application 

The Cleveland Clinic MyConsult application removes the 

geographic barriers to care by providing an online second 

medical opinion for those diagnoses with sufficient objective 

data upon which a remote evaluation can be completed. The 

focus is to determine if the diagnosis is correct and if the 

patient is receiving the optimal treatment.  These patients can 

receive a second opinion without leaving their homes.  

Integration with the existing IT infrastructure includes 

network, interface engine, LDAP, DB, upload, EMR, Security, 

Financial, and Materials Management.  Three structural layers 

classified the business value discussion: first the external 

system to receive and organize these requests, second, the 

internal system to coordinate, consolidate, and organize per 

diagnosis, and third, geographic issues from the international, 

national and regional unique markets.   

Results 

The participants for ND and CPOE had the following 

demographic patterns: 46.42% of the 28 interviewees were 

females and 53.50% males. In terms of specialty, the 

interviewees were clinicians (nurses, oncologists and clinical 

auditors) (26.67%), IT personnel (33.33%), and executives 

(including clinical executives) (40%). All the interviewees had 

more than 15 years’ experience and 89% of them had more 

than 7 years at the case study. Majority of the interviewees 

were within the age group 41-50 years (46.7%), 51-60 years 

(26.7%), 31-40 (13.3%), and 61-70 (13.3%). 

For MyConsult, 80% of the participants were male and were 

comprised of 40% clinical staff and 60% administrative staff.  

All of the administrative staff had more than five years of 

experience while the clinical staff had more than 20 years of 

experience.    

The Role of IT in Healthcare 

A number of factors that help generate business value out of 

IT were identified during the interviews. The majority of the 

interviewed  staff  recognized the role IT can play to enhance 

the organisational performance of healthcare providers. From 

a nursing perspective, IT “could absolutely and should 

facilitate the patient journey through health, generally, from 

the community into the acute care environment and then back 

into the community. Certainly, that provides the quality of 

continuity, but I think it also provides a safer environment for 

that patient” [NAS#1]. From another  clinical point of view, 

IT is an important part of contemporary healthcare 

organisations “in that it measures what it can be measured 

and more importantly it facilitates processes” [CAS#3]. 

Facilitating processes is not limited to clinical processes, but it 

also covers the business side of healthcare provision. “not 

only does it reduce the cost or increase the efficiency of 

processes, but also it enhances the integration with other 

partners like the health care funds”. [CIO].  

Business Value of IT: Problems and Requirements 

In order for IT to generate business value there are a number 

of organisational and conceptual requirements that must be 

met. The big differenece between health organisations and 

other organisations is that “healthcare in general, and 

hospitals in particular are not organizations in the traditional 

sense. They don't have hierarchical line authority from top to 

bottom, particularly in the private sector. They're not 

organizations. They're loosely affiliated groups of people 

trying to do the same thing”. [CAS#2]. Thus, the business 

value of clinical IT is hard to be montized. Asking about the 

reasons behind this, the interviewee suggested that the 

apprenticeship system through which the doctors are raised up 

is to be blamed: “Generally in that sort of training, process is 

not a reflection. What I would call a deep reflection of what is 

the nature of your work process as you get with the 

apprenticeship training”. As a solution to this conceptual 

issue, the Director Clinical Order and the Group Manager 

Medical Services suggests that “I suppose if we train doctors 

to think of themselves as part of a system rather than as 

independent practitioners, that would achieve that end”.  

The other problem with IT investments, and especially the 

clinical IT systems, is that healthcare organisations tend to be 

solution-focused, more than problem-focused. “so they come 

in solutions and then look for the problem that it’s solving as 

opposed to what problem do I need, what actual things do I 

need to resolve” [PMO#1]. 

Case Vignette 1: Nursing Documentation System 

The system has shown high fidelity to the processes of nursing 

care delivery in the sense of time consumed for nursing 

documentation. This time fell from 15.7% to 6.4% after the 

inroduction of this system, freeing up over 9% of nurse time 

from record-keeping. This decrease has allowed an increase in 

the proportion of nursing activities devoted to patients 

assessment from 5.2% to 9.1%. The way the system was 

designed (smart terminals by the bedside) has increased 

transparency in healthcare provision. This has been achieved 

by increasing the nursing activities performed by the bedside 

by  up to 48.1% since the introduction of this system, which 

has created better platforms for longer interaction between the 

nurses and the patients (23.6% of time nurses spend with 

patients compared to 7.95% before the system). 
1

 

Although maximsing the care time and minimizing the time 

dedicated to other nursing activities is important, it is “much 

more complex than just taking some aspects of the role away” 

[NAS#1], citing the the big strike back in 1980’s in Victoria, 

Australia around non-nursing duties. Back then, nurses were 

continually doing duties that were not direct patient care, like 

some cleaning activities, supervising things that probably 

should have been done by housekeeping, and lots of 

administrative paperwork. Although a lot of those 

responsibilities were taken away from nursing, there has not 

been an evaluation that shows this has enhanced nursing care. 

“I think that even with our new technology that we're testing 

now, nurses find other things to do” [NAS#4].  

During the interviews, our interviewees gave us the 

impressions that the concentration should be focused on the 

quality of time spent with patients not the duration of it. This 

is complex though, and requires a “whole of care redesign. IT 

has the ability to facilitate this, but there are human factors 

should not be left behind”. [NAS#3].  

                                                           

1

 These results are the summary of a research project to evaluate the fidelity 

and usability of the ND system. The reference is available upon request.   
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Another important aspect of introducing state-of-the-art IT 

systems into healthcare, which is visible to the patients is the 

reputation, which is a “fundamental part of the business” 

[PMO#5]. Consequently, “if patients feel that even just on 

face value, that the nurses are not scribbling on a piece of 

paper, but actually, they've got an IT system that provides 

confidence in the organization”. [NAS#3].  

Two other problems were identified with this system. First, it 

is limited to ward care, and it does not fit well within the 

scheme  of care in the hospital. “I'm a bit concerned that 

you've got an end-to-end process where a patient comes in. 

They're booked. They're pre-admitted. They're admitted. They 

have an inpatient stay. In that inpatient stay, there's a section 

in theatre. They're then discharged and then go home, 

whatever. This system may be a part of that whole process. It 

won't do the theatre piece so when the patient goes into 

theatre” [CIO]. Thus, The fit  of any IS/IT system into the  

care strategy of any healthcare provider needs to be clearly 

articulated.  

Second, the system is still under development, and “health 

care companies don’t tend to like to be at the bleeding edge” 

[CIO], as “we are healthcare business, not an IT shop” 

[CCIO].  

Case vignette 2: Computerised Practitioner Order Entry 

(CPOE) System 

The studied CPOE system in this paper is dedicated to cancer 

care. The difference between the drug prescribing systems in 

cancer care and other systems in different care contexts is its 

complexity. “Drug prescribing systems typically prescribe a 

single drug for blood pressure or antibiotics and dizzy dotted 

period. In the cancer treatment, there are things called 

chemotherapy private calls, which are often five or six drugs 

given at very specific individuals, specific doses for lengthy 

period and the prescribing function in those is quite complex 

because they have to be given according to certain recognized 

protocols”. [OAS#1]. The studied COPE system provides 

these complex funtions. 

The introduction of this system has positively impacted the 

patients’outcomes. “There’s been a significant reduction in 

errors because we prescribe according to the protocol. These 

protocols are quite common and human error in transcribing 

is common. It’s reduced legibility errors, all that sort of 

stuff.”[OAS#2].  

The problems with implementing this specific system can be 

classified into two categories: the system characteristics, and 

the  organisational characteristics. 

 The System Characteristics 

The system is an American model. “it is an international 

software that struggles with local billing practices which are 

different everywhere, and so are the drug protocols. It needs 

more domestication because it’s an American product” 

[OAS#1].  

Second, the studied hospital has two of the three available 

modules of this product. These two modules were be 

described as: “one really  is good, the other is okay and  we 

are trying to get them to talk to each other.” [PMO#2].  

 The Organisational Characteristics 

The studied hospital is a private hospital, where the majority 

of the oncologists are visitor medical officers (VMOs).  This 

group of knowledge workers have invested heavily (both 

emotionally and financially) in their own IT systems. 

Although there’s a lot of mutual interest in IT between the 

VMOs and the hospital, “they’re talking about different sorts 

of IT. That leads to a massive amount of misunderstanding” 

[OAS#1]. This misunderstanding seems to result in 

incompatibility between the two parties. This incompatibility 

is more conceptual rather than technical: “The incompatibility 

between IT systems is fixable and it’s mostly achieved by 

standards like HL7.  But the incompatibility that I’m talking 

about between medical professional staff in hospital is a 

conceptually incompatibility” [OAS#2].  

The other organisational problem is that IT in this hospital is 

mainly controlled by a project management approach, where  

project managers, who report to “project sponsors”, have other 

full  day-to-day responsibilties. This results in delays in 

meeting the milestones, and less tangible impact of the IT 

system in the short-term.  

Case vignette 3: Online Second Medical Opinion Application 

The MyConsult application has provided second opinions to 

patients from over 105 countries for the past 12 years.  While 

most of the users are consumers who locate the service 

through traditional search services, over 13.5 millions are 

provided access to MyConsult as a health care benefit from 

their employer.   Evaluating the data streams and interviews 

focused on the business, administrative technology, and 

clinical inputs and outputs.  MyConsult improves efficiency 

for patients, their doctors and consultants; empowers and  

engages patients with personalized information and the 

productivity enhancements substantiates the value produced in 

the program. 

Each of the internal and external costs were evaluated as 

depicted in Table 1.  Furthermore, these costs were classified 

based on the level of healthcare delivery.   

Table 1- Mapping MyConsult to the Conceptual Model 

 

Overall, the enterprise adoption and adaptation of the 

application was supported by the clinical leadership driving 

participation and diagnosis coverage, streamlining and 

optimizing online and clinical processes, and integrating into 

clinical practices and schedules.  For patients, the concurrence 

of diagnosis approached 75% while the concurrence of treat-

ment recommendations approached only 38%, further demon-

strating value provided to patients.   

Discussion 

In healthcare, demonstrating business value of IT is 

challenging. This is largely due to the complex nature of 

healthcare operations, the web of players that must interact 

with any particular IT solution, as well as structural and 

organizational issues. An integrative model to assess the value 

of a clincial informatics solution requires consideration of the 

key stakeholder’s perspectives of healthcare value. The use of 

the IT portfolio classificiations of infrastructure, transactional, 

informational, and strategic IT provides an excellent basis for 

organizing these perspectivies [16]. When combined with the 
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Enterprise of Healthcare Delivery Model classifications of 

clinical practices (people); (ii) delivery operations (processes); 

(iii) system structure (organizations); and (iv) healthcare 

ecosystem (society) [17], this model becomes a powerful tool 

for assessing the business value of healthcare IT.   

The three case studies used to illustrate and demonstrate the 

fidelity of the proposed solution are taken from clinical 

contexts that exhibit these challenges. For example, unique 

structural considerations at the Cleveland Clinic include that 

its medical staff are salaried, while unique structural 

considerations for private hospitals in Australia include that 

their doctors are typically visiting medical officers (VMOs) 

and not salaried. Such structural differences severely affect the 

effectiveness of enterprise wide clinical IT systems such as the 

ones discussed in the respective scenarios, and thus also the 

ultimate business value of the IT that can be realized. While 

still under development, the proposed assessment tool is both 

flexible and rich enough to provide useful information to 

executives in all these scenarios. We believe that this is a key 

strength of the tool. At this stage, assessments are more 

qualitative than quantitative, but we anticipate developing 

quantitative scoring systems in the future. What is particularly 

attractive about the proposed tool is the generalized 

applicability across all healthcare IT solutions, which means 

that now it will be possible to carefully examine and compare 

relative values of different IT solutions in healthcare contexts; 

something which to date has been extremely difficult, if not 

impossible, to do. 

Conclusion 

As the adoption, assimilation and diffusion of IT in healthcare 

increases coupled with the pressure for healthcare 

organizations to demonstrate improvements with respect to 

access, quality and value for patients; the need to objectively 

assess the value afforded by IT investments will increase. Our 

research serves to begin to address this need through the 

development of an integrative value of IT assessment tool and 

has demonstrated its validity by illustrating its use in three 

different clinical contexts. There is a clear need for a 

systematic, robust framework to assess the business value of 

these clinical informatics solutions. Future research will focus 

on developing the framework further and continually testing it 

with the many IT solutions that are becoming available to 

assist in directing appropriate resources. 
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Abstract  

As a primary source for learning from lessons, patient safety 

event reporting systems have been widely adopted. 

Nevertheless, underreporting and low quality of reports 

pervade the system. To address these issues, the study 

proposed two text prediction functions as data entry aids to 

system users. With 52 subjects, a two-group randomized 

experiment was conducted to quantify the impacts in terms of 

the reporting efficiency, quality, and usability attitudes. 

Consequentially, on structured data entry, the results were an 

overall 13.0% time reduction and 3.9% increase of response 

accuracy with the functions; on unstructured data entry, there 

was an overall 70.5% increase in the text generation rate, a 

34.1% increase in the reporting completeness score, and a 

14.5% reduction on the amount of text fields ignored by 

subjects. Subjects’ usability attitudes were slightly improved 

with the proposed functions according to the questionnaire 

results. 

Keywords: 

Ppatient Safety Event Reporting; Usability; Text Prediction; 

Performance Measurement; Randomized Experiment. 

Introduction and Background 

In 1999, the prestigious report “To Err is Human” released by 

the Institute of Medicine estimated 44,000 – 98,000 patient 

deaths each year due to preventable medical errors [1]. In a 

recently published study in 2013, the estimation was raised to 

210,000 – 440,000, which made the medical errors the third-

leading cause of death, behind heart disease and cancer in the 

United States [2]. To learn from the errors in order to improve 

patient safety and healthcare quality, electronic event 

reporting (e-Reporting) systems have been proposed and 

promoted nationwide. However, low-quality reports pervade 

the systems and undermine the user engagement of e-

Reporting.  

As one of the most prominent factors associated with low-

quality reports, data entry has received much attention in 

clinical information systems, such as electronic health record 

and computerized provider order entry system [3,4]. Quality 

data in patient safety holds promise in prompting system 

acceptance, which in turn may form a virtuous loop in 

leveraging system performance, user engagement, and patient 

safety. In this two-group randomized study, we explored text 

prediction techniques for facilitating data entry in terms of 

quality and efficiency. 

Method and Material 

Subjects 

The study enrolled 52 nurses from 21 clinical departments in 

Tianjin First Central Hospital (TFCH) in China. All nurses 

were female between the ages of 30 and 52 years. On average, 

they had 20 years of nursing experience and four years of 

experience with e-Reporting. All participants signed an 

informed consent form approved by the Ethics Committee at 

the TFCH (No.E2012022K). This study was also approved by 

the Institutional Review Board at the University of Texas 

Health Science Center at Houston (No. HSC-SBMI-12-0767). 

Interfaces 

Two experimental interfaces (control and treatment) were 

developed as a means of configuration control during data 

collection. The two interfaces were identical in terms of task  

and representation, requiring the completion of 13 structured 

multiple-choice questions (MCQs) defined by AHRQ 

Common Formats [5] and one free text, multiple-line 

comment field for reporting additional details of patient fall. A 

single exception between the two interfaces was the provision 

of text prediction functions in the treatment interface, which 

included a cueing list (CL) and autosuggestion (AS). As 

illustrated in Figure 1, part B, the CL was attached to the 

MCQs (4 out of 13) that had a single text field. For 

unstructured data entry, the comment field was equipped with 

both the CL (part C) and AS (part G) in the treatment 

interface.  

All items contained in the CL and AS were manually prepared 

[6]. Two domain experts reviewed all testing cases, and 

transcribed and categorized the key elements with the 

colloquial language in Chinese with characters Hanzi and 

phonetic typing method Pinyin. Pinyin text input methods 

(IME) are based on the standard qwert keyboard and are the 

most popular in Chinese. Pinyin IME does not require 

additional training for those who recognize English letters. 

To prepare the CL and AS, expert reviewed words, phrases, 

and sentences were populated into a data table serving as 

reminder items. The number of listed items in any CL and AS 

was limited to 10, based on a trade-off between inspecting 

efforts and predicting sensitivity [7]. In the CL, at least one of 

the items was considered to be more descriptive, accurate, and 

pertinent to the case being reported than the rest. In the AS, 

the display of suggested entry options relied on a Soundex 

algorithm (phonetic matching function) of MySQL and the 

reporter’s initial entries. As illustrated in Figure 1, Part G, the 

top 10 hits were rendered in the AS list. On the treatment 

interface, the subjects were allowed to select mixed entries 

from the AS list and user-generated text input. On the control 

interface, subjects were not provided any AS or CL; thus, each 

participant had to generate his or her own text input through a 

regular qwerty keyboard. 
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Figure 1 – The layout of interface 

elements is shown in English for both 

structured and unstructured data entries. 

Text prediction of Cueing Lists (CL, box 

C) and Auto Suggestion (AS, box G) are 

triggered with cursors in the 

corresponding fields. Box A shows the 

first answer triggering generated by the 

child’s answers to questions B, C, D, etc.  

Box C is activated only when a single-

text field (B) is open. CL reminds 

reporters of the content or key 

characteristics of reportable data 

associated with the event. The number of 

items listed in CL is <6. When pressing 

the button (D), a report would show an 

unstructured page containing boxes E, F 

and G. When initial letters (shown in box 

F) of the description are typed in, a 

matched list provided by AS shows up. 

The number of items listed in AS is <10. 

Matched letters and the focused line are 

highlighted in blue (G). Reporter may 

select one at a time and modify as 

necessary. Pressing the “Enter” button 

(behind G) will tag the current entry in a 

blue text chunk (as shown in E). 

 

Testing Cases 

In the study, each subject reported five patient-fall cases in a 

randomized sequence. The cases were selected from two 

sources —a case depository with 346 fall reports from a 

previous study [8] and a public database of Morbidity and 

Mortality (M&M) [9]. The five selected cases were translated 

into Chinese and rephrased by two domain experts for the 

purpose of quality and readability of text. A similar 

complexity of the five cases was agreed on by the domain 

experts. The following English narrative is an excerpt from 

one of the cases.  

“… patient was alert and oriented X3 (person, time and 

location) upon assessment, and instructed on admit not to 

getting up without assist. He had been sleeping and 

attempted to get up to go to the bathroom. He forgot to 

call staff to have plexipulses (a device) undone, and 

tripped on plexi tubing and attempted to catch self on 

overhead bars. He landed on the floor…”      

Experimental Design 

With a permuted-block algorithm, the 52 subjects were 

randomly assigned to two groups. 25 subjects were allocated 

into the group using the control interface without text 

prediction; 27 were assigned to the group with the treatment 

interface. The presenting sequence of five cases for each 

subject was randomly assigned. The subjects were trained 

through verbal instructions, and then asked to practice using 

both interfaces to report a sample case until each felt 

comfortable with the content and interface interactions. Since 

the training was conducted prior to grouping and the grouping 

procedure was blinded to both the subjects and the trainer, this 

design prevented confounding influences and training bias 

which might be delivered by the trainer. 

 

Table 1 – The data sources and the units of analysis of key 

measures in the study  

Measures Data sources 

Unit of 

analysis 

Subject 

Age  Hospital nursing office Years 

Proficiency 

of reporting 

falls  

Graded prior to the experiment 

5 points Likert 

scale 

(1-low to 5-high )

Reporting efficiency 

Structured data 

entry 

Accumulated time on MCQs Seconds 

Descriptive 

comments  

Completion time on the 

comment field 

Seconds 

Text 

generation 

rate 

Nominator: Letters in length 

of the comments;  

Denominator: completion 

time 

Letters/Second*

Quality of reports 

Structured 

entry 

accuracy 

Nominator: Accumulation of 

scores on MCQs;  

Denominator: Maximum of the 

accumulation  

Percentage 

Narrative 

completeness 

The number of credited text 

chunks 

Counts 

Survey usability attitudes 

User  

attitudes in 

four 

dimensions 

Posttest questionnaire 

5 points Likert 

scale 

(1-low to 5-high )

*  To count the length in letters, one UTF-8 encoded Chinese 

character equals three English letters in length. 
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In the hospital, a typical scene of event reporting is that a 

reporter initiates a report upon a witness’s word-of-mouth 

information. This study simulated the natural scene by using 

the five cases with each having appeared on the first page of 

the interface. Subjects read the descriptions and answered the 

questions upon recall.  

Pauses and pop-up questions were discouraged, except when a 

subject was in transition between reports. Keystroke level 

operations (mouse clicks and keystrokes) for each subject trial 

were time stamped and logged into a MySQL database. All 

reporting sessions were recorded using Camtasia Studio® 7 

for data reconciliation. Each session was concluded with a 

questionnaire [10] via SurveyMonkey to reflect user attitudes 

in e-Reporting. The questionnaire was developed following 

Nielsen’s Attitudes of Usability with a five-point Likert scale, 

wherein “1” indicated a maximal level of disagreement to the 

statement and “5” indicated a maximal level of agreement.  

Processing of Data 

The study collected ordinal and nominal data out of three data 

sources, including MCQs, narrative comment fields, and 

questionnaires. Ordinal data are the selected response items in 

the MCQs and questionnaires, and nominal data are the text 

entries in the single-line fields of MCQs and the comment 

field at the end of each report. We examined the ordinal and 

nominal data in terms of efficiency, effectiveness, and 

usability attitudes. Other experimental features associated with 

the CL and AS functions were also investigated.  Table 1 lists 

the data sources and units of analysis of the measures. 

Results 

All the subjects successfully completed the experimental 

sessions with each subject having reported five cases, and the 

group consequentially generated 260 reports and 52 

questionnaires. On average, each subject’s session took 71 

minutes, which consisted of 17 minutes in training and 

practice, 45 minutes in case-documenting, and 9 minutes in 

the questionnaire. There were 25 subjects in the control and 27 

subjects in the treatment groups, accounting for 125 and 135 

reports respectively. The mean ages of the subjects’ groupings  

were 43.6�5.8 (control) versus 41.1�6.7 (treatment). The 

differences of ages and proficiency scores between the groups 

were insignificant (p > 0.05). The 260 reports contained 2,849 

answers to MCQs and 238 unstructured narrative comments. 

As shown in Table 2, the subjects had eight significant 

variations between the groups indicated by an arrow  ↑ 

(increase) or ↓ (decrease). Almost all variables, except for 

mouse clicks, in the treatment group showed an improved 

performance against the control group.  

The analysis showed that the efficiency and quality of 

reporting can be enhanced by CL and AS for both structured 

and unstructured data entries. As illustrated in Figure 2, for 

the structured questions, the completion time was reduced by 

13.0%, while the accuracy had a 3.8% increase overall. For 

unstructured narrative entries, the text generation rate was 

increased by 70.5%, which significantly increased the 

generation of free text data volume without an increase of time 

consumption between the groups. The reports generated in the 

treatment group were much more complete (34.2%) and richer 

in text (24.4%) than those in the control group.   

As indicated in Table 2, the introduction of CL greatly 

improved the missing comments in the narrative field where 

the non-adherence rate dropped from 14.5% to 1.5%. CL 

functioned as a dynamic display when the page containing 

narrative comment fields slid in, as shown in Figure 1 (Part E, 

F & G). CL successfully drew subjects’ conscious attention to 

the interface content. This dynamic CL signaled a compelling 

message to the subjects about the importance of filling the 

comment field. 

Analytical results out of the questionnaires show potential 

non-adherence that may occur due to the following reasons: 

(1) a slip of unconscious skip of the comment field, (2) a lack 

of ideas of what event characteristics should be described 

further, and (3) that memory fades when working on the 

comment field.  

Benefits from AS and CL also showed in keystrokes. In the 

reports, keystrokes were reduced by an average of 48.4%. In 

contrast, there was a 29.3% increase of mouse clicks. AS, in 

addition, showed a significant effect in generating 133 

narrative comments, wherein AS was selected  in 120 (90.2%) 

comments, totaling 460 times. Meanwhile, AS was inserted 

into 66.9% text chunks identified in the 133 entries. On 

average, AS was presented in 3.8�1.9 text chunks in each 

report. A regression analysis showed that influential rate, 

defined as AS selection over total text chunks in each report,  

increased along the experimental progress (p < 0.05). 

Therefore, an observed learning effect amplified the efficiency 

along the experimental progress, as shown in Figure 4.  

Fifty-two questionnaires were completed, which contained 

1,300 rated answers. According to the analysis shown in 

Figure 5, the subjects showed overall good attitudes for the 

usability of both interfaces. The scores on all four dimensions 

slightly increased in the treatment group compared to the 

control group, but were not statistically significant. The text 

prediction functions implemented in the treatment group did 

not impact user attitudes in terms of learnability, efficiency, 

memory, and satisfaction. 

 

Figure 2 – Reporting efficiency and accuracy of structured 

data entries increased in the treatment group. 

 

Figure 3 – Text generation rate and data completeness of 

unstructured data entries increased in the treatment group. 
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Table 2 – The subjects’ performance in the reporting task. 

 

Figure 4. Text generation rates exhibit an overall increase 

(learning effect) over five reports in the treatment group. In 

contrast, such an effect does not present in the control group. 

 

Figure 5. User attitudes of the treatment group are slightly 

improved than the control group.  

Discussion 

It is generally agreed that keystrokes could be reduced when 

clickable on-screen options are readily available on a user-

centered interface. However, the keystroke savings alone 

remain inadequate in explaining the increased efficiency. 

Earlier research exhibits mixed, inconsistent results regarding 

improved efficiency of keystrokes in terms of cognitive load, 

eye gaze movement, and mouse clicking [11,12]. The balance 

between mouse clicks and keystrokes is an interesting topic in 

the process of developing an efficient and effective e-

Reporting system. As touchscreen handheld devices are 

becoming pervasive in healthcare, significant keystroke 

savings on data entry may greatly amplify the benefits of user-

centered design. This is because most touchscreen users prefer 

on-screen menu selection  to on-screen keyboard typing.  

The two-group randomized experiment proved the 

effectiveness of AS and CL text prediction in generating quick 

and high quality data entry in e-Reporting. User attitudes 

reflected in the questionnaires did not change significantly, 

but were potentially improved with the introduction of text 

predictions in e-Reporting. The observed effect may be 

generalizeable to other data entry interfaces in healthcare. 

Clinicians working under time pressure are expected to 

document in a timely manner [13,14]. Meanwhile, the quality 

of data has to achieve a high standard for decision-making and 

the creation of actionable knowledge. The solutions such as 

AS and CL experimented with in this study pave a way for 

addressing these concerns. The clinical document architecture 

(CDA) is a markup standard developed by Health Level 7 

Internation (HL7) to define the structure of clinical 

documents, such as discharge summaries, progress notes, etc. 

Nonetheless, e-Reporting is becoming a routine 

documentation task where the structure is not yet well defined. 

Recently, The Agency for Healthcare Research & Quality 

(AHRQ) created the Common Formats (CF), which are 

common definitions and reporting formats, to help providers 

uniformly report patient safety events and to improve 

healthcare quality. CFs include paper forms to guide the 

development of data collection intruments. When 

transforming the paper forms into electronic interfaces, 

designers should carefully learn from those lessons based 

upon the evolvement of electronic medical records. 

One of the major purposes of e-Reporting is the collection of 

information and knowledge about patient safety events. 

Ironically, the e-Reporting process is not immune to human 

errors due to time pressure, multi-tasking, or competing 

priorities. 

Measure Control Group Treatment Group Variation p-value Illustration

Subject      

Sample size (subjects/reports) 25/125 27/135    

Age  43.6�5.8 41.1�6.7   0.189  

Proficiency in reporting fall events (Likert scale 1-5)  3.8�0.5 3.9�0.5  0.413  

Reporting efficiency  

Time on case reading (seconds) 84.9�44.8  78.6�43.2   0.307  

Structured data entry (seconds) 131.0�50.0 114.0�41.7 ↓ 13.0% 0.004 Figure 2 

Descriptive comments (letters) 139.6�99.6 142.9�82.2  0.782  

Text generation rate (letters per second)* 0.95�0.35 1.62�0.99 ↑ 70.5% 0.000 Figure 3, 4 

Physical operations in a report  

Mouse click  13.3�2.1  17.2�3.7  ↑ 29.3% 0.000  

Keystroke 173.2�117.0 89.4�89.4  ↓ 48.4% 0.000  

Quality of reports 

Structured entry accuracy 79.4�10.1% 83.2�11.0% ↑ 3.8%      0.000 Figure 2 

Missing comments (non-adherence rate) 20/125(16.0%) 2/135(1.5%) ↓ 14.5% 0.000  

Narrative completeness 3.8�2.3 5.1�2.4 ↑ 34.2% 0.000 Figure 3 

Length of a chunk - richness (letters)* 30.3�13.1 37.7�18.6 ↑ 24.4% 0.000 Figure 3 

Survey usability attitude (Likert scale 1-5)  

Learnability  4.0�0.3 4.1�0.5  0.545 Figure 5 

Efficiency  4.1�0.4 4.3�0.6  0.386 Figure 5 

Memory 3.5�0.5 3.8�0.5  0.099 Figure 5 

Satisfaction  3.8�0.4 3.9�0.5  0.458 Figure 5 

*  To count the length in letters, one UTF-8 encoded Chinese character equals three English letters in length. 
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Recommendations for Interface Development in 

Healthcare 

Guided by user-center design principles,  we employed state-

of-the-art and open-source techniques to rapidly prototype the 

dual-interfaces, one exhibited stereotypical functions in 

prevailing e-Reporting, the other was renovated and embeded 

with text predictions. The dual interfaces not only met the 

experimental requirements of randomization and control, but 

successfully demonstrated the effectiveness and effiency of 

the innovative design in e-Reporting. Interface design 

specifically for the purpose of e-Reporting requires further 

investigation, which would contribute to the purpose of 

collecting quality events, generating actionable knowledge, 

and sharing experience in reducing the recurrence of similar 

incidents.   

Our design and development process is instrumental to many 

clinical information systems. The incremental effect on saving 

providers’ time and improving report quality may be 

magnified, while evident-based estimates show  440,000 

preventable events each year in the U.S. [2]. 

Limitations 

CL offered in the interface presents a high quality contribution 

by domain experts. In reality, the prediction accuracy based 

upon an algorithm of event similarity and frequency of 

appearance may not match the manual effort of experts. In 

addition, the number of predicted items may differ in other 

clinical systems depending upon the richness of data entries. 

We did not provide an extended item list, which may be a 

burden for reporters’ inspection.  In the future, the question of 

whether text prediction with lower accuracy or a longer list 

would undermine the proven effect is worth further 

investigation. 

It is a noteworthy dilemma that AS, designed for increasing 

text generation rate and accuracy, may lead to side effects, 

such as a subject’s overdependence on the suggested items, 

and thus limit constructive thinking [15-17]. This is because, 

when provided with a predefined list of options, busy 

clinicians tend to recognize or ignore the options rather than 

specifying answers. The future development of the AS should 

carefully keep a balance between the strength and weakness of 

such protocols, and strategically address the dilemma. 

Conclusion  

User-centered design aimed at renovating e-Reporting 

demonstrated the effectiveness of text prediction in clinical 

data entry. This work may lay the groundwork for further 

research associated with text prediction in clinical information 

systems.   
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Abstract 

In this retrospective study, the authors monitored the patient 

health coverage in 6 Rwandan hospitals in the period between 

2011 and 2014. Among the 6 hospitals, 2 are third level 

hospitals, 2 district hospitals and 2 private hospitals. Patient 

insurance and financial data were extracted and analyzed 

from OpenClinic GA, an open source hospital information 

system (HIS) used in those 6 hospitals. The percentage of 

patients who had no health insurer globally decreased from 

35% in 2011 to 15% in 2014. The rate of health insurance 

coverage in hospitals varied between 75% in private hospitals 

and 84% in public hospitals. The amounts paid by the patients 

for health services decreased in private hospitals to 25% of 

the total costs in 2014 (-7.4%) and vary between 14% and 

19% in public hospitals. Although the number of insured 

patients has increased and the patient share decreased over 

the four years of study, the patients’ out-of-pocket payments 

increased especially for in-patients. This study emphasizes the 

value of integrated hospital information systems for this kind 

of health economics research in developing countries. 

Keywords: 

Hospital information system; universal health coverage; 

monitoring health insurance; patient out-of-pocket payments; 

Rwanda. 

Introduction 

Providing universal access to health care remains a challenge 

for many low income countries especially because of the 

weakness of their health financing systems [1,6]. In the Sub-

Saharan African context, Rwanda currently sustains one of the 

most elaborate health insurance schemes. Health care services 

are funded by both public and private health insurance 

organizations. Public health insurance schemes include the 

Rwanda Social Security Board (RSSB) and the Military 

Medical Insurance (MMI) which cover government 

employees and the Community Based Health Insurance 

(CBHI) schemes, also called Mutuelles de Santé, which cover 

the majority of the remaining population (according to the 

Ministry of Health, in 2012, more than 90% of the population 

was covered by CBHI [2]). Additionally, private health 

insurance (PHI) schemes are offered by a growing number of 

private health insurers. Public and private health insurance 

organizations have different objectives and therefore provide 

different levels of health insurance coverage to different 

groups of affiliates. CBHI schemes cover the majority of the 

population in the informal sector and those who are 

categorized as poor, very poor or indigents. RSSB and MMI 

schemes cover, respectively, the staff of the Public Service 

and staff of Security Services (Army and Police) and their 

beneficiaries. PHI schemes cover patients from the formal 

sector and liberal professionals according to the level of 

insurance of their choice [3]. 

In general, CBHI schemes cover 90% of provided care 

delivery costs. RSSB and MMI cover 85% and PHI coverage 

varies between 85% and 100%. CBHI only covers health 

services provided by the public health facilities while affiliates 

of RSSB, MMI and PHI  also have access to private health 

care. 

Rwandan health insurance companies can freely negotiate 

tariffs with public and private health facilities for the care 

deliveries they wish to cover but the Ministry of Health can 

always enforce fixed tariffs for essential health services. Four 

tariff categories are used in Rwanda: (1) CBHI, (2) 

RSSB/MMI, (3) PHI and (4) people without health insurance. 

Invoice processing, payment status tracking and health care 

reimbursement rules have become increasingly complex [4]; 

some health facilities have therefore chosen to implement a 

Hospital Information System (HIS) to manage these activities.  

From 2007 until 2014, the authors participated in the 

implementation of the open source OpenClinic GA HIS [4,5] 

in 17 public and private clinics and hospitals in Rwanda. 

OpenClinic GA is an integrated hospital information 

management system resulting from a research project at the 

Vrije Universiteit Brussel (VUB) that includes most of the 

modules commonly found in modern HIS [5], such as: 

• Patient administration 

• Admission, discharge and transfer (ADT) 

management 

• Financial information management 

• Reason for encounter and diagnostic coding 

• Medical record management 

• Lab information management 

• Medical imaging 

• Reporting and statistics 

The software was developed in Java connecting over JDBC to 

the most popular ANSI SQL 92 compliant database servers 

(such as MySQL and MS SQL Server) and offers an easy to 

use web interface facilitating HIS deployment in often 

challenging technological settings commonly found in 

developing countries [4,5]. OpenClinic GA has been built 

according to the GEHR (Good Electronic Health Record) 

architecture [4]. The data model is patient oriented.  

Currently OpenClinic GA is being used in more than 500 

health facilities in 84 countries and 45 of these sites in 

Rwanda, Burundi, DR Congo, Mali, Senegal, Gabon and 

Congo Brazzaville are being closely monitored by the VUB 

ICT4Development research group [12]. OpenClinic GA has 
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gradually become the first medical Open Source software 

project downloaded over the world [11]. 

Using patient insurance and financial data available in 

Openclinic GA systems from 6 Rwandan hospitals, and in 

order to determine the level of population health coverage in 

the hospital, this study aims to evaluate: (1) the percentage of 

patients with health coverage, consulting health facilities in 

Rwanda, (2) to what extent patients make use of the 

possibility to get private healthcare when this is covered by 

their health insurance plan, (3) the evolution of the level of 

reimbursement of different health service categories and (4) 

the evolution of patient payments for uncovered health 

services. This descriptive and analytical retrospective study 

was performed in 2 third level referral hospitals, 2 district 

hospitals and 2 private hospitals. 

Methods 

The study was conducted in 6 Rwandan hospitals: 

• 2 national referral hospitals: the University Teaching 

Hospital of Kigali (CHUK) and the Neuro-Psychiatric 

referral Hospital Caraës-Ndera (Kigali) (NPH-CN). 

• 2 district hospitals in the Eastern Province in the cities 

of Nyamata (DHNY) and Rwamagana (DHRW)  

• 2 private hospitals in Kigali: La Croix du Sud Hospital 

(CDS) and La Médicale Polyclinic (LMED). 

OpenClinic GA has been installed and implemented in these 6 

hospitals since 2010 and was configured to cover all possible 

statuses of patients’ health insurance. The financial module of 

the system manages the various patient health insurance 

schemes, care deliveries consumed by patients and all billing 

operations for patients and their insurers. We analyzed the 

health coverage information available in the HIS health 

insurance module for all patients treated between 1/1/2011 

and 30/11/2014.  

First, we isolated two patient groups from the database: those 

who presented to the hospital with at least one valid health 

insurance and those who had no health coverage. We then 

evaluated the evolution of health insurance coverage during 

the study period.  

Secondly, for each outpatient visit and each inpatient 

admission, we determined the type of health coverage that 

applied. Four types of health service payments were 

distinguished: (1) patient direct payments (PATIENT), (2) 

public health insurance payments (RSSB/MMI), (3) private 

health insurance payments (PHI) and (4) community health 

insurance payments (CBHI). We then calculated the weighted 

average percentages for the different types of health coverage 

in those hospitals and compared them using the Chi² test in the 

Center for Disease Control’s Epi Info.  

Finally, we extracted the amounts paid by patients and 

insurers in each hospital and assessed the evolution of their 

proportions and the absolute amounts paid by the patients for 

health services (patient out-of-pocket payments). 

Results 

Health services coverage  

We analyzed a total of 778,915 electronic records of patients 

who consulted the 6 hospitals. The distribution of patient 

numbers is shown in Table 1. 

 

 

Table 1 - Number of Electronic Patient Records Analyzed 

CHUK NPH-CN DHRW DHNY CDS LMED Total 

216 389 32 128 92 907 89 218 170 852 177 421 778 915 

The evolution of the proportion of patients who are covered 

by at least one health insurance scheme shows a steady 

increase in all six hospitals in the course of the 4 year study 

period, as shown in figure 1. In the Neuro-Psychiatric hospital 

of Ndera (NPH-CN), the health insurance coverage increased 

from 90% to 98% between 2011 and 2014 while at CHUK, it 

grew from 74% to 85%. In the district hospitals of Nyamata 

(DHNY) and Rwamagana (DHRW), health insurance 

coverage improved from 78% to 88%. Similar results were 

obtained from private hospitals, where health coverage grew 

from 63% to 72% at La Médicale (LMED) and from 70% to 

76% at La Croix du Sud (CDS).  

 

Figure 1 - Evolution of patient health coverage in 6 hospitals 

Health insurance schemes in hospitals 

For every out-patient encounter or in-patient admission, part 

of the health service costs must be paid by the insurer and the 

remainder by the patient, according to the patient's health 

coverage plan. A number of health services remain uncovered 

by some health coverage plans and therefore patients’ out of 

pocket payments may vary considerably depending on the 

type of care that was provided. In this step, we analyzed the 

real reimbursement levels of different health insurance 

schemes over time, taking into account the uncovered parts of 

care.  

A total of almost 2.9 million encounters (2,534,967 

outpatients and 342,878 inpatients) have been analyzed, as 

shown in Table 2. 

Table 2 - Numbers of Encounters Analyzed 

In-

patient 

Out-

patient Total 

CHUK 92 103  639 447  731 550  

NPH-CN 22 260  244 653  266 913  

DHRW 110 941  224 817  335 758  

DHNY 58 665  260 176  318 841  

CDS 55 655  708 327  763 982  

LMED 3 254    457 547  460 801  

Total 342 878  2 534 967  2 877 845  

The number of patients who were hospitalized at LMED is 

low because the use of OpenClinic GA for hospitalizations is 

very recent in this hospital. CHUK and CDS are 2 reference 

hospitals in Kigali, respectively, for the public and the private 

health sector. They contribute to a significant part of in- and 
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out-patients in our study. Figure 2 and figure 3 show the 

average proportion of insurance schemes coverage, 

respectively, for in-patients and out-patients in the 6 hospitals 

during the study period. 

 

Figure 2 - Health insurance schemes for in-patients 

In general, for in-patient encounters, the community based 

health insurance (CBHI) is the most commonly used scheme 

(weighted average: 60.7%) followed by public insurance 

(RSSB/MMI) with a weighted average of 27.7%, private 

insurance (PIH) for 12.9% and finally the patient directly 

paying for uncovered health services (PATIENT) in 37.6% of 

the cases. In over 45% of the in- patient encounters, patients 

paid directly for health care at NPH-CN and CDS due to 

certain care deliveries (especially hygiene supplies, specialty 

medicines) not being covered by the insurer. We noticed that 

the patient used direct payments for uncovered health services 

more frequently (p<0.0001) in the in-patient encounters in the 

private hospitals (44.9%) than in district hospitals (37.9%) and 

tertiary public hospitals (34.5%). The public health insurance 

coverage scheme (RSSB/MMI) is most commonly used for in-

patient encounters in private hospitals (51% at LMED and 

40% at CDS). There is a statistically significant difference 

(p<0.0001) between using public health insurance 

(RSSB/MMI) in private hospitals’ (41.20%) and in public 

hospitals’ (9.43%) in-patient encounters. At CHUK the 

RSSB/MMI scheme is used in 12.7% of in-patient encounters. 

The CBHI scheme is only used in public hospitals. It is used 

more frequently (p<0.0001) in district hospitals (64.85%) than 

in third level hospitals (53.38%). Finally, patients with private 

health insurance (PHI) are more often hospitalized in private 

hospitals (16.8% of the in-patients) than in the public ones 

(2.8% of the in-patients). 

 

Figure 3 - Health insurance schemes for out-patients 

Out-patient health coverage schemes follow a similar 

distribution. The CBHI scheme is more used (53.0% of the 

encounters) in out-patient encounters than other health 

insurance schemes: RSSB/MMI (38.0%), PHI (22.4%) and 

PATIENT (24.6%). Out-patients are facing more uncovered 

health services in public tertiary hospitals (37.8%) than in 

district hospitals (35.2%) and private hospitals (34.2%). The 

RSSB /MMI scheme is more used in private (45.8%) than in 

public health facilities (14.9%). The CBHI scheme is also 

more used in district hospitals (63.2%) than in tertiary 

hospitals (45.5%). Patients with private insurance were more 

likely to consult  private (25.3%) than  public hospitals 

(5.0%). 

Multiple insurance schemes can co-occur in the same 

encounter for the same patient. 

Health services payment in hospitals 

Between 2011 and 2014, the proportion of patient out-of-

pocket amounts paid, compared to the total amounts paid for 

the health service costs, has declined significantly in private 

hospitals: from 36.8% to 27.6% at LMED (-9.3%) and from 

29.9% to 24.4% in CDS (-5.5%). This proportion also 

decreased at CHUK from 21.6% to 17.5% (-4.1%) but 

remained stable at NPH-CN (14.2%) and increased slightly in 

district hospitals: from 13.2% to 15.0% at DHNY (+ 1.8%) 

and from 17.2% to 19.7% at DHRW (+ 2.5%). Figure 4 shows 

the evolution of patient out-of-pocket payment proportions for 

health services between 2011 and 2014 in the 6 hospitals. 

 

Figure 4 - Evolution of patient payment proportions for health 

services 

The reason for the patient out-of-pocket payment proportion 

increase at DHRW is found in the increase of some non-

reimbursable consumables (+ 2.6%), acts (+ 2.8%) and 

hospital stay (+ 2.6%).  

Although the proportion of the amounts paid by patients has 

generally decreased during the study period, the absolute 

patient out-of-pocket payments for health services show a 

different trend as is demonstrated in figures 5 and 6. 

 

Figure 5 - Average amounts paid by the patient for health 

services for hospitalization 
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For hospitalization, the patient out-of-pocket amounts 

disbursed for health services at CHUK decreased the first year 

from 29.27USD to 20.67USD but then increased again. In 

2014, the patient paid an average of 30.00USD for his hospital 

stay. At NPH-CN, patients’ average payments for the 

hospitalization were 40.60USD in 2014 (NPH-CN began to 

use the invoicing module better in 2013). In district hospitals, 

patient out-of-pocket payments increased from 5.95USD at 

DHRW and 7.90USD at DHNY to 11.00USD and 10.15USD 

respectively. We noticed a large difference between patient 

payments in the two private hospitals: At CDS, the patient was 

paying around 70USD per hospitalization, while at LMED the 

patient out-of-pocket payments increased from 8.34USD to 

18.88USD (LMED started to  use the invoicing module well 

in 2012). The CDS experienced a period during which health 

care reimbursements were refused by some insurers before 

their accreditation as a "hospital" because their health service 

tariffs (especially for the hospital rooms) were too high (and 

the majority of the costs were not reimbursed by insurers) 

compared to other private hospitals and clinics. 

 

Figure 6 - Average amounts paid by the patient for health 

services in out-patient encounters 

For out-patients between 2011 and 2014, patient out-of-pocket 

payments tended to increase at CHUK (from 4.38USD to 

5.87USD),  remain stable at LMED (around 4.50USD), and to 

decrease from 2012 in district hospitals (from 2.93USD to 

1.83USD at DHRW and from 2.37USD to 1.15USD at 

DHNY), at NPH-CN (from 2.88USD to 2.19USD) and at 

CDS (from 7.49USD to 5.65USD). The decrease of patient 

out-of-pocket payments observed from the second year (2012) 

in district hospitals was explained by the increased number of 

insured patients and some consumables (gloves, syringes and 

needles) used during medical examinations which were 

initially charged to the patient and included in the global cost 

of the exams afterward. The decrease of patient payments 

observed at CDS was due to the increase of insured patients. 

Discussion 

This study focused on the monitoring of health coverage in 

Rwandan hospitals. The results showed that the health 

coverage in the 6 analyzed hospitals gradually increased 

between 2011 and 2014, reaching 98% at NPH-CN, 85% at 

CHUK, 88% in districts hospitals (DHRW and DHNY) and 

around 74% in private hospitals (LMED and CDS). Health 

coverage projections done in 2010 showed that in 2014, at 

least 92% of the population would have a valid health 

insurance for medical care in public health facilities [2]. This 

goal was reached at NPH-CN, a specialized national reference 

center for mental health care. Almost all patients treated at 

NPH-CN have a valid health insurance because the reference 

policy from district hospitals to tertiary hospitals enforces that 

insurance. In addition, difficult social cases are directly 

covered by the Ministry of Health. The Rwandan government 

pays special attention to psychiatric disorders which are often 

associated with higher financial risks [7,9] in a country that 

still faces psychological trauma consequences of 1994’s 

genocide and war. 

The high level of insured patients seen in private health 

facilities is explained by private health care coverage offered 

by public insurance schemes (RSSB / MMI) and private 

insurances (PHI) as shown in figures 2 and 3. Patients covered 

by public or private insurance which reimburse private health 

care are more likely to consult private hospitals where they 

hope to receive better quality of care [8,9]. 

The proportion of patients’ out-of-pocket payments compared 

to total health service costs has declined in private hospitals 

and at CHUK. It remained almost stable in other hospitals 

(figure 4). But the average amounts actually paid by patients 

for health services tended to increase for in-patients and to 

decrease for out-patients. The decrease of patients’ out-of-

pocket payments   is explained by the fact that the number of 

patients with valid health insurance has increased and insurers 

accept reimbursing certain health services that previously 

were not covered. This assertion was also confirmed by the 

study of Ties Boerma and colleagues [10]. However, this 

assertion is not confirmed for in-patients where certain health 

services remain to be reimbursed only partially or not at all by 

health insurers. 

Conclusion 

The use of an open source hospital information management 

system enabled the detailed monitoring of universal health 

coverage in 6 Rwandan hospitals. The results show 

improvement in health coverage in both public and private 

hospitals in the period between 2011 and 2014 due to the role 

of public, community and private health insurance schemes. 

But efforts are still needed to further reduce the patients’ out-

of-pocket payments. 

This study demonstrates the possibility to assess the level of 

universal health coverage in a developing country using 

hospital management systems. Although we targeted referral 

health facilities, this experience could also be applied to first-

level health facilities such as health centers through an 

adequate ICT infrastructure based health information 

management. 
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Abstract 

A sensor network is key infrastructure for advancing a 

hospital information system (HIS). The authors proposed a 

method to provide roaming functionality for Bluetooth to 

realize a Bluetooth-based sensor network, which is suitable to 

connect clinical devices. The proposed method makes the 

average response time of a Bluetooth connection less than one 

second by making the master device repeat the inquiry process 

endlessly and modifies parameters of the inquiry process. The 

authors applied the developed sensor network for daily 

clinical activities in an university hospital, and confirmed the 

stabilitya and effectiveness of the sensor network. As 

Bluetooth becomes a quite common wireless interface for 

medical devices, the proposed protocol that realizes 

Bluetooth-based sensor network enables HIS to equip various 

clinical devices and, consequently, lets information and 

communication technologies advance clinical services. 

 

Keywords:  

Sensor Network; Bluetooth; Roaming; Hospital Information 

System; Clinical Application;  

Introduction 

A sensor network is key infrastructure for advancing a 

hospital information system (HIS). A sensor network enables 

one to plug various devices including vital sensors into a HIS 

and lets the devices send obtained data directly to connecting 

HISs. Consequently, the sensor network frees clinical staff 

from posting vital data into a HIS and frees patients from 

clinical incidents caused by misposting of the data. 

The sensor network enables us to divide complicated medical 

equipment, such as the echogram, into functional units and 

embed the equipment into a gigantic computer system, which 

is called hospital [1]. Embedded medical equipment with tiny 

sensing units, such as wireless ultrsound probes, frees clinical 

staff from carrying heavy medical equipment or patients to 

move to rooms with medical equipment, and enables the 

clinical staff to perform measurements anywhere. As a matter 

of course, obtained data can be directly stored to a HIS, and 

the data may enable a HIS to provide certain clinical 

diagnostic support in proper moment. Thus, embedding 

medical devices into a HIS can be a silver bullet to increase 

clinical productivity and safety by maximizing the benefit of 

information and communication technologies [2].   

A sensor network can be realized by any wireless 

communication technology, such as WiFi, Zigbee, and 

Bluetooth. A recent increase of social consciousness of health 

promotes vital sign sensors to equip connectivity with mobile 

information terminals, such as smartphones. The most 

common standard to mediate communications among personal 

health devices is Continua Health Alliance [3], which defines 

the standard connection protocol via Bluetooth. Recently, the 

existence of the Continua promotes clinical sensors to equip 

Bluetooth. Thus, once Bluetooth equips roaming functionality 

for enabling sensors to move around and real time location 

functionality to locate those moving sensors, it can be a 

feasible technology for emerging clinical sensor network 

environment. 

On the other hand, the Bluetooth protocol, which is originally 

designed as “wireless serial bus”, is not suitable for roaming. 

The conventional Bluetooth protocol requires a time-

consuming “pairing” process to connect a host computational 

device with a client terminals such as sensors. In this paper, 

the authors propose a method to provide roaming functionality 

for Bluetooth, implement the proposed method as a 

commercial Bluetooth sensor network system, and evaluated 

the developed system during daily clinical tasks at the Kyoto 

University Hospital. 

Methods and Materials 

Figure 1 shows the state transition diagram of Bluetooth. A 

Bluetooth module goes into “Standby” phase when it is 

switched on. When a CPU sends an “Inquiry” command to the 

Bluetooth module in standby phase, the module moves into 

the inquiry phase and starts to search nearby Bluetooth 

devices for a master communication device. Once a Bluetooth 

slave device such as a headset or a keyboard catches an 

inquiry packet from the master communication device, it 

responds with a Frequency Hop Synchronization (FHS) 

packet. After exchanging the inquiry and the FHS packet, both 

master and slave devices move into the “Page” phase and 

exchange communication parameters. Finally, both master and 

slave device move into “Connect” and “Transmit” phases to 

start data exchange.  

 

Figure 1 – The state transition table of Bluetooth 
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As a Bluetooth device moves into the page status immediately 

after discovery to wait for communication, a moving device, 

which is once coupled with a certain Bluetoth access point 

(BTAP), needs to wait for timeout to know that it is already 

out of reach of the BTAP. After that, the device needs to go 

through the inquiry process to find nearest BTAP. Moreover, 

the inquiry process is quite time consuming. The process 

requires approximately ten seconds. This limitation disables 

Bluetooth devices for smooth roaming under multiple BTAPs. 

The authors made the master device suspend and restart the 

inquiry process in shorter periods by changing parameters, 

such as the master’s inquiry interval and the slave’s inquiry 

scan window size.When a master device suspends and restarts 

inquiry process every 640 milliseconds, the average response 

time to discover slaves becomes less than one second. As 

medical devices under operation in clinical environment will 

not move quicker than walking speed, the achieved response 

time, less than one second, is adequate to let devices move 

around.  

Once a device obtains certain data to send, the device should 

be paired with a BTAP within a reach. As the paring process 

initiated by the medical device, the proposed system makes 

the medical devices act as the master nodes during inquiry 

mode. On the other hand, to enable a BTAP to accept 

connections from multiple devices, the BTAP needs to act as 

the master node of the particular connection to keep slave 

channel open to accept incomming connection request. 

Figure 2 shows the detailed protocol of the pairing process. In 

this diagram, a new comer (DEV3) tries to connect to a 

BTAP, which is connected with two devices (DEV1 and 

DEV2). In the beginning, DEV3 works as a master Bluetooth 

device to repeat the inquiry process as Figure 2(a) to keep 

finding nearest BTAP. When DEV3 obtains certain data to 

send, DEV3 immediately connects with the BTAP through the 

standard Bluetooth protocol as shown in Figure 2(b), then 

swaps their roles with the BTAP as shown in Figure 2(c). As a 

result, the BTAP keeps its slave channel open to accept an 

incoming device as shown in Figure 2(d).  

The BTAP keeps connection with DEV3 until DEV3 sends a 

termination code, an expected (pre-defined) data 

communication is finished, or the the BTAP detects timeout 

(Figure 2(e)). When DEV3 fails finishing communication, 

DEV3 goes back to inquiry process to find the nearest BTAP 

to restart the communication.  

 

(a) 

(b) 

(c) 

(d) 

(e) 

Figure 2 – The proposed pairing protocol (a) DEV3 keep find-

ing BTAP by repeating inquiry phase. (b) DEV3 connects with 

BTAP. (c) DEV3 and BTAP swaps their role by master-slave 

switch command. (d) DEV3 exchanges data with BTSA. (e) 

DEV3 closes communication channel. 
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Conclusion and Outlook 

This paper proposed and implemented a method to provide 

roaming functionality for Bluetooth to realize Bluetooth-based 

sensor network for healthcare industries. The introduction of 

the developed Bluetooth-based sensor network system for 

daily activities in a university hospital with approximately 

1000 admitted patients per day for five years clearly confirms 

the effectiveness and the availability of the proposed 

approach.  

As the Bluetooth becomes a quite common wireless interface 

for medical devices, the Bluetooth-based sensor network may 

enable HISs to equip various medical and non-medical 

devices. Consequently, the sensor network expands capability 

of information communication technology to advance clinical 

services. 
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Abstract 

Over the past decade, improving healthcare quality and safety 

through patient safety event reporting systems has drawn 

much attention. Unfortunately, such systems are suffering 

from low data quality, inefficient data entry and ineffective 

information retrieval. For improving the systems, we develop 

a semantic web ontology based on the WHO International 

Classification for Patient Safety (ICPS) and AHRQ Common 

Formats for patient safety event reporting. The ontology holds 

potential in enhancing knowledge management and 

information retrieval, as well as providing flexible data entry 

and case analysis for both reporters and reviewers of patient 

safety events. In this paper, we detailed our efforts in data 

acquisition, transformation, implementation and initial 

evaluation of the ontology.  

Keywords: 

Medical error; Patient safety; Ontology; Knowledge 

management  

Introduction 

The increasing high rate of medical errors indicates that 

patient safety is a prominent issue [1, 2]. A recent study 

reported that preventable medical errors cause annual deaths 

of 210,000 to 440,000 in the United States [3]. The magnitude 

of these medical errors, as well as near misses and unsafe 

conditions, has raised public awareness on patient safety and 

interest in research. For the purpose of preventing error 

occurrence, much attention  has been drawn into reasoning 

about systemic factors that contribute to the errors, while the 

road block appears to be the disclosure of patient safety events 

[1]. It is documented that the major obstacle to disclosing 

patient safety events and proposing systematic solutions is due 

to limited functionalities of a reporting system [4]. The core 

functionality of a reporting system is thought to be collecting, 

analyzing and learning from the existing mistakes [5-7]. 

Therefore, the systems should include functional modules 

such as data acquisition, knowledge management, information 

retrieval, and beyond.  

Reporting systems are pervasively used in the United States 

[4, 8], Australia [9], United Kingdom [10] and other countries. 

Nevertheless, debates on the effectiveness of such systems 

still remain. So far , there  has hardly been any study that 

reports a decrease of medical errors, mortality or morbidity 

directly due to the intervention of a reporting system [4]. 

Obviously, more efforts are needed to prove the value of the 

reporting systems. A first-line question is why the reporting 

systems are unsuccessful in demonstrating the value. Among 

various reasons, data quality is thought to be a major concern. 

Patient safety reports containing detailed narratives are helpful 

in replicating the incidents and further translating into 

improved patient safety. The narratives are different from 

other data types stored in generic health information systems, 

such as electronic medical record (EMR) data and clinical 

notes. Reporting systems collect a variety of data ranging from 

structured to unstructured formats and therefore may cause a 

data inconsistency issue, which leads to incompleteness and 

inaccuracy of the data entry [11]. For example, a reporting 

system with a structured data entry can oftentimes force the 

reporters to choose “other or miscellaneous” when they are 

asked to categorize a patient safety event [12]. In contrast, 

unstructured data (free text) are unconstrained in offering 

detailed information but they are not immune from issues. An 

obvious pitfall for the use of unstructured data in the reporting 

system is time efficiency. Many reporters are working under 

time pressure or in a multi-task mode and thus they may not 

have sufficient time to provide a complete and detailed report 

to the systems [11]. A recent study using a text prediction 

method intended to mitigate the abovementioned problems 

[13]. With this method, the system provides prompting 

information (suggested words/phrase to use) to the reporters at 

the time when they are typing free text into the data entry 

portal. The text prediction technique provides insights into 

extracting and organizing the semantic information based on 

the free text with the only limitation being that the prediction 

list was manually prepared by domain experts. Another pitfall 

for the use of unstructured data appears in data processing. 

Similar to clinical notes, typos, abbreviations, and nonstandard 

acronyms are typically intertwined with free text data. These  

have become barriers for data pre-processing, such as de-

identification, and classification by natural language 

processing (NLP), and thus cost extra time for reviewers in 

understanding  the data. 

Taxonomies have been used to address these problems as they 

intend to manage patient safety events as a knowledge base. 

The taxonomies used to document and classify patient safety 

reports can be traced back to 1987 when the Australian Patient 

Safety Foundation (APSF) originally reported the Australian 

Incident Monitoring System [14]. Later on, a series of well 

known taxonomies were put into use, which include the 

JCAHO patient safety event taxonomy [15], the National 

Coordinating Council for Medication Error Reporting and 

Prevention (NCC MERP)’s taxonomy of medication errors 

[16], the Neonatal Intensive Care system (NIC) [17], the 

Pediatric Patient Safety taxonomy (PED) [18], the Preliminary 

Taxonomy of medical errors in Family Practice (PTFP) [19], 

the Taxonomy of Nursing Errors (TNE) [20], and the Adverse 

Event Reporting Ontology (AERO) [21]. While these 

taxonomies served primarily as domain specific knowledge 

bases, the rapid increase of patient safety data calls for a 

sharable knowledge base organized by a unified language 

system.  

In sum, more efforts are needed for improving data quality, 

sharing and learning from patient safety events across the 

individual systems. A significant challenge to increase data 
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quality remains in the development of a unified domain 

knowledge base and the effective use of the data. To explore 

solutions to the problems, we aim to build a semantic web 

ontology (Medeon) using W3C open standard Web Ontology 

Language (OWL). The Medeon serves as a unified knowledge 

base for organizing patient safety events, and as a supporting 

component that facilitates the user end applications towards 

enhancing data entry and data quality.  

Materials and Methods 

Semantic Web Ontology 

A taxonomy as a controlled vocabulary in hierarchy has been 

used in patient safety reporting for years. Ontologies are 

explicit specifications of conceptualized definitions and 

relationships where these specifications define a taxonomy of 

the knowledge [22]. Specifically, an ontology models the real-

world knowledge by encoding the entities and the 

relationships among the entities. We aimed to develop an 

ontology to replace the role of a taxonomy because the 

ontology can provide a broader application over taxonomies. 

We chose OWL and semantic web technologies because they 

jointly provide a unique advantage for machine 

understandable semantics and descriptive logic reasoning. 

OWL has an advantage that allows us to identify unique 

patient safety terminologies or concepts that may appear under 

different names or originate from different sources. This 

advantage largely reduces the ambiguity in medical 

terminologies, and may advance the knowledge management 

of patient safety events. 

Previous work on building ontologies for patient safety events 

employed various methodologies (i.e., techniques, tools, 

procedures and guidelines) [23-25], yet these approaches are 

lacking computer understandable representations. In the 

present work, we refer to the Semantic Web for the Working 

Ontologist for theories and general guidelines  commonly 

employed in developing OWL ontologies [26]. Protégé 

(V4.3.0) was employed to implement the ontology.  

The Meta Ontology 

Patient safety taxonomies have been used as a reference where 

hierarchies, entities, and relationships can be used as candidate 

materials [23]. While these taxonomies served primarily as 

standards of domain specific taxonomies, the rapid growth in 

medical information needs a knowledge base for sharing and 

learning across the reporting systems through a unified 

language serving as a common denominator. With this view, 

the Common Formats (v1.2) developed by the Agency for 

Healthcare and Research Quality (AHRQ) were employed as 

the taxonomy where we extracted and encoded semantic 

knowledge into Medeon. Recognized as a unified standard of 

reporting patient safety events, the Common Formats are 

designed to specify and collect event information, which range 

from general concerns to frequent occurrences and serious 

types of  events. We borrowed the hierarchical structure in the 

Common Formats to build the OWL classes and rephrased the 

narrative data in the Common Formats to construct OWL 

incidents and objective properties. At the top level, four OWL 

classes consist of Circumstances_of_Event, 

Patient_Information,Reporting_Reporter_and_Report_Inform

ation, and Type_of_Event, with the maximum depth of four. 

Figure 1 shows the visualization of expanded classes. The 

OWL Object Property was defined as IsA property, for 

example, Inattention IsA Human_factors.  

Data Acquisition  

At an initial stage, all the entities and relationships 

implemented in Medeon were extracted from the Common 

Formats. Healthcare event reporting form (HERF), patient 

information form (PIF), and summary of initial report (SIR) in 

the Common Formats are regarded as a comprehensive and 

relatively complete collections of entities that can represent 

patient safety events. Therefore, a direct translation was 

performed in order to encode those entities from the Common 

Formats to Medeon. To obtain  high quality data in the 

Common Formats, we followed a set of principles as 

guidelines [27]. Table 1 provides a brief description on the 

principles. We borrowed eight principles that were separated 

into three dimensions to guide the rephrasing of the language 

used in the ontology. Note that we did not include ‘social 

quality’ from the Dimensions in the original literature since 

this dimension measures the ontology comparing it to the 

existing ontologies and emphasizes  the utility of the 

ontologies which are not applicable to the project. When the 

translation of entities was completed, we imported those 

entities into Medeon via Protégé. Data consistency was 

checked through Protégé build-in modules to ensure that no 

logical conflict existed in the ontology.  

Figure 1 - OWL Class Visualization by OntoGraf (V1.0.1) in Protégé (V4.3.0). 
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Evaluation 

The evaluation is intended to provide a comprehensive report 

pertaining to the effectiveness and validity of ontology in 

multi-dimensions. Our  evaluation design included the 

assessment of the ontology itself and the user experience. We 

designed a questionnaire with a 5-point Likert scale to collect 

the measurable data from domain experts  interested in using 

the ontology in their daily work.  

Below we enumerate a set of questions in the questionnaire. 

Each question is equipped with answers to a 5-point Likert 

scale (i.e., 1=very disappointed; 2=disappointed; 3=neutral; 

4=good; 5=very good).  

1. The phrases used in the vocabulary are well formed 

and the words are well arranged. 

2. The terms used in the vocabulary can explain the 

meanings of real-world concepts. 

3. The terms that appear in the vocabulary are clear. 

4. The vocabulary represents the designated domain and 

provides sufficient knowledge to the user. 

5. The claims the vocabulary makes are reasonable. 

6. The vocabulary can satisfy your requirements when 

you use it to categorize the case you are reviewing. 

7. Please rate the overall satisfaction based on your 

experience using the vocabulary. 

To make sure that the questionnaire reached the confidence 

level on effectiveness and validity, we employed a pre-

measurement to assess the content-validity and inter-rater 

reliability to guide the final revision of the questionnaire. The 

content-validity measures to what extent the designed 

questions subjectively reflect the tasks they purport to 

measure. The inter-rater reliability measures the degree of 

agreement among raters. Three domain experts used the pre-

measurement to validate the questionnaire where randomly 

selected patient safety reports were provided in the task.  

The questions listed below were used for measuring content-

validity. Each question was instructed to be answered on a 4-

point scale (i.e., Not relevant; Somewhat relevant; Quite 

relevant; Highly relevant) 

1. “The phrases used in the vocabulary are well-formed 

and the words are well-arranged.” 

Does the scale purport to measure “The correctness of 

syntax.”? 

2. “The terms used in the vocabulary can explain the 

meanings of real-world concepts.” 

Does the scale purport to measure “The 

meaningfulness of terms.”? 

3. “The terms that appear in the vocabulary are clear.” 

Does the scale purport to measure “The clarity of 

terms.”? 

4. “The vocabulary represents the designated domain and 

provides sufficient knowledge to the user.” 

Does the scale purport to measure “The 

comprehensiveness of the vocabulary in a certain 

domain.”? 

5. “The claims the vocabulary makes are reasonable.” 

Does the scale purport to measure “The accuracy of 

information.”? 

6. “The vocabulary can satisfy your requirements when 

you use it to categorize the case you are reviewing.” 

Does the scale purport to measure “Whether the 

vocabulary specifies agent’s specific requirements.”? 

7. “Please rate the overall satisfaction based on your 

experience using the vocabulary.” 

8.  Does the scale purport to measure “The overall 

satisfaction to the vocabulary.”? 

Results 

Upon the completion of Medeon, we obtained a semantic web 

ontology in OWL format. The ontology represented, with 

necessary conceptualization and translation, the entities and 

relationships of patient safety knowledge that were extracted 

from the Common Formats. The ontology was constructed in a 

hierarchy with four top-level classes where each contained 

sub-classes with a maximum depth of four levels. An example 

of OWL individuals is shown in Figure 2. As in the 

preliminary stage, these individuals may be incomplete yet 

they represent the most frequently used concepts and 

terminologies appearing in the Common Formats. Note that 

OWL classes and individuals, as well as the OWL properties, 

are open to expand. That being said, the knowledge we 

borrowed from the Common Formats serve as building blocks 

for further development without limiting patient safety 

ontology.  

Two domain experts participated in the pre-measurement. The 

results showed a 100% agreement for the inter-rater reliability 

and 100% for content validity.  

 

Figure 2 - OWL Individuals in Protégé (V 4.3.0). 

Discussion and Future Work 

The ontology primarily serves as a knowledge base to model 

the taxonomies broadly used for patient safety reports. With 

this role, the proposed ontological approach aims to meet the 

challenges in the development of reporting systems. Among 

the many factors fundamental for a successful reporting 

system, data quality has been a major concern. An outstanding 

reporting system should be able to collect quality data that link 

to the procedures and factors threatening patient safety in a 

timely manner. Nevertheless, a great number of reporting 

systems are suffering from low quality data due to inefficiency 

and ineffectiveness of data entry [11, 28, 29]. To improve the 

data quality, much effort has been made in increasing the 

number of reports, but the increase in quantity does not 

improve the system performance since the very crux of the 

C. Liang and Y. Gong / On Building an Ontological Knowledge Base for Managing Patient Safety Events204



problem remains in knowledge management. In fact, the 

reporting systems in use generate a great volume of patient 

safety reports, which on the contrary are becoming a burden 

for data processing.  

The ontology is what we believe is a suitable approach in 

patient safety reporting. Given a patient safety report, 

oftentimes it needs to be labeled with multiple categories in a 

hierarchical knowledge base. Neither plain reporting forms 

nor patient safety taxonomies can easily solve this problem 

during the submission of a report to the system or retrieving a 

report from the system. For example, a case being labeled 

under ‘lighting’ may be also labeled under ‘contributing 

factor’, ‘environment’, and ‘patient fall’, assuming that 

‘contributing factor’ and ‘environment’ are the super classes 

of ‘lighting’, while ‘patient fall’ is under the other super class 

yet has certain associations to ‘lighting’. It could be time 

consuming when reporting such a ‘lighting’ case in plain 

reporting forms and it could be difficult to extract the 

association between ‘lighting’ and ‘patient fall’, since they 

belong to different classes or different hierarchical levels. 

Fortunately, an ontology can contribute to these aspects since 

it encodes all the relationships among entities and is able to 

query via path expression.  

Ontology provides insights into an efficient and user-friendly 

data entry framework. Researchers have found close 

associations between data entry and the system performance in 

terms of the completeness and accuracy of patient safety 

reports [30, 31]. The majority of patient safety reports are 

recorded in free text. Although the free text might be an 

efficient and natural means for users to deliver an informative 

case, it could be costly to turn the raw information into a 

cognitively organized and manageable format for 

professionals to utilize . Applying semantic web ontology to 

organize the text data can support effective data entry. Such a 

use case includes web portals where ontology is used for 

defining terminologies and concepts (meanings) for an area of 

knowledge. For example, ‘patient fall’, ‘female’, ‘slip’, and 

‘emergency room’ are terminologies that can be found in the 

patient safety ontology. The ontology can also define a 

concept like ‘All female slips in emergency room are 

considered as patient falls.’ This provides an interesting angle 

to look into; the latent yet important information in the patient 

safety reports since a few distributed semantics (terminologies 

and relationships) appear to be sufficient for representing the 

most significant meanings in a report.  

To our best knowledge, the use of AHRQ Common Formats 

as the source taxonomy to build semantic web ontology is an 

initiative. Patient safety reporting systems never lack 

taxonomies, but a universal and computer understandable 

knowledge base. The Common Formats provide a compatible 

format that includes patient safety events ranging from a series 

of general concerns, frequent occurrences and serious types of  

events andmore importantly, the implementation of the 

Common Formats in an ontological framework offers an open 

environment to aggregate and share the patient safety 

knowledge base by cooperating with other data sources and 

ontologies.  

Our design and implementation have challenges and 

limitations. When building the ontology, it is most challenging 

in mapping between discrepant data sources due to the 

distinction among existing taxonomies in terms of the 

hierarchical structures and synonymous terminologies. We 

envision the use of NLP techniques and automatic classifier 

(i.e., k nearest neighbor) could facilitate the process, as we 

will expand Medeon in the next step. Also, a view on a unified 

coding system, such as Unified Medical Language System 

(UMLS), is definitely helpful. On the other hand, debates 

regarding validity and effectiveness are always in ontological 

studies Therefore, we must continue the evaluation study of 

the present ontology.  

Conclusion 

The development of a knowledge base for patient safety 

reporting systems is imperative for both practice and research. 

With the aim of establishing a comprehensive knowledge 

base, we employed a semantic web ontology that plays a key 

role underlying the reporting systems. The present ontology 

built on the Common Formats serves as the building blocks 

towards a unified knowledge base, with which the reporting 

systems are expected to support comprehensive data entry and 

increase the data quality. We envision that utilizing a semantic 

web ontology would facilitate information retrieval and reuse 

of the narrative data for expert review, clinical decision-

making and education. Moving forward, the swift growth in 

aggregate data requires a sustainable knowledge base to keep 

abreast with the latest reporting events. Our design must be 

open-minded to glean knowledge from the most recently 

reported data and tremendous amount of historical data. 
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Abstract 

openEHR is a flexible and scalable modeling methodology for 

clinical information and has been widely adopted in Europe 

and Australia. Due to the reasons of differences in clinical 

process and management, there are few research projects 

involving openEHR in China. To investigate the feasibility of 

openEHR methodology for clinical information modelling in 

China, this paper carries out a case study to apply openEHR 

archetypes to Clinical Data Repository (CDR) in a Chinese 

hospital. The results show that a set of 26 archetypes are 

found to cover all the concepts used in the CDR. Of all these, 

9 (34.6%) are reused without change, 10 are modified and/or 

extended, and 7 are newly defined. The reasons for 

modification, extension and newly definition have been 

discussed, including granularity of archetype, metadata-level 

versus data-level modelling, and the representation of 

relationships between archetypes.  

Keywords:  

Archetype, openEHR, Clinical Data Repository, Chinese 

hospital. 

Introduction 

A Clinical data repository (CDR) is a repository that stores the 

clinical data integrated from various kinds of clinical 

information systems for analysis and research. An 

increasingly larger demand for clinical research and 

application has drawn international initiatives’ attention and 

propels institutions such as the Mayo Clinic [1], 

Intermountain Healthcare [2], Stanford Medical Center [3], 

Massachusetts General Hospital [4] and Columbia University 

Medical Center [5], to build CDRs. 

As healthcare is a highly complicated and rapidly developing 

domain, the flexibility of the data model in CDR is rather 

indispensable. Being an open architecture for Electronic 

Health Record, openEHR advocates a dual-level methodology 

to conduct data modelling for clinical information [6]. It also 

provides a flexible modeling methodology to adapt to the 

evolution of clinical concept and knowledge. The architecture 

of openEHR includes reference model and archetype to 

separate clinical knowledge from clinical information. The 

reference model defines the data type, data structure, basic 

framework of EHR and represents the global characteristics of 

health record entries [7]. The archetype is a conceptual model, 

which is built on the base of clinical knowledge by clinical 

experts and specifies constraints on the reference model. 

Although openEHR methodology has been widely carried out 

and implemented in Europe and Australia [8-10], only a few 

researches studies utilizing openEHR have been conducted in 

China. Most of the existing publications in China were limited 

to the introduction or translation of the basic principles and 

concepts of openEHR [11-13]. Only few were related to 

openEHR implementation in the area of research [14], while 

none of them focuses on data modeling in clinical settings. 

The possible obstacles are the differences in clinical process 

of hospital and the healthcare management mechanisms 

between countries. To implement openEHR in China, an 

investigation of the feasibility of using openEHR 

methodology to model clinical data in China is a necessity. 

This paper introduces a case study of applying the openEHR 

archetypes to CDR in a Chinese hospital.  

Methods 

The selected tertiary class A hospital in the case study has 

deployed several information systems including HMIS (hospi-

tal management information system), CIS (clinical infor-

mation system), PACS (picture archiving and communication 

system), RIS (radiology information system), and LIS (labora-

tory information system). The clinical data has been scattered 

in these silo systems, and the physicians have to access differ-

ent patient data in corresponding system respectively. It is 

crucial to build a CDR to integrate all the clinical data from 

these heterogeneous information systems and provide real-

time data access services for applications to browse the com-

plete set of patient data in data viewing applications. To 

achieve this target, the CDR needs to contain all essential clin-

ical data including domains of patient demographics, encoun-

ters, medication, imaging examination, and laboratory test. 

The authors have designed a 6-step method to model the data 

in CDR via openEHR. 

1. Analyze MOH standards 

The data requirements of the CDR are first analyzed with 

regard to several standards. Chinese MOH (Ministry of 

Health) has published a set of standards related to healthcare 

data sets to facilitate information collection, storage, and 

exchange, such as “WS 363-2011 Health data element 

dictionary” (WS 363-2011) and “WS 445-2014 Basic dataset 

of electronic medical record” (WS 445-2014). “WS 363-

2011” defines the identification, naming, meaning, data type, 

representation, and value set for all the data elements in 

healthcare domain. The purpose of this standard is to provide 

the standardized definition of data elements for all 

applications in healthcare domain. “WS 445-2014” specifies 

the typical business model and clinical documentation of the 

electronic medical record (EMR) together with the data sets 

under this architecture. The data elements used in this 
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standard conform to “WS 363-2011”, except for some that are 

further constrained to adapt to the EMR context. 

Firstly, the standards of “WS 445-2014” and “WS 363-2011” 

were analyzed according to the requirements of the CDR 

scope, content, and data elements. The coverage of standards 

for the requirements is listed in Table 1 and Table 2.  

To be more specific, for each CDR data requirement, we need 

to find the corresponding data sets of “WS 445-2014” and 

refer to “WS 363-2011” for collecting the necessary data 

items in CDR, “none” indicates that the CDR requirements are 

not included in standards. For instance, the imaging 

examination requirements in the CDR refers to three data sets 

of “outpatient and emergency medical record”, “examination 

and laboratory test record” and “inpatient progress note” in 

“WS 445-2014”. After that, the relevant imaging examination 

data items can be found within “identification”, “assistant 

examination” and “healthcare organization” in “WS 363-

2011”. 

Table 1 – CDR requirements and WS 445-2014 

WS 445-2014 CDR requirements 

1) medical record summary patient demographics, 

encounters 

2) outpatient and emergency 

medical record 

imaging examination 

3) outpatient and emergency 

prescription 

medication 

4) examination and laboratory test 

record 

imaging examination, 

laboratory test 

5) general therapy and treatment 

record 

medication 

6) delivery record of therapy and 

treatment 

none 

7) nursing operation records none 

8) nursing valuation and plan none 

9) informing information none 

10) home page of inpatient medical 

record 

none 

11) home page of inpatient medical 

record summary of TCM 

none 

12) admission record encounters 

13) inpatient progress note imaging examination 

14) inpatient order medication 

15) discharged brief encounters 

16) transfer record encounters 

17) medical institution information none 

Table 2 – CDR requirements and WS 363-2011 

WS 363-2011 CDR requirements 

1) identification patient demographics, 

encounters, medication, 

imaging examination, 

laboratory test 

2) demographics and social 

economics characteristics 

patient demographics  

3) health history none 

4) health risk factor none 

5) chief complaint and 

symptom 

none 

6) physical examination none 

7) assistant examination imaging examination 

8) laboratory examination patient demographics, 

laboratory test 

9) diagnosis encounters 

10) medical assessment encounters 

11) medical plan and 

intervention 

encounters, medication 

12) health expenditure none 

13) healthcare organization patient demographics, 

encounters, medication, 

imaging examination, 

laboratory test 

14) health personnel none 

15) drug and material medication 

16) health management none 

2. Analyze existing database schemas 

The data items defined in the standards can only cover part of 

the CDR data requirements, and the schemas of the existing 

heterogeneous information systems should also be taken as a 

source for collecting the necessary data elements in CDR as 

shown in Table 3. For example, the data items of imaging 

examination can be found from Exam request, Exam item, 

Exam procedure, Image, and Report four tables in the existing 

database schemas.  

Table 3 – CDR requirements and existing database schemas 

CDR 

requirements 

Information 

systems 

Table schemas 

patient 

demographics 

HMIS Patient  

encounters CIS Visit, Inpatient admission 

imaging 

examination 

RIS Exam request, Exam item, 

Exam procedure, Image, 

Report 

laboratory  

test 

LIS Test request, Test item, 

Report, Sample 

medication CIS Medication order 

3. Merge data items 

Data items collected from the above two steps are merged into 

the final data set for CDR. If the data type, value set, or 

coding for same data element is not compatible in the 

standards and the database of existing systems, the one from 

the standards was used. After merging, 217 data elements 

were finally defined in a structured format and ready to be 

used as shown in Table 4. The data items of imaging 

examination is composed of 38 items among which 13 items 

came from standards and 25 items came from information 

systems.  

Table 4 – Number of data items collected from standards and 

information systems 

CDR requirements Standards Information systems 

patient demographics 18 21 

encounters 16 45 

imaging examination 13 25 

laboratory test 10 17 

medication 16 36 

4. Organize data items into concepts 

Since each archetype models only one distinct concept, the 

data items should be organized into concepts before modeling. 

Although the data items are classified into basic data sets in 

the standards, the classification is mainly clinical 

documentation oriented and the data sets often contain a 

number of distinct concepts. For example, the data sets in 

“part 4) examination and laboratory test record” of “WS 445-
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2014” contain two sub-domains of laboratory test and 

examination, and there are concepts about request, result, 

report, and specimen in each sub-domain. The data elements 

in “WS 363-2011” are just listed in a row one by one. On the 

other hand, the data schemas from different information 

systems are heterogeneous and overlapped. To organize the 

data items from both standards and data schemas of different 

systems, an entity-relationship concept modeling process is 

carried out and results in a group of 26 concepts. Semantic 

overlapping between concepts is avoided to our best to 

comply with the single archetype for single concept principle. 

The derived clinical concepts are shown in Figure 1. 

5. Map concepts to archetypes 

To achieve maximum reusability, the public archetype 

repository Clinical Knowledge Manager (CKM) is searched 

for matching archetypes with each derived concept with the 

name or other key words. The candidate archetypes filtered by 

searching are analyzed in details. If all the data items of the 

clinical concept are covered by the existing archetype, this 

archetype can be directly adopted without any modification. If 

only part of the data items of clinical concept is covered by 

the existing archetype, this archetype needs to be modified 

and extended. If more than one matching archetypes exist, the 

most semantically suited one was selected and then checked 

for whether it could completely cover or partially cover the 

concept. If there is no matching archetype for the clinical 

concept, a new one is defined. For archetype modification and 

extension, several operations are illustrated in the openEHR 

specification [15] such as revision, specialization, and new 

version. 

6. Model relationships between concepts 

After mapping concepts to archetypes for the CDR, the 

relationships between the concepts also need to be modeled. 

There are two general methods to express relationships 

between archetypes, archetype slot and link. Archetypes can 

be composed to express valid possibilities for larger structures 

of data from different levels of ontological hierarchy of the 

reference model. Such compositional connections are termed 

as ‘slots’. For example, “Section” and “Entry” archetypes can 

be composed through slots to represent the structure similar to 

clinical document with head, body, and content. Currently, 

almost all the archetypes in CKM use slots to express 

relationships between archetypes. “Link” is an attribute root in 

the deep architecture of the openEHR reference model and 

can refer to many other archetype structures.  

Results 

26 archetypes are identified to cover all the data requirements 

of the CDR, shown in Figure 2. 9 archetypes, listed in Table 

5, are from CKM and can be directly reused without any 

modification, which account for 34.6% of all 26 archetypes. 

10 archetypes, listed in Table 6, are modified and extended, 

among which 2 are revisions by replacing compatible data 

types with some data items, 8 are modified by adding data 

items, no specialization and no new version archetypes. 7 

archetypes, listed in Table 7, are newly defined since not all 

the clinical concepts are covered by the existing archetypes, 

which include 2 for laboratory test, 2 for examination, 2 for 

medication orders, and 1 for transfer management.  

So far, the 26 archetypes have been used to implement the 

CDR based on the relational database that provides data ac-

cess service in the hospital. Clinical data has been integrated 

from the heterogeneous systems into the CDR and a clinical 

data viewer for clinicians has been developed and used in the 

clinical practice. 

 

Figure 1 – The clinical concepts of the CDR 

 

Figure 2 – The archetype structure of the CDR 

Table 5 – Not changed archetypes 

Archetype 

ADMIN_ENTRY.discharge_admin_info.v3 

CLUSTER.address.v1 

CLUSTER.lab_result_annotation.v1 

CLUSTER.medication_amount.v1 

CLUSTER.organisation.v1 

CLUSTER.specimen.v1 

DEMOGRAPHIC-

ADDRESS.electronic_communication.v1 

DEMOGRAPHIC-PARTY_IDENTITY.person_name.v1 

DEMOGRAPHIC-PERSON.person-patient.v1 

Table 6 – Modified and extended archetypes 

Archetype 

DEMOGRAPHIC-CLUSTER.person_identifier.v1.1 

DEMOGRAPHIC-ITEM_TREE.person_details.v1 

ACTION.imaging_exam.v1.1 

ACTION.medication.v1.1 

CLUSTER.medication_admin.v1 

ADMIN_ENTRY.admission.v1.1 

COMPOSITION.encounter.v1.1 

INSTRUCTION.medication.v1.1 

INSTRUCTION.request-imaging_exam.v1.1 

INSTRUCTION.request-lab_test.v1.1 
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Table 7 – Newly developed archetypes 

Archetype 

ACTION.lab_test.v1 

ACTION.medication_order_schedule.v1 

ADMIN_ENTRY.transfer.v1 

INSTRUCTION.medication_order_schedule.v1 

OBSERVATION.imaging_exam_image_series.v1 

OBSERVATION.imaging_exam_report.v1 

OBSERVATION.lab_test_single.v1 

Discussion 

Although all the clinical concepts retrieved from the CDR of 

Chinese hospital can be modelled using the openEHR 

archetype approach, several issues were encountered and 

discussed below. 

Immaturity of archetype modification operations 

openEHR specifies three operations for archetype 

modification: revision, specialization, and new version [15]. 

Other than these three operations, there is another operation 

with subtle differences. So far, the only way to add data items 

to existing archetypes is through specialization. Since each 

archetype represents a concept, this requires creating a new 

specialized archetype, which represents a new concept. There 

is no way to add these data items to existing archetypes. Since 

the archetype development is still an ongoing process, there 

are great demands for this requirements. We define a new 

operation for this situation named extension shown in Table 8. 

Table 8 – Operations for archetype modification 

Operation Modification Compatibility 

Revision Modify description 

part  

Expand attributes, 

range of value sets, 

terminology 

Ensure backward 

compatibility 

Data created by 

pre-revised 

archetype is 

compatible with the 

revised version 

Specialization Strengthen the 

constraints  

Redefine and add 

nodes 

The range of value 

sets and semantics 

of nodes conform to 

the previous 

archetype 

Ensure the new 

specialized 

archetype must 

create data that 

conforms to the 

parent 

New version Change mandatory 

item to optional  

Adjust value range 

or coded term set 

Modifications are 

incompatible with 

the previous 

archetype 

Extension Add missing data 

items to existing 

archetypes 

Use semantic 

version as the 

naming rule 

Compatible with 

the original 

archetype  

To take an example, if two data items of memo and report 

identifier need to be added in the archetype 

INSTRUCTION.request-imaging_exam.v1, it can be easily 

versioned as INSTRUCTION.request-imaging_exam.v1.1 

through the “Extension” operation. 

With the extension operation, archetypes can be clearly 

managed using the semantic versioning mechanism. Applying 

archetypes to local context will be much easier since there is 

no need to figure out a proper name each time to add data 

items through specialization.  

The granularity of archetype 

Differences in the granularity of archetypes between the CDR 

data requirements and CKM archetypes can cause problems of 

information representation in clinical practices. Take imaging 

examination sub-domain as an example. The concepts 

extracted from the CDR include Request, Request Item, 

Result, Report, DICOM Study, and Image shown in Figure 

3a. Two coarse-grained archetypes (a) 

INSTRUCTION.request-imaging_exam.v1 which contains 

Request, Request Item and (b) 

OBSERVATION.imaging_exam.v1 which contains Result, 

Report, DICOM Study, Image are found in CKM and 

analyzed to extract corresponding concepts in Figure 3b. By 

comparing Figure 3a with Figure 3b, several important 

relationships between concepts are missing or improper, such 

as � one-to-many relationship between Report and Request 

Item, � one-to-one relationship between Request Item and 

DICOM Study, improper relationship cardinality between ��

Report and DICOM Study. The problem is that 

OBSERVATION.imaging_exam.v1 contains multiple 

concepts and the relationships between these concepts are 

greatly limited and not suitable for the CDR requirements. 

These differences result in structural modifications and 

reorganization of the archetypes which are demonstrated in 

Figure 3c. To represent �, 

OBSERVATION.imaging_exam.v1 is split into two 

archetypes, (c) OBSERVATION.imaging_exam_report.v1 for 

Result and Report and (d) 

OBSERVATION.imaging_exam_image_series.v1 for 

DICOM Study and Image. 

 

Figure 3 – Imaging examination concept relationships.  

Bearing the principle of one archetype for one clinical concept 

in mind, with more and more clinical requirements appended, 

fine-grained archetypes is more flexible and easier to 

represent concepts and its relationships, and will improve the 

modelling capability of archetypes eventually.  
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Metadata-level versus data-level modelling 

Problems are also encountered due to mismatches between 

metadata-level modelling and data-level modelling which 

happen in candidate archetypes and the CDR data 

requirements. For instance, all the results of the laboratory test 

have the similar structure, which consists of test item, test 

value and unit. In comparison to the clinical practice, for each 

laboratory test subject, such as full blood count and liver 

function, there is an archetype that contains certain data items 

of that subject. There are over 200 laboratory test subjects in 

the CDR, while only 19 of which have been defined with 

archetypes. Given the low scale of archetype coverage to 

clinical concepts, it is necessary to use an archetype that has 

the common structure for the general concept of laboratory 

test results.There is a OBSERVATION.lab_test.v1 archetype 

in CKM as the basis for all the laboratory test archetypes. We 

define a specialized archetype 

OBSERVATION.lab_test_single.v1 with data items test item, 

result, and result unit to represent the general strucutre of the 

laboratory test results. 

Representing archetype relationships 

Most of the archetypes in CKM use archetype slots to 

represent relationships between archetypes, but it has 

significant limitations that it can only express relation between 

certain types of archetypes. For example, archetype slot is not 

allowed between Entry based archetypes. The semantics of 

archetype slot is the major obstacle in this paper, and we 

choose links to express relationships between archetypes. For 

example, among imaging examination archetypes in Figure 

3c, to relationship �, a link node Image series is added to 

OBSERVATION.imaging_exam_report.v1 to refer to 

OBSERVATION.imaging_exam_image_series.v1. For �, a 

node Report identifier is added under node activities to (e) 

INSTRUCTION.request-imaging_exam.v1.1. For �, a link 

node Examination requested is added to 

OBSERVATION.imaging_exam_image_series.v1. Although 

link is a general method to represent relationships between 

archetyps, the usage of the link is not well explained in 

openEHR specifications and there are few examples. As 

relationship is an important aspect in information modelling, 

flexible relationship representation can greatly facilitate the 

application of the archetype approach to clinical practice. 

Conclusion 

This paper is the first research that builds a CDR and develops 

a clinical application with the openEHR methodology in 

clinical practice in China. A 6-step archetype modeling 

method was proposed, which refers to the MOH standards and 

exisiting database schemas for collecting required data items 

in CDR. It provides an important lesson for including 

experiments with the openEHR approach adoption in China, 

which also facilitates the openEHR adoption.  

Although the feasibility of the openEHR methodology has 

been verified by the case study, some limitations of openEHR 

when implemented in China have also been identified, 

including immaturity of archetype modification operations, 

the granularity of archetype, metadata-level versus data-level 

modelling and representation of archetype relationships. The 

findings of the case study will facilitate the openEHR 

adoption in China. 
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Abstract 

Consequences of the computerization of laboratory and 

radiology information system (LIS and RIS) are not well 

documented. The aim of this study was to evaluate the impact 

of computerization of LIS and RIS of four hospitals on 

performance and quality of care. The study was divided into 

three phases. First, the subprocesses and information flows of 

LIS and RIS were described. Then, a literature review was 

performed in order to identify the indicators used to assess the 

impact of computerization. Finally, comparisons were made 

between 2 hospitals. Using the initial framework, each partner 

described its process mapping concerning LIS and RIS. The 

review identified a wide panel of indicators. Only 41 were 

useful to assess the impact of information systems. For each 

two by two comparison, lists of relevant indicators have been 

selected from the identified indicators and according to the 

process mapping comparison. Two by two comparisons have 

to be completed. Eventually, these indicators may be 

integrated in the quality process of hospital information 

systems. 

Keywords:  

Hospital information systems; process assessment (health 

care); quality indicators, health care 

Introduction 

Health information systems (HIS) have been widely studied in 

order to evaluate their effectiveness [1-4]. Benefits of HIS 

have been shown on the improvement of hospital productivity, 

coordination of care and quality of care [5]. The use of HIS  

also has a positive impact on the prevention of medication 

errors and the reduction of adverse effects [6]. However, most  

published studies are descriptive ones, and are performed in a 

monodisciplinary context. They do not provide the analysis of 

the consequences of the computerization implementation in a 

system involving multiple participants in the care process [7]. 

One important part of HIS is the computerization of laboratory 

and radiology services, from the prescription to the report of 

the exam results to the health professional. The 

computerization of laboratory and radiology services started 

many years ago [8], but still varies widely between health 

establishments [9].  

The aim of this study was to: 1) describe the computerization 

of the subprocesses of a laboratory information system (LIS) 

and a radiology information system (RIS) of four hospitals; 2) 

identify indicators of the impact of computerization on 

performance and quality of care; 3) evaluate the impact of 

computerization on performance and quality of care using the 

pre-defined indicators.The same methodolody was applied to 

the three steps of this study, for LIS and RIS.  

Methods 

This study is part of the EVALSI project, led by a 

multidisciplinary consortium including four departments of 

biomedical informatics (Rouen, Paris, Lille and Nice), an 

engineer school (Mines ParisTech Graduate School) and a 

social sciences research centre (Research centre for the study 

and observation of life conditions). 

The great variety of computerization between hospitals 

allowed us to build a global methodology based on 

comparisons between hospitals. This methodology was chosen 

in order to limit the risk of bias of before and after studies, 

following the advice of the scientific committee of the DHSO.  

The study was divided into 3 phases. To date, phases 1 and 2 

have been completed.  

Phase 1: Process mapping 

For each hospital, a detailed description of processes and 

information flow in the HIS of medical biological and imaging 

services was performed. For each process or sub process, the 

computerization level, the inter-step data flow, and the data 

that could be used for the measures of indicators were 

described. An initial framework was originally built from two 

hospitals (Lille and Rouen), and then used to obtain the final 

process mapping.  

Phase 2: Identification of performance and quality of care 

indicators 

In order to identify the indicators used to evaluate the 

subprocesses of medical biological and imaging systems, a 

literature review was performed. We used systematic search 

processes to identify all published studies concerning our 

topic. We searched the PubMed database, and selected articles 

in English and French. Detailed queries are available at: 

http://www.chu-

rouen.fr/cismef/papers/Detailed_queries_used_for_the_literatu

re_review.pdf. Inclusion criteria were studies performed in 

hospitals, concerning performance and quality indicators, used 

to evaluate the impact of HIS. The selection of articles was 

performed by two authors (JP and CP) and controlled by three 

others (MS, NG and SJD). We also systematically searched 

the reference lists of all the included studies and relevant 

reviews. Disagreements were resolved by consensus.  
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Phase 3: Evaluation of the impact of computerization on 

performance and quality of care 

A list of performance and quality indicators was extracted 

from the literature review. Indicators that will be used for 

evaluation have been selected by five physicians (PM, MBJ, 

MS, NG, SJD), using 3 criteria: their applicability 

disregarding  the level of computerization of subprocesses, 

their measurability disregarding the hospital and their 

relevance. Disagreements were resolved by consensus. Some 

data will be directly extracted from the HIS. Other data will be 

manually collected in laboratory and radiology services and in 

clinical wards (medicine and surgery). Comparisons will be 

made between 2 hospitals, process mapping of which showed 

a difference in the level of computerization in one subprocess.  

Results 

Phase 1: Process mapping 

This phase has already been completed, and the results have 

been published. The result of the description of processes and 

subprocesses, using the previously developed framework, is a 

process mapping that allows for comparison between all the 

involved hospitals. Indeed, all participating hospitals 

described the same list of processes and subprocesses.  

The following subprocesses have been described for the LIS: 

ordering, request filling, sample labelling, transmission of the 

request, sample delivery to the laboratory, registration of the 

request in the LIS, reconciliation of the request and the 

sample, technical validation, biological validation, report of 

the result, result awareness.  

The following subprocesses have been described for the RIS: 

ordering, request filling, transmission of the request, 

appointment scheduling, organisation of the transport of the 

patient, registration of the patient in the RIS, production of the 

images, recording of the report, redaction of the report, 

transmission of the report, result awareness. 

This process mapping allowed us to identify the steps where 

methods or levels of computerization were different between 

hospitals, and for which we may be able, using the indicators, 

to assess the impact of computerization (e.g presence of a 

ScanBack in hospital A vs. none in hospital B). The interested 

reader may refer to the publication for more information [10].  

Phase 2: Identification of performance and quality of care 

indicators 

Respectively, 446 and 986 articles were retrieved by the 

bibliographic queries for biology and radiology. Respectively, 

after reading the titles and abstracts (and the full texts in case 

of a doubt), 109 and 64 papers met our inclusion criteria (see 

figure 1). 

Indicators for biological systems 

The literature review included 109 articles. Examples of 

indicators reported in the literature are listed below by type. 

• Delay indicators 

− Turnaround time and associated measures 

− Time between report of the result and reading of 

the result 

− Time between report of the result and 

consequential therapeutic change 

− Length of stay 

• Quality indicators 

− Quality of the exam request filling 

− Proportion of samples that cannot be analyzed 

− Error rate in exam result reports 

• Management indicators 

− Workload of the staff 

− Satisfaction of the staff, feeling of efficiency 

− Utilization rate of the machines 

• Cost indicators 

Indicators for imaging systems 

This literature review included 64 articles. Examples of 

indicators reported in the literature are listed below by type. 

• Delay indicators 

− Turnaround time and associated measures 

− Time between report of the result and reading of 

the result 

− Time between report of the result and 

consequential therapeutic change 

− Length of stay 

− Length of stay in medical imaging ward 

• Quality indicators 

− Irradiation dose 

− False diagnostic rate 

− Rate of unread reports 

− Rate of lost reports 

• Management indicators 

− Satisfaction of the staff, feeling of efficiency 

− Compliance rate with guidelines 

− Enhanced patient flow 

• Cost indicators 

 

 

Figure 1 – Inclusion flow-chart 

Phase 3: Evaluation of the impact of computerization on 

performance and quality of care 

From the wild list of performance and quality indicators 

extracted from the literature review, two short lists of 

indicators for laboratory information and radiology 

M. Schuers et al. / Quality Indicators from Laboratory and Radiology Information Systems 213



information systems were selected. Some activity indicators 

were also included in this selection. As a global indicator, 

turnaround time (TAT), which has been recognized in the 

literature as a key indicator [11], was impacted by all the 

subprocesses. Therefore, it has been decided to divide TAT 

into several sub-indicators. All the selected indicators are 

listed in tables 1 for biology and 2 for medical imaging.  

Table 1 – Indicators selected for laboratory information 

systems (n=17) 

Indicator 

type 

Indicators 

A
c
t
i
v

i
t
y

 
i
n
d

i
c
a
t
o

r
s
 

Number of analyses over a given period 

Mean number of analyses per patient and per 

day 

Mean number of analyses per physician and 

per day 

Mean number of blood samples per hospital 

stay 

Mean number of blood samples per day of 

hospitalization 

Number of analyses per patient and per 

hospital stay 

 

Rate of cancelled analyses over a given 

period 

P
e
r
f
o
r
m

a
n

c
e
 
i
n
d

i
c
a
t
o

r
s
 

Rate of analyses rejected as non-compliant 

over a given period 

Time between sample collection and report 

of the result (TAT) 

Time between sample collection and arrival 

in the lab 

Time between arrival in the lab and start of 

analysis 

Time between start of analysis and technical 

validation 

Time between technical validation and 

biological validation 

Time between start of analysis and report of 

the result 

Time between the report of a drug dosage 

result and the consequential therapeutic 

change 

Time between the report of a hyperkalemia 

and the consequential therapeutic change 

Time between report of the result and 

reading of the result 

 

Each indicator was precisely described, including all the data 

necessary to measure it. For each subprocess, indicators 

potentially impacted were identified. This allowed us to define 

the relevant indicators to perform each two by two comparison 

for LIS and RIS. Partial examples of the obtained matrixes are 

summarised in Tables 3 and 4, respectively. 

In most cases, indicators were impacted by several 

subprocesses. The selection of indicators for each two by two 

comparison was automatically deducted from:  

• the process differences between hospitals 

• the potential impact of the computerization of 

subprocesses on the indicators.  

The computerization of some subprocesses could be similar 

between two hospitals, for example, in Table 3, the ordering 

and sample labelling. The indicators only impacted by these 

subprocesses (eg: the rate of cancelled analyses over a given 

period) should be used as controls. Therefore, there should be 

no difference for these indicators between these two hospitals. 

Table 2 – Indicators selected for imaging services information 

systems (n=24) 

Indicator 

type 

Indicators 

A
c
t
i
v

i
t
y

 
i
n
d

i
c
a
t
o

r
s
 

Number of exams over a given period 

Number of exams per patient and per stay 

relative to the length of stay 

Number of exams relative to the number of 

physicians  

Number of exams relative to the number of 

radiologists 

Number of exams relative to the number of 

available machines 

P
e
r
f
o
r
m

a
n

c
e
 
i
n
d

i
c
a
t
o

r
s
 

Number of redundant exams per hospital 

stay 

Compliance rate of exam requests with 

guidelines 

Proportion of exams requests modified by 

radiologists 

Proportion of images viewed by requesting 

physicians 

Proportion of reports read by requesting 

physicians 

Proportion of lost exams in patients files 

Absorbed radiation dose per patient 

Time between prescription and report of the 

result (TAT) 

Time between prescription and receipt of the 

request in the radiology service 

Time between receipt of the request and 

appointment schedulling 

Time between appointment schedulling and 

execution of the exam 

Timer between the scheduled time of the 

exam and the actual time of the exam 

Exam length 

Time between the end of the exam and the 

availability of the images for the requesting 

physician 

Time between the end of the exam and the 

availability of a first report for the requesting 

physician 

Time between the availability of the report 

and taking into account the results of the 

exam 

Time between the end of the exam and the 

availability of the final report for the 

requesting physician 

Patients waiting time in the radiology 

services 

Report writing time by the radiologist 

 

In the case that one indicator was impacted by several 

subprocesses, and the difference in the computerization 

between two hospitals concerned only one of theses 

subprocesses, the above mentioned indicator should be 

considered as relevant to assess the impact of computerization 

of this subprocess. For example, in Table 4, the time between 

ordering and reception of the request in the medical imaging 

ward was potentially impacted by ordering, request filling and 
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Table 3 – Examples of computerization differences of several LIS subprocesses between Rouen and Paris hospitals, and their 

respective impacted indicators 

Subprocesses Rouen Hospital  Paris Hospital  Impacted indicators 

Ordering Computerized 

step (use of the 

LIS test cata-

logue) 

Computerized 

step (use of the 

LIS test cata-

logue) 

Number of analyses over a given period,  

mean number of analyses per patient and per day,  

number of cancelled analyses over a given period,  

number of analyses rejected as non-compliant over a 

given period,  

time between sample collection and report of the result,  

time between sample collection and arrival in the lab 

Request filling Paper applica-

tion form  

Computerized 

step 

Time between sample collection and report of the result,  

time between sample collection and arrival in the lab 

Sample labelling Label identify-

ing the patient 

Label identifying 

the patient 

Number of cancelled analyses over a given period,  

number of analyses rejected as non-compliant over a 

given period,  

time between sample collection and report of the result,  

time between sample collection and arrival in the lab 

Transmission of the 

request 

Physical trans-

mission 

Electronic trans-

mission after 

validation 

Time between sample collection and report of the result,  

time between sample collection and arrival in the lab 

Table 4 – Examples of computerization differences of several RIS subprocesses between Rouen and Lille hospitals, and their  

respective impacted indicators 

Sub processes Rouen Hospital  Lille Hospital  Impacted indicators 

Ordering Computerized 

step (use of the 

RIS exams cata-

logue) 

Paper prescription Number of exams over a given period,  

number of exams per patient and per stay relative to the 

length of stay,  

number of exams relative to the number of physicians,  

number of exams relative to the number of radiologists,  

number of exams relative to the number of available 

machines,  

number of redundant exams per hospital stay,  

compliance rate of exam requests with guidelines,  

time between prescription and report of the result,  

time between prescription and receipt of the request in 

the radiology service 

Request filling Paper  

application form 

Paper  

application form 

Compliance rate of exam requests with guidelines,  

time between prescription and report of the result,  

time between prescription and receipt of the request in 

the radiology service 

Transmission of the 

request 

Physical  

transmission 

Physical  

transmission 

Compliance rate of exam requests with guidelines,  

time between prescription and report of the result,  

time between prescription and receipt of the request in 

the radiology service 

Appointment  

scheduling 

Partially  

computerized 

step 

Manual  

registration 

Number of exams over a given period,  

compliance rate of exam requests with guidelines,  

rate of exams requests modified by radiologists,  

time between prescription and report of the result,  

time between receipt of the request and appointment 

schedulling,  

time between appointment schedulling and execution of 

the exam 

 

transmission of the request. Ordering is the only subprocess 

that differs between Rouen and Lille hospitals. Therefore, for 

the Rouen vs. Lille comparison, the time between ordering 

and reception of the request in the medical imaging ward was 

relevant to asses the impact of ordering computerization. 

Nevertheless, and still considering one indicator impacted by 

several subprocesses, if the difference in the computerization 

between two hospitals concerned more than one subprocess, 

the measures of the indicator should be hard to interpret, and 

could be useless.  

Discussion 

Using the initial framework, each partner described its process 

mapping concerning laboratory and imagery information 

systems. The literature review allowed us to identify a wide 

panel of indicators. Most of them were relevant to assess the 

quality of biological and medical imaging exam processes, but 

only few of them were useful to assess the impact of IS in our 

context. From the indicators identified and the process 

mapping, lists of relevant indicators have been defined to 

perform two by two comparisons.  
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TAT, and its subindicators, seemed to be well fitted to assess 

the impact of IS [11], and were considered  quality indicators, 

especially in the biological domain.  

Our study has several limitation.The standardized framework 

was quite basic. On the one hand, two quite different 

processes can be described in the same way. Therefore, it was 

necessary to have  good knowledge of the process in order to 

avoid a false comparison. On the other hand, the framework 

facilitated the description of processes in hospitals as it did not 

require advanced skills for the description process. Moreover, 

the resulting process mapping was easy to compare as they 

shared the same format. The framework was adopted well by 

the four hospitals. Furthermore, only university hospitals were 

included in this study. This might be a possible concern for 

external validity. Nevertheless, their HIS profiles were quite 

different and many interesting comparisons could be made. A 

few subprocesses were similarly computerized. Obviously, 

this prevented the evaluation of the computerization of such 

processes, however, as indicators were impacted by multiple 

subprocesses, this strengthened the interpretation of indicators. 

The consortium validation of each step is a strength of this 

study: the validity of the overall process should be considered 

as strong.  

These indicators will be integrated in the quality process of the 

Rouen LIS and RIS, and more generally in the Rouen 

computerized provider order entry and other involved 

applications of the HIS. Several other steps are already 

planned, in particular the extension of this quality process 

evaluation framework in other types of health facilities, eg: 

proprietary hospitals and nursing homes.  
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Abstract 

Identifying patients with Fibromuscular Dysplasia (FMD) at 

the international level will have considerable value for 

understanding the epidemiology, clinical manifestations and 

susceptible genes in this arterial disease, but also for 

identifying eligible patients in clinical trials or cohorts. We 

present a two-step methodology to create a general semantic 

interoperability framework allowing access and comparison 

of distributed data over various nations, languages, formats 

and databases. 

Methods: The first step is to develop a pivot multidimensional 

model based on a core dataset to harmonize existing 

heterogeneous data sources. The second step is to align the 

model to additional data, semantically related to FMD and 

collected currently in various registries. We present the 

results of the first step that has been fully completed with the 

validation and implementation of the model in a dedicated 

information system (SIR-FMD). We discuss the current 

achievements for step 2 and the extensibility of the 

methodology in the context of other rare diseases. 

Keywords: 

Information Systems; Health Information Exchange; 

Semantics; Vocabulary; Fibromuscular Dysplasia. 

Introduction 

Fibromuscular dysplasia (FMD) is a heterogeneous group of 

idiopathic, non-atherosclerotic, relatively rare vascular 

diseases, leading to the narrowing of medium-sized arteries, 

mostly the renal and internal carotid arteries [1], [2]. The 

etiology and pathogenesis of this disease are unknown and 

there is no biochemical test for the condition. The diagnosis 

and classification of FMD relies today on angiographic 

findings. These data are collected in heterogeneous databases 

at different points of care. Moreover, additional data about 

patients are often associated with these findings but not 

routinely. For instance information about “Anisuporia / non-

reactive pupils” is collected in the American registry
 

(FMDSA
1

) [3], but not systematically collected in other 

databases. Beside this, the large diversity of cultures, laws, 

regulations and operational implementation regarding personal 

health data processes (access, gathering, sharing, etc.) across 

                                                           

1

 http://www.fmdsa.org/research_network/fmd_registry accessed on 

December 14, 2014 

countries induces variation in the nature of the data that are 

collected. For instance the “race” information will be 

systematically present in USA registries while in European 

ones, the information will be “geographical origin of the 

parents”.  

Frameworks accessing and comparing distributed and 

heterogeneous data with consistent semantics are needed to 

enable cooperative research and progress in the 

comprehension of the disease. Our main challenge is to 

develop such a framework that includes an e-registry 

collecting standardized FMD data across Europe and that 

gives access and reuse of existing local FMD registries in 

other regions. E-registries have been developed by the authors 

in other domains [4][5]. 

We have designed a generic two-step methodology to set this 

framework in the context of FMD based on current 

Information Technology paradigms.  

Nowadays, semantic interoperability is a broadly used 

paradigm to approach the problem of sharing data from 

heterogeneous data sources [6]. Many semantic 

interoperability platforms have been developed in various 

projects to apply this paradigm for data analysis by querying 

heterogeneous and distributed data sources. Examples are 

given by the EHR4CR European project [7] and the DebugIT 

European project [8]. The rationale of such systems is to 

define the intended meaning (semantics) of the data to ensure 

coherent interpretation by humans and processing tools, even 

when data are not coded the same way [9]. Some existing 

frameworks are based on an ontology to unify structural 

models and terminologies together with relevant mapping sets. 

This approach has been tested in the context of the EU 

Framework Program 7 TRANSFoRm project [10]. 

In the following, we describe the two-step method to develop 

a framework that comprises first, a European e-registry based 

on a pivot multidimensional model to merge existing local 

FMD databases in France and second, mapping resources to 

make the registry usable at the international level by sharing 

data semantics with the USA FMD registry. We present the 

resulting multidimensional model and the current status of the 

project.  

Finally, we discuss some issues raised by this two-step 

methodology and its generalisability. 

MEDINFO 2015: eHealth-enabled Health
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for rare diseases has been set to respond to public health and 

epidemiological queries across all rare diseases [13]. These 

initiatives demonstrate the value of building CDE data sets. In 

[13], the authors argue the necessity to define core minimum 

data sets for each group of rare diseases in order to continue 

the efforts to make data interoperable for research. 

Excel files and paper-based clinical Research Forms were 

identified and analysed by both FMD experts and ontologists 

to reach a consensus on a conceptual model for FMD 

descriptions. The target FMD model is a fixed set of CDEs. In 

terms of standardisation, the coding of the medical domain 

values can be adapted to a country’s existing practices. For 

example, the rare disease diagnosis can be coded in Orphanet
5

, 

OMIM, or SNOMED CT depending on the context and the 

required granularity of the coding. In France, diagnostic 

coding relies on Orphanet codes and is done by clinicians. 

Academic portals such as UMLS
6

 or CISMeF
7

 provide 

alignments between coding systems. 

We built a set of fake cases, each case corresponding to a 

virtual patient, and asked a physician to describe the case 

using the model in order to confirm its accuracy. An 

information system implementing the model has been 

developed and is currently routinely used to feed the e-registry 

(Figure 2, step 1). 

Using reference terminologies to align SDEs 

One limit of using CDE come from the fact that, very often, 

data are collected at a local level for specific studies and may 

include specific data, semantically related to FMD but not 

explicitly expressed in the multidimensional model. For 

instance, the item “Summary_Smoking” is collected in [1] to 

answer a given query, it is semantically related to the item 

“number-of-cigarettes_daily” of the multidimensional domain 

but some alignment is needed. In this case, semantic 

interoperability can be achieved through data integration 

guided by an ontology [9] and in particular the approach of the 

type “global as view” in which an overall ontology is used as a 

source of mediation. However, and although there are starting 

efforts in the field, a domain ontology does not exist yet for 

FMD. In this situation, reference terminologies developed by 

Standard Development Organisations may be used to explicit 

the semantics of the data. The important initiative CTS2
8

 is a 

specification for representing, accessing and disseminating 

terminological content. Moreover, many services exist to 

provide correspondences between these reference ressources 

[14].  

Such an approach is used in the second step of our 

methodology to define mappings between reference 

terminologies and local interface terminologies used in local 

registries. 

Results 

Step 1 : e-registry  

A standardized set of Core Data elements 

The design of the methodology resulted in the following steps: 

(i) collecting a flat list of items as the union of the data 

elements and data values available from the material; (ii) 

performing a systematic review of the items by a group of 

experts; (iii) setting the different tables and value sets 

corresponding to the items and (iv) standardization by the 

eHealth team using Standard Development Organisations 

                                                           

5

 http://www.orpha.net/consor/cgi-bin/index.php 

6

 http://www.nlm.nih.gov/research/umls/ 

7

 http://www.chu-rouen.fr/cismef/ 

8

 http://informatics.mayo.edu/cts2/index.php/Main_Page 

resources to support semantic interoperability and facilitate 

data re-use.  

This step allows us to update the FMD nomenclature (e.g. 

unifocal vs. multifocal.) and to standardize the definition of 

FMD and FMD subtypes in order to harmonize clinical 

practices and enable cooperative research for this pathology.  

Several face-to-face meetings were conducted with experts to 

reach a compromise and obtain the set of CDEs. The USA 

registry items were considered during this process in order to 

cover as many items as possible that were collected from the 

material. The CDE set is composed of 194 items.  

The standardization of the data elements consists of:  

1. Identifying concepts in reference terminologies that 

correspond to the items. This allows us to standardize 

the value sets associated to the items.  

2. Choosing the prefered terms for the items and the 

elements in the value sets. 

For example, the item “Artères” is linked to the concept “Set 

of Arteries” in the FMA reference ontology
9

 and all elements 

in the value set of “Artères”, such as “Coronaire Droite” are 

also associated to concepts in FMA (see Figure 3).  

 

 

Figure 3 - Example of a common Data Element “Artères” 

resulting of an experts consensus and standardized with FMA 

concepts  

The resulting multidimensional model is composed of three 

fact tables corresponding respectively to “Diagnosis”, “Past 

Medical History” and “Current Situation”. It is composed of 

20 dimensions which are: Patients, Geographical Origin; Link; 

Symptoms; Signs; Vascular Events, Vascular Event Origin; 

Vascular Risk Factors; Type of FMD injury; Type of FMD 

histology; Surgery/Intervention; Type of intervention; Type of 

exam; Imagery Interpretation; Anatomical site, Arteries; 

Localisation; Drug Family; Drugs; Physical Exam; Biochimie, 

Familial History. Two groups of items have been designed in 

addition (exams; therapies) to take into account temporal and 

iterative information. 

The Figure 4 highlights the table Diagnosis and the relations 

with the other tables. 

                                                           

9

 http://sig.biostr.washington.edu/projects/fm/AboutFM.html 
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develop this framework. We have fully completed the first 

step of the methodology. A multidimensional model was 

developed from existing material and working sessions with 

experts and ontologists. An information system was 

implemented, SIR-FMD, based on this dimensional model to 

set an e-registry. Currently, all pre-existing patients from the 

ARCADIA/PROFILE program are included in the e-registry. 

A prospect of this work is to extend this e-registry to 

European countries as they will increase their use of the SIR-

FMD platform [19]. One important further step will be to 

support the integration of EHR data in the SIR-FMD platform.  

The second step is in progress and needs a large group of 

experts. A collaboration between the French team and the 

FMDSA team started recently with two objectives: 1) validate 

the correspondences between SDEs proposed by the French 

team and 2) agree on semantics. More work has to be done at 

the level of the SIR-FMD platform to integrate all needed 

alignments for performing new research queries across the 

European e-registry and the FMDSA registry. 

Finally, the methodology can be easily extended in other 

contexts. For instance, we are currently developing an 

international cohort for the ehlers danlos syndrome, a different 

rare disease, re-using the methodology and the "MetaSurv" 

generator. 
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Abstract 

Collecting, saving, and providing patient data are essential 

processes of documentation in a hospital. Many IT systems 

have evolved to provide solutions in this area. The automatic 

transfer of medical device data to these information systems is 

a new challenge for hospital IT systems. Some vendors are 

focused on the integration of medical IT systems and medical 

devices. They provide great solutions with magnificent 

features. Nevertheless, those integration solutions are 

proprietary and isolated, limiting the operator’s selection of 

his medical devices and medical IT systems. Standardizing 

communication processes within the operating room and 

between medical devices and medical IT systems brings 

benefits for both patient and hospital staff. This work 

identifies and proposes micro- and macrointegration profiles 

as a basis for new IHE Integration Profiles for both medical 

IT systems and medical devices of the operating room. 

Keywords: 

Standardization; IHE; healthcare; medical devices; 

interoperability; Hospital IT Systems. 

Introduction 

The ongoing spread of technology in the healthcare domain 

increases the necessity of connecting medical devices and 

clinical information systems. In healthcare, interoperability is 

the ability of different information technology systems and 

software applications to exchange data and to interpret these 

data in the same way as defined in the HIMMS Dictionary of 

Healthcare Information Technology Terms, Acronyms and 

Organizations [1]. Semantic interoperability between medical 

devices and clinical information systems will permit mixed-

vendor data transfer and comprehensive secure data 

acquisition, and it will enable innovations to improve patient 

safety, treatment, and workflow efficiency, reducing medical 

errors and healthcare costs to the benefit of patients [2]. 

The main goals of the OR.NET [3] project–funded by the 

German Federal Ministry of Education and Research 

(BMBF)–are the development of semantically interoperable, 

standardized, certifiable, secure, multi-vendor networking 

solutions for medical devices and clinical IT systems for the 

operating room and clinic. In order to achieve technical, 

syntactic, and semantic interoperability, OR.NET supports the 

Integrating the Healthcare Enterprise (IHE) initiative. IHE is 

an initiative of healthcare professionals and system vendors 

focused on improving the way computer systems share 

information [4]. IHE supports established standards such as 

Digital Imaging and Communications in Medicine (DICOM) 

[5] and Health Level Seven (HL7) [6] to address specific 

clinical needs, focusing on real-life integration problems. 

Providing specifications on implementing existing standards, 

tools, and services for interoperability, IHE establishes a 

guideline for a standardized communication in several clinical 

domains like IT infrastructure, radiology, patient care devices, 

and much more. It addresses aspects like security, patient 

privacy, and safety and shows how required data can be 

exchanged across different actors. Even if existing standards 

address some communication needs, they cannot close all 

interoperability gaps. This paper identifies gaps of the 

standards and promotes micro- and macrointegration profiles 

modelling communication needs between devices of operating 

rooms and clinical information systems. 

Materials and Methods 

The development of new IHE Integration Profiles usually 

consists of four steps [7]: 

1. Clinical and technical experts define critical use cases 

for information sharing. 

2. Technical experts create detailed specifications for 

communication among systems to address these use 

cases, selecting and optimizing established standards. 

3. Industry implements these specifications called IHE 

Profiles in hospital information systems (HIT). 

4. IHE tests vendors' systems at carefully planned and 

supervised events called Connectathons. 

During the OR.NET project, various methods were used to 

identify communication needs in the operating room and 

clinic. 

As a first step, we collected various clinical and technical use 

cases describing clinical and technical workflows between the 

operating room and medical IT systems in a standardized 

manner. Each use case should be characterized by the 

following information: author, involved actors, triggering 

events, preconditions, postconditons, invariants, standard 

workflow, alternative workflow, and temporal requirements of 

the arrival of transferred data. Temporal requirements range 

from closed-loop control of interconnected medical devices 

requiring real-time communication to archiving of patient 

images which is not critical in terms of time. Furthermore, 

each use case was linked to corresponding exchanged data in 

a communication matrix. All partners of the project 

(physicians, IT system vendors, medical device vendors, etc.) 

were involved in this process. We collected about 150 use 

cases. 
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As a further step, we developed a communication matrix 

template to investigate which devices or IT systems should 

communicate with each other. Medical devices and medical IT 

systems were classified in these categories: 

• Anesthesia Devices: Anesthesia Machine, Ventilator, 

Infusion Pumps, Syringe Pumps, Heat Preservation 

Mats, Patient Monitoring, Neurophysiological 

Monitoring, Anesthesia Workstation 

• Imaging Devices: Ultrasound Device, X-Ray, CT 

Scanners, MRI Scanners, Surgical Microscope 

Camera Ceiling 

• Navigation: Navigation System, Tracking Camera 

• Other Tools: Irrigators, Aspirators, Foot Pedal, 

Surgical Table 

• Building Utilities: Ambient Light, Displays, Air 

Cooling 

• IT-Systems: Clinical Information System (CIS), 

Documentation System, Patient Data Management 

System (PDMS), Picture Archiving and 

Communication System (PACS) 

These categories are represented by the x and y axis of our 

communication matrix. 

 

Figure 1 – Fragment of communication matrix 

Furthermore, we classified possible exchange data in order to 

investigate which kind of data should be exchanged by these 

devices and systems. Therefore, we classified data into: 

• Patient-related data 

− Streaming Data: Video (e.g. Endoscope-, 

Laparoscope videos); Measured values (e.g. 

heart rate, blood pressure, patient temperature); 

Navigation data 

− Non-Streaming Data: Patient administration 

data; Images (e.g. model data, segmented data); 

Discrete measured values (e.g. heart rate, blood 

pressure, patient temperature, medical report, 

laboratory findings, surgical planning data) 

− Alert data: like ventilation pressure is too high 

• Non-patient-related data 

− Streaming Data: Room temperature; Medical 

device’s status information; Navigation data 

(e.g. device position in the room); Device 

configuration parameters 

− Non-Streaming Data: Discrete measured values 

(e.g. 30% brightness, table’s tilt); Medical 

device’s status information; Device 

configuration parameters 

− Alert data: like technical alarms 

Different project partners, such as research organizations, IT 

system developers, medical device vendors, and physicians, 

filled the matrix template with specific patient-related and 

non-patient-related data. As a result, we aggregated 16 filled 

matrices in one communication matrix. Figure 1 shows a 

fragment of the aggregated matrix. 

Based upon the 150 concrete use cases and the 

communication matrix we derived four abstract 

microintegration profiles (MIP) describing four main 

communication types between clinical IT systems and medical 

devices or between medical devices. Each microintegration 

profile consists of the involved actors and a name for the 

transaction. The four microintegration profiles can be 

composed to one abstract macrointegration profile (MAP). 

As a fourth step, we performed a literature research on 

existing IHE profiles to map identified communication needs 

to existing IHE transactions. 

Results 

The following results were obtained from the communication 

matrix: 

• We identified the medical devices and IT systems that 

need to communicate with each other. In IHE terms, 

those also represent the actors of the microintegration 

profiles. 

• We identified the kinds of data that are exchanged by 

those devices or IT systems 

• We clustered all identified communication needs [8], 

resulting in four main MIPs and an abstract MAP. 

These profiles are described separately below. 

MIP “Communicate Worklist” 

The first MIP addresses the transfer of universal worklists to 

medical devices within an operating room. Thus, users are 

able to access and manipulate work items (e.g. orders, tasks, 

requests) originating from various IT systems, such as an 

operation planning system. The universal worklist can be 

accessed via a user interface that can be customized so that 

users can get only the most important information about the 

execution of the tasks displayed. For example, physicians can 

query all of the day’s upcoming surgery orders and patient 

names. This worklist could then be used to select a patient for 

documentation. In order to communicate the worklist we need 

a worklist provider and a worklist consumer. In terms of IHE, 

those will represent the actors of the transaction called 

Communicate Worklist as shown in Figure 2. 
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Figure 2 – MIP Communicate Worklist 

MIP “Communicate Patient Demographics”  

Since not every system provides the functionality of 

communicating a worklist, we propose a fallback mechanism 

if the universal worklist is not available. Therefore, the 

patient’s demographic data have to be digitally transmitted 

from the clinical information system to the operating room as 

shown in Figure 3. In this case, the two actors will be a patient 

demographics provider and a patient demographics consumer. 

“Communicate patient demographics” is the needed 

transaction. 

Figure 3 – MIP Communicate Patient Demographics 

In our scenario, the microintegration profiles Communicate 

Worklist and Communicate Patient Demographics mainly 

refer to a communication between the operating room and 

medical IT systems. 

MIP “Communicate Results” 

During surgery medical devices deliver both patient-related 

and non-patient-related data. Those result data are relevant for 

the involved devices as well as for clinical subsystems like an 

operation planning system or a clinical information system. 

This communication path is displayed in Figure 4. 

Figure 4 – MIP Communicate Results 

For the MIP Communicate Results we first classified the 

results that should be communicated in: 

1. Multimedia results like images, videos etc. 

2. Alphanumeric results like diagnostic data, examination 

parameters etc. 

Depending on the storage target, results should be available in 

raw, filtered, and aggregated form. Medical devices and IT 

systems may implement both actors: a result provider and a 

result consumer. For example, a PACS provides multimedia 

objects like patient images and saves images from imaging 

devices as a result consumer. A patient monitoring system 

may provide vital data and consume patient demographics 

from a patient demographics consumer actor. 

MIP “Communicate Technical Operation and Control 

Parameters” (TOCs) 

Some clinical use cases also address communication in the 

operating room between medical devices like the 

communication of technical operation and control parameters. 

TOCs can, for example, represent the current status of medical 

devices like light on/off or control parameters like light 

endoscope brightness increased by 30%. The communication 

of TOCs between an ultrasound dissector (USD) and a 

surgical microscope is one of OR.NET’s use cases. In this 

scenario the physician can view and modify USD parameters 

via the user interface of a surgical microscope. Here we 

distinguish between read operations like data visualization, 

read/write control, and closed-loop control. Closed-loop refers 

to the feedback interconnection between two medical devices, 

meaning that a medical device action is dependent on the 

deviation between the measured and desired performance. 

Read, read/write control, and closed-loop control have various 

temporal requirements that imply different communication 

transport media. While for visualization data and read/write 

control Ethernet network technology may satisfy the 

corresponding temporal requirements, a real-time network 

technology is mandatory for closed-loop control data so that 

patient safety can be guaranteed every time. Therefore, this 

MIP has two specifications depending on the required 

network technology: Communicate TOCs in non-real-time 

and Communicate TOCs in real-time. Figure 5 shows the 

abstract MIP Communicate TOCs. 

Figure 5 – MIP Communicate Technical operation and 

control parameters 

Figure 6 shows one macrointegration profile (MAP) as a 

result of the combination of the four MIPs. 

Figure 6 – Macrointegration profile 

This abstract MAP includes the following microintegration 

profiles. 

• MIP Communicate Worklist 

− Alternative: MIP Communicate Patient 

Demographics 

• MIP Communicate Results 

− Multimedia results 

− Alphanumeric results 

• Optional: MIP Communicate TOCs in non real-time 

• Optional: MIP Communicate TOCs in real-time 

Depending on the clinical scenario or the imminent surgery, 

the microintegration profiles can be variously combined, 

respecting the process data flow like starting with patient 

identity data, communicating results to medical devices and to 

medical IT systems. As an example, one specific MAP based 

on the communication between CIS, PACS, the Möller-Wedel 

GmbH & Co KG surgical microscope, and Söring GmbH 
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USD is described: at the beginning of each surgery, the user 

can enter patient data or select one patient from the worklist at 

the human machine interface (HMI) of the surgical 

microscope. 

Figure 7 – Macrointegration profile for use case surgical 

microscope and ultrasound dissector 

In the second case the worklist has to be queried from the 

worklist provider. This communication represents our first 

microintegration profile Communicate Worklist with CIS as a 

worklist provider and the surgical microscope as a worklist 

consumer. Patient data preview is supported by the HMI of 

the microscope. The second use case describes the triggering 

of USD functions, the use of USD parameters, and signaling 

USD error warnings over the HMI of the surgical microscope. 

For that the surgical microscope and the USD have to be 

previously configured. Using only one user interface for both 

devices would simplify handling both at the same time and 

provide better overview. For safety and security reasons, both 

USD parameters and functions must still be set, read, and 

triggered in the USD independently of any control by the HMI 

of the microscope. Settings on the USD always take 

precedence over conflicting settings on the HMI of the 

microscope. Using the HMI of the surgical microscope, 

current settings of the USD parameters can be visualized and 

changed on the microscope. The user can trigger USD 

functions over the HMI of the microscope and is warned when 

he exerts too much pressure with the USD instrument. Those 

communications are represented by the fourth 

microintegration profile Communicate TOCs. In this case, the 

surgical microscope represents the TOCs Consumer and USD 

the TOCs Provider. At the end of the neurosurgery, all stored 

patient data can be archived in medical IT systems. Picture 

and video recordings can be archived in a PACS and patient-

relevant data are stored in the clinical information system. The 

microscope acts here as a result provider, and CIS and PACS 

act as result consumers. Thus, microintegration profiles can be 

combined to accomplish needed communication requirements 

for specific surgery and user requests. 

Based on a literature search of existing IHE profiles, we 

identified existing IHE transactions that can map our 

communication needs. For each of the first three MIPs the 

identified IHE transactions are described below. 

 

MIP “Communicate Worklist” 

For this MIP the IHE Radiology domain provides a 

mechanism for communicating a DICOM Worklist in the 

Scheduled Workflow Integration Profile. An Acquisition 

Modality actor like a CT Scanner receives a DICOM Worklist 

after querying it from the Order Filler actor using the IHE 

transaction Query Modality Worklist [RAD-5]. This 

transaction may be used by medical devices with a DICOM 

interface to receive a DICOM Modality Worklist. In general 

DICOM interfaces are provided from medical imaging 

devices. One of the physicians’ requirements is to provide a 

universal worklist via HL7 for medical devices having no 

DICOM interface, but having an HL7 interface. At the 

moment IHE provides no transaction for communicating an 

HL7 worklist. One mechanism to handle this missing 

transaction is to provide a component that listens for 

appropriate HL7 messages like order messages, stores the 

information in a local database, and answers queries from 

various devices. 

MIP “Communicate Patient Demographics” 

For this MIP we identified the IHE Integration Profile Patient 

Demographics Query (PDQ). Applications can query a central 

patient information server and retrieve patient demographics. 

One can query partial or complete patient name, patient ID, 

date of birth, bed ID, etc. The Patient Demographics Query 

[ITI-21] transaction is triggered by the Patient Demographics 

Consumer actor and addressed to the Patient Demographics 

Supplier actor. If visit information is also required, one can 

use the Patient Demographics and Visit Query [ITI-22] 

transaction. The Patient Administration Management (PAM) 

profile is an alternative to PDQ. While the transaction Patient 

Identity Feed [ITI-30] provides the same category of data in 

push mode (notification/acknowledgement), PDQ operates in 

pull mode (query/response). 

MIP “Communicate Results” 

For communicating multimedia results, the IHE Radiology 

transactions Query Images [RAD-14] and Retrieve Images 

[RAD-16] can be used. During surgery the physician can 

display images with those DICOM-related transactions from 

an Image Archive actor. Intraoperative images can then be 

stored at the Image Archive/Manager actor with the Modality 

Image Stored [RAD-8] and Storage Commitment [RAD-10] 

transactions. 

For communicating alphanumeric results between, for 

example, physiological monitors, ventilators, infusion, and 

medical IT systems, the IHE Patient Care Device (PCD) 

domain provides the Device Enterprise Communication 

(DEC) Integration Profile. Device settings, device alarm state, 

and technical data from a medical device such as its battery 

charge status data can be transferred with the DEC profile. 

The Device Observation Reporter (DOR) actor sends device 

data to the Data Observation Consumer (DOC) actor by the 

HL7 based transaction Communicate Device Data [PCD-01] 

in compliance with IEEE 11073 terminology mapping. This 

allows semantic interoperability. 

MIP “Communicate Technical Operation and Control 

Parameters” (TOCs) 

For communicating TOCs between medical devices in the 

operating room, no IHE integration profile could be identified. 

Figure 8 shows the abstract macrointegration profile after the 

mapping to existing IHE Integration Profiles, whereat the 

actors of the individual IHE transactions were adopted. 
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Figure 8 – Macrointegration profile with existing IHE 

transactions 

Discussion 

Since patient demographic data are essential for an upcoming 

surgery, they have to be automatically transferred to the 

operating room in an accurate way. These data can be 

transferred using established standards like HL7 and DICOM. 

During surgery, medical devices deliver relevant data for 

medical IT systems. These data are mostly transferred by 

proprietary protocols. For communication of device data to 

medical IT systems, IHE provides the HL7-based integration 

profile Device Enterprise Communication as a first profile 

within the IHE Patient Care Device domain [9]. Connectathon 

results show that 51 vendors of medical devices and medical 

IT systems already implemented this integration profile, and 

18 of them implementing both actors: the Device Observation 

Reporter and the Device Observation Consumer [10]. 

Since IHE does not provide integration profiles for the 

communication between medical devices in the operating 

room, this paper provides basic microintegration profiles as a 

first step towards new IHE integration profiles. As a next step, 

the identified actors and transactions have to be specified on a 

technical level, including communication protocols, data 

model, and the semantics of exchanged data. 

Gathering and sharing medical device information with other 

devices using communication standards opens new ways in an 

Internet of Things (IoT) era. As IoT becomes relevant for the 

healthcare domain, further investigation is required in order to 

examine how standardizing efforts in healthcare and IoT 

interact. 

Conclusion 

This work identifies communication needs between medical 

IT systems and the operating room as well as between medical 

devices. Identified communication needs could be reduced to 

four abstract communication paths formulated as MIPs. 

Furthermore, a conceptual MAP was presented. According to 

the literature, the transactions of the conceptual MAP could be 

mapped to existing IHE transactions, except for the 

transaction “Communicate TOCs”. 
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Abstract 

Worldwide medical device embedded software certification 

practices are currently focused on manufacturing best 

practices. In Brazil, the national regulatory agency does not 

hold a local certification process for software-intensive 

medical devices and admits international certification (e.g. 

FDA and CE) from local and international industry to operate 

in the Brazilian health care market. We present here a 

product-based certification process as a candidate process to 

support the Brazilian regulatory agency ANVISA in medical 

device software regulation. Center of Strategic Technology for 

Healthcare (NUTES) medical device embedded software 

certification is based on a solid safety quality model and has 

been tested with reasonable success against the Class I risk 

device Generic Infusion Pump (GIP). 

Keywords:  

Medical Devices; Embedded Software Certification; Safety 

Certification; Certification Process. 

Introduction 

The software embedded in medical devices introduces new 

features and defines competitive differences among same-

class equipment. Despite this benefit, the presence of 

software, and its intense interaction with electrical and 

electronic components, implies new malfunctioning risks and 

potential harm to patients and healthcare professionals who 

interact with it. In the last decade, the US regulatory agency 

(FDA) has published information concerning fault cases on 

medical devices and the reports show 1,154,451 cases of 

damage, as well as the need for 5,294 recalls [1]. The same 

study points out that software is still largely responsible for 

recalls in medical devices, and is directly involved in 33.3% of 

recalls for Class I (high risk) equipment, 65.6% of Class II 

(medium risk) and 75.3% of Class III (low risk). 

The FDA provides some guidance to the industry on the 

general principles of software validation. In a specific 

document [2], the FDA specifies that software must meet a set 

of rules on the production process, as defined in the 21 CFR 

§820.70 law [3]. The legislation in Brazil is less specific on 

medical device embedded software, but recently the Brazilian 

regulatory agency ANVISA exposed a new norm to public 

consultation [4] which, in short, proposes to comply with the 

FDA production-based approach.  

Overall, the current certification models are mainly based on 

ensuring that the production processes follow international 

standards such as ISO 14971 [5] and ISO 80002 [6]. 

Promising alternatives are known, such as the argument-based 

approach, where manufacturers provide safety cases and 

certification authorities assess them individually, and the 

safety quality model approach, in which quality questions are 

provided to guide assessors to decide whether a software 

product is safe or not [7]. This work extends the NUTES-

IESE/Fraunhofer Software Safety Quality Model [7] with a 

safety certification process based on it. 

The Product Certifier Body (OCP in Portuguese) is the group 

appointed by ANVISA that have expertise to audit medical 

device production processes. However, to the best of our 

knowledge, there is no OCP accredited to perform specific 

certification for embedded software in medical devices, even 

if the focus is on the production process. 

NUTES Quality Model and the Certification Process 

Model 

The Center for Strategic Technologies in Healthcare (NUTES) 

was created in 2011, as result of a partnership between the 

State University of Paraíba (UEPB – www.uepb.edu.br) and 

the Brazilian Health Ministry, aiming to develop products and 

technologies to support the Brazilian medical device industry, 

as well as the regulatory agencies that supervise it. 

In 2013 and 2014, the NUTES technical team, in cooperation 

with the German institute IESE/Fraunhofer-Kaiserlautern, 

developed a safety quality model for medical device 

embedded software totally centered on the final product, 

instead of the manufacturing best practices. The basis of the 

NUTES Quality Model is a strong theoretical framework of 

safety engineering, combined with the Fraunhofer 

background, which has been accumulated through many years 

of providing services to industries in which embedded 

software is critical, such as automotive and the airline industry 

[8].  

The NUTES Quality Model proposes asking a set of quality 

questions against the software documentation; those questions 

precisely define what is considered safe software in a medical 

device [7]. In spite of that, the model does not include a 

process for how these questions should be asked, nor does it 

provide a step by step tutorial to check whether a software is 

safe or not. 

This paper presents a structured process used at NUTES to 

certify embedded software in medical devices. The process is 

original to Brazil and is not production-based, but rather 

product-based. It uses the NUTES Quality Model and, as a 

consequence, it is reusable and adaptable to any software-

intensive medical device. This is possible due to the quality 

model structure, based on general safety cases, which in turn 

refers to requirements, architecture, testing, and code aspects 

(common to every software product). 

The certification process presented in this work can be, for 

didactic purposes, split into three phases: 1) the initial 

customer interaction; 2) the documents acquisition to support 

the certification realization; and 3) the software analysis. 

Particularly for phases 2 and 3, we list the input and output 

artifacts. We also present the criterion of division in 5 

subareas of technical knowledge (safety, code, tests, 

architecture and usability), and the aggregation rules between 

areas, which produces a quantitative and qualitative outcome 

of the certification. 
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The provided process is compatible with the technical 

requirements demanded by ANVISA, and is continuously 

evolving to stay aligned with technical requirements 

Pilot Evaluation 

Manufacturers resist collaborating in experimental 

assessments since NUTES certification exposes classified 

product features. Moreover, ANVISA still does not require a 

local software certification. As an alternative, we performed a 

pilot evaluation of the process applying it to certify the 

Generic Infusion Pump (GIP) [9]. The GIP is a project 

developed by the FDA Software Engineering Laboratory in 

cooperation with the University of Pennsylvania.  

The GIP failed the NUTES certification process, mostly 

because we could not satisfy part of the quality model, either 

by lack of documents or due to real product safety issues. At 

the end of this document, we present a proper discussion on 

the results, implications and limitations of this approach. 

Methods 

Theoretical Background 

The process described here results from a bibliographic review 

of documents provided by regulatory agencies that describe 

the main product certification steps [10, 11]. Moreover, the 

NUTES certification team is working on the ISO 17025 [12] 

certification pipeline; and in planning the next step, the ISO 

9001 [13]. 

The process described next is documented within a full quality 

management system, compliant with international standards. 

We built the process assisted by an ISO consulting company.  

The interaction between NUTES and this company was 

formal, and occurred during eight months in 2014, from 

March to November. Furthermore, there are several direct and 

indirect contributions of members of the FDA and ANVISA to 

the current version of the certification process. The latter is 

much closer and especially important since many ANVISA 

members also act as professors at NUTES Postgraduate 

Program in Science and Technology in Health. The result of 

this effort is a structured model, presented in Business Process 

Modeling Notation (BPMN), and a list of documents that 

support its execution. 

We executed the GIP certification process in September 2014, 

in a 15-day period, and it was attended by the NUTES 

Software and Safety Engineering Research Team. Currently, 

this team is composed of PhD Computer Science faculty 

members with relevant contributions in the software 

engineering field [7, 14, 15, 16]. The team has been through a 

two-year safety-focused training by means of a cooperation 

with the experienced IESE/Fraunhofer Kaiserlautern.   

Evaluation Method 

We primarily evaluated the process in a pilot experiment for 

the GIP certification. We consider the infusion pump choice 

adequate for the following specific reasons: 

1. The FDA claims [1] that infusion pumps are a 

continuous source of safety problems; 

2. The GIP in an open specification. This is interesting for 

future evaluation and replication of the efforts in next 

phases of this work. Some obstacles could emerge if 

we had opted for a proprietary device. 

3. The GIP is a robust project of a regulatory agency and 

its documentation works as benchmark for both 

manufacturers and the academic community. 

4. It is a popular project, cited in more than 10 academic 

papers. 

5. Its conception is safety-focused, therefore directly 

addresses the requirements of this work. 

We used the GIP publicly available documentation [17] as 

input to the certification process; it includes articles, models 

and code. Complementary documentation was required and 

produced by means of NUTES internal efforts [18]. As a 

result, we present an argument-based validation and discuss 

the impact of the input documentation on the process. 

Results 

Certification Process Model 

The certification process entails three distinct and sequenced 

phases: Phase 1 (Business agreement) – contains the 

customer-NUTES interactions up to hiring the certification. In 

this phase, negotiation and contract signature occur; Phase 2 

(Document submission) – comprises the actions performed 

with the purpose to acquire the artifacts required to execute 

the certification process. This phase is interactive and 

incremental (i.e., we held document evaluation rounds and 

additional documentation is requested when necessary). The 

last phase takes place when the interactions end and the 

documentation is complete; Phase 3 (Software analysis) – the 

main certification phase. We share the documentation among 

the teams in charge of subareas of certification. The subarea 

certification is performed, and the individual results are 

composed into a final certification result. 

The brief description that follows summarizes the knowledge 

recorded in 19 operational processes and 15 document 

templates. The big picture of this work includes the link 

between this certification process model and a quality 

management system, together they configure the minimum 

elements required by ISO 17025 and ISO 9001, for which 

NUTES is to be submitted. 

Figure 1 details the certification process using BPMN. Notice 

that Phase 1 is not present in the flow since it is all about 

commercial interaction between NUTES and the product 

manufacturer, or ANVISA (both are potential clients for 

embedded software certification). This interaction includes 

defining the risk class of the equipment and the embedded 

software under certification, as well as the milestones and 

deadlines, specially related to the current specification of the 

NUTES technical team. 

Composing the Certification Dossier 

The certification process starts in Phase 2, in which the 

software documentation is requested from the client. This 

request specifies deadlines and delivery orders for the 

documentation. We analyze all documents received and 

depending on its completeness for the type of device under 

evaluation, we decide whether the received documentation 

meets the process needs; if it does not, we send a new request. 

The input software documents for certification are: 

1. Test Plans – a document that guided the execution of 

different categories of tests in the system; 

2. Test Logs – a detailed record that includes time 

marks of the execution tests results; 

3. Test Reports – a formal document that describes the 

tests results, where successes and failures are 

presented; 

4. Architectural Document – a high-level view of the 

system. It uses text and architectural models to 
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explain the system in a macro vision (e.g.: which 

module interacts with the alarm module); 

5. Functional Specification – presents the system 

expected behavior;  

6. Safety Requirements Document – this document lists 

the body of functionalities directly related to 

guarantee the safety of the system; 

7. Software Design – it describes the system in a still 

abstract perspective, but in a much lower level than 

the architecture (e.g.: how small code unities the 

interaction that occurs inside the alarm module); 

8. Software Source Code and Support Libraries – the 

system itself, coded in a known programming 

language; 

9. Usability Engineering Document – it describes the 

decision behind the way the interaction between 

system and user is considered; 

10. User Manual – a document addressed to the final 

user. It explains the correct way one should act in 

order to interact with the system; 

11. Alarms Specification – it describes the events that 

might happen, and how they fire observable 

notifications to the user; 

12. Risk Management File – an important document, 

suggested by ISO 80002 [6], which exposes every 

safety aspect of a device and how they are considered 

(e.g.: known risks, fail occurrence chance for 

different categories, etc.). 

 

 

Figure 1 – The certification process for medical devices 

embedded software 

Notice that these documents are a subset of those required by 

the FDA. This indicates that their production is typical, and 

does not impose drastic changes to the way that the software 

industry currently works. Moreover, in the case of certifying a 

real software instead of an open specification, the 

manufacturer is provided with “The NUTES Guide for 

Certification of Embedded Software for Clients”. The guide 

goes into detail on each required document and also presents 

sample documents with the completeness level expected for 

the certification process. 

Phase 2 takes at least one day and at most a week; this 

variation depends on the customer documentation availability. 

Once documentation is accepted, the third phase starts.  

In Phase 3 we establish a delivery plan for each team (i.e., 

safety, test, architecture, code and usability) involved in the 

certification. This plan takes into account the certifications in 

progress and the teams’ availability. Next, the full 

documentation body is detailed and shared (with possible 

copies) for the subareas. Finally, they generate specific 

reports. 

Figure 2 presents the process executed in each subarea. The 

first task is about receiving documents and checking if the 

documentation is complete. At this point, any team can make 

requests for additional documentation to the certification 

manager who controls the documents originally received in 

Phase 2.  

The subarea planning certification represents the first 

interaction with the NUTES Quality Model. The first step is 

about defining the set of questions that apply to the device 

under certification. At this point, teams should select questions 

and classify each of them as mandatory, desirable or optional 

according to device’s risk class. In the second step, we define 

deadlines for the execution and report delivery. All steps, 

including the choice of questions and their classification, 

demand prior technical background and should be endorsed by 

a previous certification executed at NUTES. 

The execution task refers to the assessment of available 

documentation seeking answers to the selected questions. For 

certification purposes, the NUTES Quality Model's questions 

must receive positive answers. Negative responses indicate a 

possible non-compliance of the software. 

 

 

Figure 2 – The subarea certification process for medical 

devices embedded software. 

In the end, each area produces two reports: a qualitative 

description of the product, and a quantitative result of the 

subarea certification. The first shows the assessed 

documentation, and presents a textual argument about the 

strengths and weaknesses of the product, highlighting 

nonconformities that led to negative answers (if any). Finally, 

Phase 3 

Phase 2 
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if the software fails the certification, the report suggests 

modifications to the software, such as new features to enable a 

better score on future certifications. The quantitative report 

describes the number of positive answers for each class of 

questions in comparison to the maximum score per class. 

Figure 3 shows an example of part of a quantitative subarea 

report. We express the number of positive and negative 

responses for each class in both textual and graphical 

representations. 

 

 

Figure 3 – Subarea quantitative results showing the total 

number of positive and negative answers for each class. 

Finally, the team leader inspects the subarea report looking for 

mistakes or inconsistencies. If the team members finds any 

divergence, they must revisit the whole subarea process. 

Returning to the main process, the certification manager 

analyzes each subarea report and produces the final report. 

The final report consists, first, of all subareas qualitative 

observations presented in a coherent outline. Next, it includes 

the subareas quantitative reports in a summarized table, with 

both “Yes” and “No” responses for each class of questions. To 

achieve the final result, the following aggregation rule is 

applied: questions related to mandatory safety features have a 

limit of zero negative answers allowed. Questions related to 

optional and desired safety features have an upper limit for 

negative answers according to the device’s risk class. For the 

GIP, two is the limit for negative answers in desirable 

questions, and a varying number of negative answers is 

acceptable for optional safety features related questions. Each 

area specialist, based on international standards practices and 

individual expertise, defines those bounds. 

Once the report is ready, one of the following situations 

occurs: 1) A certification is assembled and sent to the 

customer if it is compliant (i.e.: negative answers did not go 

over the limits) and therefore the embedded is considered safe; 

or 2) The customer is told the software failed the certification 

and is provided with the report that clarifies the problems that 

led to the negative result. 

Pilot Evaluation 

We applied the certification process to the GIP and the results 

show that the device, as currently described in the public 

specification, is not safe as a software intensive medical 

device is required to be according to NUTES Quality Model 

and its 300 safety-related quality questions. 

However, due to confidentiality reasons, we cannot elaborate 

on the real results for any subarea but Safety. Such restriction 

does not influence the certification process comprehension, 

the main goal of this work. Table 1 presents the quantitative 

results, where only Safety results are accurate while others are 

slightly modified. We altered these results in a way that 

conclusions are the same from the original report, as follows. 

Table 1 – Quantitative result of GIP certification against 

NUTES Quality Model questions 

Subarea Mandatory Desirable Optional 

 Yes No Yes No Yes No

Usability 3 10 12 16 14 1 

Safety 20 5 1 0 0 0 

Architecture 5 10 17 1 2 10 

Requirements 18 3 36 5 6 20 

Code 15 0 4 1 1 1 

Test 4 36 11 6 3 3 

Total 65 64 81 29 26 35 

 

A full “Yes” score is a must for Mandatory questions on every 

subarea; for the Safety subarea (real result), GIP’s 20 “Yes” 

out of 25 questions is enough to fail the certification. The 

illustrative numbers used for the remaining subareas show that 

we address Usability, Architecture, Tests and Requirement’s 

safety issues properly, and Tests holds the weakest safety 

treatment. On the other hand, Code alone had the best result, 

mainly because GIP’s code was a good source, where we 

found positive answers for all questions. 

Discussion 

The GIP project is largely different from conventional 

software. Its documentation derives from multiple academic 

works, while conventional documentation is generally 

produced in sequence, and each document is clearly related to 

others during the software engineering process. In this paper, 

we have claimed that we used all the available documentation 

for GIP. The first problem is that the documentation found 

was not enough to fill out the required list. For example, we 

used the Hazard Analysis [19] and a document of Risk 

Analysis [18] to address the lack of a Risk Management File. 

Therefore, from the 64 negations for mandatory question, only 

14 were based on real evidence. The other 50 were explained 

in terms of “No evidence in the documentation”.  

In a real product scenario, the information scarcity is also 

possible, but we would be able to ask the customer for extra 

documentation. Another aspect is the documents internally 

produced by NUTES team to reach the documentation 

required by the process, we believe that the certification scores 

could be higher if extra effort was placed in better composing 

of mock documents. Additional in-depth considerations, 

specifically for the Architecture subarea, can be found in 

another work [14]. 

Conclusion 

The regulation for embedded software in medical devices in 

Brazil is currently based on international certifications, such 

as the FDA or CE. These certifications focus on the audit of 

manufacturing processes, assuming that well-executed 

processes will generate safe products, but this approach has 

problems. In this work we presented a certification process 

focused on the product, supported by a quality model that 

provides a general safety case for embedded software in 

medical devices. 
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We applied the designed process to the GIP and the results 

point to the high standards to which a software-intensive 

medical device must comply with to be considered safe, and 

therefore certified. We have fully executed the process, but 

real product certifications are necessary to better validate and 

improve the process proposed here. First agreements with 

industry partners have already taken place, and we intend to 

execute new rounds of the process on commercialized 

products soon. 

The certification process is currently undergoing ISO 17025 

certification, and shall be submitted to the ISO 9001 soon. A 

first internal audit phase for ISO 17025 has already been 

accomplished. This step fulfills accreditation requirements to 

NUTES be able to provide ANVISA with a local software 

certification service to Brazilian and global manufacturers.  
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Abstract 

Medication errors are responsible for most inpatient adverse 

events. Medication reconciliation emerged as an effective 

strategy to decrease these problems, enhancing patient safety. 

Electronic health records with reconciliation tools could 

improve the process, but many aspects should be considered 

in order to reach expected outcomes. In this paper we 

analyzed how a compulsory, electronic reconciliation 

application was used at Hospital Italiano in Buenos Aires, 

through admission and discharge processes. We evaluated all 

medications that were reconciled during patient admission 

and discharge since its implementation, from February to 

November 2014. During that period, there were 78,714 

reconciled medications regarding 37,741 admissions (2.08 

reconciled medications per hospitalization), of 27,375 

patients (2.88 medications per patient). At admission, 63% of 

medications were confirmed and the remaining were paused 

or deleted. At discharge, 41% of all medications were 

reconfirmed. In the creation of the best possible medication 

history, the use of an electronic reconciliation tool would 

clean overloaded lists, but at the same time medications could 

be erroneously deleted. 

Keywords:  

Electronic Health Record; Inpatient Data; Cross sectional 

study; Medication safety 

Introduction 

Medication errors (ME) are the main cause of inpatient 

iatrogenesis, followed by postoperative complications and 

hospital acquired infections [1,2] Up to 20% of hospital 

adverse drug events (ADE) take place at admission or 

discharge and are related to poor inter-professional or patient-

professional communication [3]. More than 50% of the 

inpatient population has one or more unwarranted 

discrepancies between their prescription list and the actual, 

taken medications [4]. These shortfalls can lead to omission of 

crucial chronic medication, therapeutic duplication and names 

or doses mistakes. Almost 60% of these errors could 

potentially cause serious health risks for the patient [5,6]. 

Medication reconciliation (MedRec) is “a process of 

identifying the most accurate list of all medications a patient is 

taking,… and using this list to provide correct medications for 

patients anywhere within the healthcare system,”[7] thus, 

preventing ME especially during transition of care. A 

comprehensive achievement of the best possible medication 

history (BPMH) is particularly important [8]. 

Electronic tools could help to perform MedRec, consequently 

improving patient safety [9,10]. The introduction of an 

electronic reconciliation application showed a 28% relative 

risk reduction of potential ADEs [11]. However, effective 

implementation of MedRec has proven to be challenging, and 

clinical endpoints are currently subject to further studies 

[12,13]. There have been studies showing less than 20% 

adoption of optional electronic MedRec applications [14]. 

However, there is little information about the use of 

compulsory tools [15]. In 2014, Hospital Italiano of Buenos 

Aires (HIBA) implemented a mandatory electronic MedRec 

tool at patient admission and discharge. The objective of this 

paper was to analyze how an EHR-based mandatory 

reconciliation tool at admission and discharge was used, in the 

creation of the best possible medication history. 

Methods 

Study Design 

A cross sectional, descriptive study, with secondary analysis 

of a de-identified clinical database was performed. 

Population 

We included all of the 1) hospitalized patients at HIBA from 

February to November 2014, 2) medications that were 

reconciled during admission and discharge processes, and 3) 

physicians involved in the processes. 

Setting 

HIBA is a non-profit health care academic center founded in 

1853, with over 2,700 physicians, 2,700 other health team 

members (including 1,200 nurses) and 1,800 administrative 

and support employees. HIBA has a network of two hospitals 

with 750 beds (200 for intensive care), 41 operating rooms, 

800 home care beds, 25 outpatient clinics and 150 associated 

private practices located in Buenos Aires and its suburban 

area. It has an insurance plan (Plan de Salud - PS) that covers 

more than 150,000 people and also coordinates insurance for 

another 1,500,000 people who are covered by affiliated 

insurers. Between 2013 and 2014, over 45,000 inpatients were 

admitted to the hospital, with 45,000 surgical procedures 

(50% ambulatory) and 3 million outpatient visits. 

HIBA is a teaching hospital, with over 30 medical residency-

training programs and 34 fellowship programs. There are 

currently 400 residents and fellows in training.  
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HIBA runs an in-house developed Health Information System 

since 1998, including clinical and administrative data. Its 

Electronic Health Record (EHR), called Italica, is a unified, 

modular, problem-oriented, and patient-centered system that 

works in different environments (outpatient, hospital, 

emergency, and home care). Italica allows computer physician 

order entry (CPOE) for medications and medical tests, and 

storage and retrieval of test results, including images through 

a picture archiving and communication system (PACS) [16].  

Analysis Plan 

For this study, we analyzed: 1) the number of inpatients, 

gender, age, health insurance, time since first hospital contact, 

primary care physician (PCP) assignation; number of 

hospitalizations, number of admissions per patient, length of 

stay, admission and discharge diagnoses; 2) the number of 

confirmed, paused and deleted medications at admission and 

discharge; 3) the age, gender and specialty of physicians, 

seniority, authoring of admission and discharge documents. 

Admission and Discharge 

Before 2014, the admission and discharge documents were 

filled in plain text, including medical history and medications. 

To start the project we reviewed the literature, finding 

examples of electronic applications [17-21], and we worked 

within an interdisciplinary team (medical informaticians and 

computer-user interaction specialists) to reach an enhanced 

prototype of admission and discharge modules. A final 

version, implemented in early 2014, included a multiple-step 

wizard to fulfill information requirements for both processes, 

including MedRec. 

In the admission module (Figure 1), there is a step to verify 

ambulatory medications to create the best possible medication 

history (BPMH), by checking the patient’s home medication 

(from EHR) with direct patient interviews.  

 

Figure 1- Admission module at EHR: the step to verify what 

medications the patient is taking, to create the best possible 

medication history. 

Each prescription can be confirmed, paused, or deleted, and 

other drugs can be added if needed (paused medications can 

be reconfirmed afterwards, whereas deleted medications 

cannot). A subsequent step in the admissions module shows 

two columns to compare/reconcile the BMPH (left) and the 

admission medications (right), to reconcile differences. 

Similarly in the discharge module (Figure 2), there is a step to 

reconcile the prescriptions of the last day of hospitalization 

and the BPMH, to create the best possible medication 

discharge list (BPMDL). At this point, medications can be 

reconfirmed, paused or deleted. (See a brief tutorial at 

http://www.hospitalitaliano.org.ar/infomed/index.php?contenido=ver_curso.p

hp&id_curso=17931#.VSVZpNyG_1Z) 

 

Figure 2 - Discharge module at EHR: the step to compare 

medications during hospitalization (left) and ambulatory 

medications (right). 

Results 

During the 10 month period of the study, there were 37,471 

hospitalizations of 27,375 patients and 205 participant 

physicians. With respect to patient demographics (See Table 

1), the mean age of patients was 45.1 years (SD 28.57; SE 

0.17). 57% of the patients were women (15,693). PS covered 

41% of the inpatients (11,222); 93% of them had assigned 

PCPs. There were 1.36 hospitalizations per patient, most of 

them having just one (82%: 22,373 patients). The mean length 

of stay was 4.97 days (SD 8.71; SE 0.05). The most common 

admission and discharge diagnoses were childbirth, parturition 

(and C-section) and chemotherapy.  

 

Table 1- Patient characteristics 

Characteristics n =27,375 

Gender   

Female 57% (15,693) 

Age Ranges (0-103)   

< 1 y.o. 12% (3,308) 

(0= newborns) (10%) (2,783) 

1-20 y.o. 11% (3,102) 

21-40 y.o. 22% (5,896) 

41-60 y.o. 17% (4,787) 

61-80 y.o. 26% (7,124) 

> 80 y.o. 12% (3,158) 

Time since 1
st

 hospital contact 

< 1 y 45% (12,277) 

1-5 y 30% (8,332) 

> 5 y 25% (6,766) 

Admissions (n=37,471)   

1 82% (22,373) 

2 11% (3,173) 

>2 7% (1,829) 

LOS ranges (0-194)   

< 1 d 16% (6,118) 

1-5 d 58% (21,646) 

> 5 d 25% (9,199) 

no data 1% (508) 

LOS: length of stay; y.o.:years old; y: years; d: days 
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With respect to physician demographics, 205 physicians were 

in charge of both admission and discharge documents; 38% of 

them were women. The majority of physicians were from 

Internal Medicine, Orthopedics, Intensive Care, General 

Surgery and Obstetrics. Two thirds of the physicians were 

younger than 35 years old and 83% had been in the hospital 

less  than 5 years (See Table 2). 

 

Figure 3 - Changes in medication status at transitions of care 

(admission and discharge)using the MedRec tool.  

In the given period, there were 2.08 reconciled medications 

per hospitalization and 2.88 medications per patient. 

Concerning medication status, Figure 3 shows how many 

were confirmed, paused, or deleted at admission and 

discharge. The medications that were added to the BPMH 

using the MedRec tool were called “Newly Created” and 

represented just 7% of the total number of reconciled drugs 

(6,082 from 78,714). 58% of them were confirmed at 

admission (3,512), and the remaining 42% were paused or 

deleted (2,570). At discharge, just 44% of the newly created 

drugs were reconfirmed. 

Discussion 

The objective of this paper was to evaluate the use of an EHR-

based reconciliation tool at admission and discharge. HIBA 

has an in-house developed Health Information System that 

works in both, inpatient and outpatient settings. Even though 

every HIBA inpatient treatment was documented using the 

CPOE, only PS affiliates would benefit from the electronic 

prescription at discharge. Electronic prescription is 

uncommon for other insurers and providers, who still use 

paper based systems. Otherwise, the MedRec electronic tool 

would be useful for the entire HIBA population, creating a 

BPMH/ BPMDL as accurately as possible. 

Among the HIBA inpatient sample, almost 40% were over 60 

years old. Unintended medication discrepancies are more 

frequent in elderly populations [22,23], related to their 

high number of comorbidities and medication usage, and 

several health profesionals’ involvement [24]. The 

terminology data are still under further investigation, but 

preliminary analysis showed a significant rate of Cancer and 

Chemotherapy as some of the hospital’s top diagnoses, in 

addition to maternal and neonatal health. Oncology patients 

are also at higher risk for medication omissions [25], and they 

would benefit from a MedRec program. Patients’ regular 

length of stay was short (74% less than 5 days), according to 

the acute care profile of our hospital. Satisfactory MedRec 

could have an impact by reducing unexpected adverse drug 

events that could delay opportune discharge and also prevent 

early readmissions [26]. 

Our electronic MedRec tool was designed as a mandatory step 

in the admission and discharge process documentation. The 

data analysis indicated that most of these documents are 

completed by young and new hospital physicians, typical 

attributes of physicians-in-training involved in HIBA medical 

residency programs. Their academic training and professional 

responsabilities should not exclude proper supervision from 

experienced staff. It has been published that positive 

recognition programs enhance resident physician compliance 

with MedRec, when properly instructed and improvements are 

recognized publicly [27]. Although pharmacist MedRec 

interventions seem to be superior than other specialists 

[28,29], efforts should be made to engage every hospital 

clinician in the process, as multi-professional teams have 

shown better outcomes [30]. 

Considering the changes in medication status at transitions of 

care, we evidenced that it is more frequent to stop a previous 

prescription at discharge (pausing or deleting it) than 

validating it. Shortening the list could be a reasonable 

decision, taking into account that the most frequent 

unintended discrepancies would be by excess of unnecesary 

drugs, as shown in a previous study about medication list 

accuracy at HIBA [31]. Our research has limitations, some of 

them being related to the type of study (cross-sectional study); 

the database analysis (getting just part of the information from 

the process); and information from a single academic 

healthcare center, therefore the results cannot be generalized. 

On the other hand, thanks to this primary investigation, we are 

conducting new research projects to analyze prescription 

accuracy, and consequent impact in clinical outcomes like 

reported adverse drug events. 

CPOE or electronic MedRec does not guarantee successful 

discrepancy resolution [32,33]. Many physicians may not feel 

prepared to perform such tasks with a compulsory tool, thus 

introducing new errors. We have been getting some helpdesk 

Table 2 – Characteristics of physicians in charge of 

admission and discharge 

General  Women Men 

Characteristics 205  38% (78) 62% (127) 

Specialties 

Internal Medicine 16% (32) 53% (17) 47% (15) 

Orthopedics 13% (26) 12% (3) 88% (23) 

Intensive Care 10% (20) 50% (10) 50% (10) 

General Surgery 8% (17) 12% (2) 88% (15) 

Obstetrics 4% (9) 33% (3) 67% (6) 

Others 49% (101) 43% (43) 57% (58) 

Seniority (y) 

< 1  53% (108) 44% (48) 56% (60) 

1-5 30% (61) 43% (26) 57% (35) 

> 5  18% (36) 11% (4) 89% (32) 

Age (y.o.) 

<35 66% (135) 47% (63) 53% (72) 

35-45 19% (38) 26% (10) 74% (28) 

>45 16% (32) 16% (5) 84% (27) 

y.o.:years old; y: years 
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incidents from PCPs asking for patients’ missing chronic 

medication after discharge. Most of the incorrectly deleted 

medications were done by non-PCP physicians. We plan to 

conduct a mixed method study (qual-quan) to evaluate this 

unintended consequence. We consider it important not only to 

know the rate of such deletions but the ultimate reason of the 

deletion, to evaluate its extent and impact. 

MedRec should be standardised and implemented in daily 

practice as a routine part of healthcare provision. EHR 

emerged as a useful booster for many health processes, 

including MedRec, but it should follow strong institutional 

policies and programs with regular feedback to check its 

outcomes. 

Conclusion 

This study analyzed how an EHR-based mandatory 

reconciliation tool at admission and discharge was used. The 

data showed a discontinuation dominance when editing the 

discharge list. Regarding the creation of the best possible 

medication history, our experience showed that the use of the 

MedRec tool would clean overloaded lists, but at the same 

time medications could be erroneously deleted .  
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Abstract 

Improvements in medication management may lead to a 

reduction of preventable errors. Usability and user experience 

issues are common and related to achieving benefits of 

Electronic Medical Records (EMRs). This paper reports on a 

novel study that combines the lead user method with a safety 

engineering review to discover an innovative design for the 

medication management module in EMRs in primary care. 

Eight lead users were recruited that represented prescribers 

and clinical pharmacists with expertise in EMR design, 

evidence-based medicine, medication safety and medication 

research. Eight separate medication management module 

designs were prototyped and validated, one with each lead 

user. A parallel safety review of medicaiton management was 

completed. The findings were synthesized into a single 

common set of goals, activities and one interactive, visual 

prototype. The lead user method with safety review proved to 

be an effective way to elicit diverse user goals and synthesize 

them into a common design. The resulting design ideas focus 

on meeting the goals of quality, efficiency, safety, reducing the 

cognitive load on the user, and improving communication wih 

the patient and the care team. Design ideas are being adapted 

to an existing EMR product, providing areas for further work. 

 

Keywords:  

Electronic Medical Records; Electronic Prescription; User 

Interface Design; Safety; Lead User Method. 

Introduction 

There are an estimated 380,000 to 450,000 preventable Ad-

verse Drug Events (ADEs) occurring annually in the United 

States [1]. Similarly, in Canada, there are an estimated 70,000 

potentially preventable Adverse Events each year, 24% of 

which (approximately 16,800) are related to medication errors 

[2]. Electronic medication management systems are consid-

ered one way to help improve these errors. 

Despite the potential of eHealth systems, such as Electronic 

Medical Records (EMRs), evidence of benefit has been incon-

sistent [3]. Designing better systems requires getting aspects 

“right” [4], including content, workflow, and user interfaces 

(UI). Designing effective UI in clinical information systems is 

challenging [5]. There are several UI elements to consider for 

clinical decision support, including: consistency, appropriate 

visualization, and presenting advice at the time of decision 

making in a way that matches clinical goals [6].  

There is ongoing usability research in the area of clinical in-

formation systems; however, there appears to be a lack of de-

sign research to uncover innovative features to improve the 

safety and usability of the medication management within 

tools in systems such as EMRs. The Common User Interface 

project (CUI at http://www.cui.nhs.uk) was one key exception, 

although it focused on acute care and is no longer active. 

Lead User Method 

For this study, we looked for a user-centred method that pro-

moted abductive reasoning about how a medication manage-

ment system in an EMR might be designed. Design research 

can support this kind of abductive reasoning [7]. The lead user 

method is a user-centred design research method that pro-

motes abductive reasoning by advanced users to develop 

product innovations [8], [9]. It fit the scope and scale of our 

study and we had previous experience with the method [10]. 

This method has been shown to lead to breakthrough products 

in domains outside [11], [12] and inside healthcare [13]. The 

goal of this method is to design innovative products [11] by 

engaging users who are ahead in their field of expertise and to 

discover their more extreme goals, needs, and how they con-

sider meeting those needs [8], [14]. User selection is inten-

tional and lead users are not meant to be representative: they 

are meant to be cutting edge in some way. The lead user 

method is a method that can fit into the software development 

lifecycle as an early requirements engineering tool and could 

be complemented by a number of additional approaches.  

Study Objective 

The objective of this study was to develop a novel method that 

worked with lead users to design a user interface for a medica-

tion management module for primary care EMRs. 

Methods 

We adapted the lead user method to clinical information sys-

tems to create a design of a medication management module 

for a primary care EMR. A novel contribution was to combine 

a safety review with the lead user design method.  

Lead User Recruitment 

Lead users considered for this study were: primary care clini-

cians using the EMR (e.g. family physicians, pharmacists in 

primary care) and individuals who had experience in design-

ing EMRs or teaching or researching in the field of medication 

management/prescribing. Lead users were recruited through 

our existing network of Canadian collaborators. Potential par-

ticipants received a recruitment letter and a consent form, and 

had an opportunity to ask questions before agreeing and sign-

ing the consent. 

Lead User Design Sessions 

Each lead user was invited to attend a series of three individu-

al design sessions (held separately for each user). A research 

analyst (RA) was assigned to each lead user. The first semi-

structured interview explored lead user’s ideas related to why 

and how medications could be better managed through EMRs. 
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An interview guide was available for the RA to ensure that 

common workflows were considered (e.g., prescribing a new 

medication, renewing a medication, discontinuing a medica-

tion). Each lead user was encouraged to discuss workflows 

they considered important. In scope for the sessions was the 

use of EMRs in primary care for acute and chronic/ongoing 

medication management. Out of scope were other information 

systems such as hospital systems and personal health records. 

Sessions were recorded and transcribed for analysis. Goals, 

activities and visual design ideas were extracted from the in-

terviews. Each lead user’s requirements were translated into 

an interactive visual prototype using Axure RP Pro 7.0 (one 

prototype per lead user). The multidisciplinary research team 

reviewed interview findings as part of the analysis and the 

lead RA prototyped their user’s requirements.  

Follow up interviews with each lead user then focused on 

walking through their prototype to validate and refine their 

requirements. These sessions were recorded and the goals, 

activities, and prototype were revised between each session. 

Safety Review 

Safety is an important quality attribute of EMR systems. We 

integrated a safety review into our adaptation of the lead user 

method, combining two complementary hazard analysis meth-

ods: an adaptation of Failure Modes and Effects Analysis 

(FMEA) [15] and Hazop [16]. The methods are complemen-

tary since they provide opposite perspectives on hazard analy-

sis. FMEA starts by enumerating accidental situations and 

successively identifies hazards, failure modes, and contrib-

uting events that may lead to these accidents. We used 

EMR/CPOE-related accident reports in the FDA’s adverse 

event reporting system MAUDE [17] as well as input from 

lead users as the primary data source for defining an evidence-

based set of prescribing-related accidents. Hazop analysis is 

performed in the opposite way; it starts with a given system 

design (or set of designs) and uses a systematic technique 

based on guidewords to identify potential workflow deviations 

that may lead to unsafe situations. In order to apply Hazop, we 

needed to define process model abstractions for the visual 

prototypes created as a result of the lead user design sessions. 

We used Keystroke Level Modeling (KLM) as the method for 

attaining this process abstraction [18]. The findings of both 

hazard analysis techniques were ranked with respect to severi-

ty, likelihood and detectability, and mitigations for the top-

ranked hazards were incorporated into the final design of the 

medication management system.  

Synthesis 

The multidisciplinary research team (consisting of a physician, 

software engineer, computer science and health information 

science analysts) reviewed each lead user’s design require-

ments and prototypes. In these synthesis sessions the analyst 

who worked with the lead user would act as their proxy, 

providing rationale for the specific design decisions. Using a 

combination of UI/Ux best practice and safety analysis feed-

back, preferred approaches were selected for the set of com-

mon goals. The synthesized requirements were captured in 

four ways: a goal model, an information model, an activity 

model, and an interactive visualization (in Axure RP Pro 7.0). 

Ethics approval was received from the University of British 

Columbia’s behavioural research ethics board (H13-01059). 

Results 

The full study took five months. Eight lead users were recruit-

ed for this study (nine were invited, one declined due to 

scheduling conflicts), none were lost to follow up during the 

study, and each contributed 3-5 hours of interviews. Collec-

tively, the lead users had considerable relevant experience 

(Table 1) at regional, jurisdictional, national, and international 

levels. Each user was interviewed on average 3 times with 

additional email follow up with some for final validation. For 

each lead user, the analysis of the interviews included a list of 

goals and medication activities that should be supported in the 

EMR as well as a visual prototype validated by the lead user 

(analysis took two person weeks of effort per lead user). 

Table 1 – Lead User Participant Characteristics 

Average Age 50.5 years 

Gender 4 Male / 4 Female 

Family Physicians 6 

Pharmacists 2 

Average Years in Practice 22.5 years 

Average Years using EMR 14.6 years 

Involved in EMR Design 6 

Involved in EMR / Rx research 6 

Teaching or Academic Role 8 

Safety Review 

The safety review was approximately two person weeks of 

effort. FMEA-based hazard analysis identified 22 prescribing-

related hazards, each of them associated with a list of potential 

failure modes and contributing factors. For example, the haz-

ard “no alert on harmful drug interaction” was associated 

with “alerting function expects data encoded in different cod-

ing system” as one (of several) failure modes, and with “hospi-

tal discharge medication encoded in different coding system” 

as one (of many) contributing factors. Several assumptions 

were made to limit the scope of the analysis, e.g., hazards re-

lated to failed, lost or delayed communication of information 

over the network was declared out of scope for the analysis.  

The Hazop-based analysis identified additional hazards that 

emerged from the specific UI design choices made in the visu-

al prototypes. For example, one lead user design incorporated 

a patient-specific “news feed” that would alert the provider 

about any change in the patient’s health process since her last 

visit with the provider (e.g., a patient had seen another provid-

er who changed her medications). The source of the feed may 

be external, such as a health information exchange. The initial 

design did not differentiate between the state of “no news” and 

the state of the “news feed” (temporarily) being unavailable 

(an empty news display was used for both states). This design 

choice created a hazard associated with a provider confusing 

the state of “no news” with “no available news”. Other haz-

ards identified during Hazop analysis were related to the struc-

ture and timing of user processes (e.g., race conditions be-

tween the user entering and submitting her prescription and 

the decision support processing and raising alerts).  

Synthesized Design:  

Goals 

Developing the synthesized design took four person weeks of 

effort. There were four main goals for an effective medication 

management system. The system should: 

1. Improve Quality of Medication Management. This 

included reducing potential harm caused by medications 

through software and workflow design solutions. 

2. Improve Efficiency when Managing Medications. This 

included supporting common workflows with elegant so-

lutions that are quick for the users. 

3. Reduce Cognitive Load of the User. This included en-

suring that appropriate information is accessible when 
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making decisions throughout the encounter, and having 

the EMR data help when making choices.  

4. Improve Communication with the Patient and the 

Care Team. This included providing features that help 

the user communicate about medications and changes 

clearly with the patient and the rest of the care team, even 

in EMRs that are not electronically connected. 

Activities 

Lead users described several activities that needed to be sup-

ported by the software. Through the research team’s synthesis 

and review, the following activities were considered key (oth-

ers were also prototyped). 

Document and See Current Medications: users needed the 

ability to document a complete, single set of current medica-

tions for the patient. This included medications that were pre-

scribed in the EMR as well as medications/supplements not 

prescribed or prescribed elsewhere (e.g., over the counter or 

prescribed by other providers). This included documenting 

instructions, indications, targets, expected end date, and cur-

rent prescriber. The current medication list needed to show 

several pieces of additional information related to each medi-

cation, including: current instructions, current prescriber, pre-

scription information, and presence of alerts related to that 

medication. Further, the list needed to be sorted/grouped by: 

alphabetical order, indications, prescriber, regular vs. PRN 

medications, and long-term vs. short-term medications. 

Prescribe New Medications: Users wanted to ensure the sys-

tem enabled them to prescribe new medications quickly and 

safely. When prescribing, users needed evidence-based guid-

ance including support of medication choice and alerts for 

contraindications. Tools to support quick prescribing included 

leveraging recent medications (recent for the user) and user / 

clinic level medication favourites that would quickly populate 

all instructions and prescription information. 

Represcribe Existing Medication(s): Many medications for 

chronic diseases are represcribed with their instructions un-

changed. The system should support quick review of medica-

tions that need represcribing. For example, review: alerts, in-

structions, who the most recent prescriber is and when the 

prescription is expected to run out. The workflow should also 

allow for medications to be represcribed all at once or in 

batches (e.g. all antihypertensive medications, then all COPD 

medications), allowing for encounters to flow naturally. 

Modify Medication Instructions: Over time, medication in-

structions may change for a patient. Medications may be ti-

trated up or down. Modifying includes several options includ-

ing: changing instructions (e.g., dose), stopping, discontinuing 

(with reason), and restarting a previously expired medication. 

Receive and Review Decision Support (DS): Users simulta-

neously considered decision support to be important and often 

too intrusive. Lead users had several ideas where DS was 

needed and could be effective, including: selecting new medi-

cations, seeing the medication list, and reviewing or changing 

medications. There were several types of decision support that 

were desirable, including: medication selection support, drug 

alerts (e.g., interactions), and financial decision support (cost).  

Lead users considered the issues related to dismissing alerts 

and how they may impact the patient in the future. An ap-

proach that was supported through the safety review was to 

allow alerts to be acknowledged but still be present/visible to 

the user (or another user) in the future.  

Users also needed to seek information, such as requesting 

concise and trusted information about a medication (e.g., dose, 

indications, side effects) and suggesting medications or alter-

nates in case of a contraindication. 

Detailed Review of Current Medication(s): Several lead 

users were interested in a two-step process of review. A core 

set of information would always be available when seeing the 

current medication list (see above). A more detailed set of 

information would be available when the user wanted to re-

view one or more medications. Details included the history of 

the instructions, specific prescriptions for the medication, and 

estimations of compliance. Reviewing a medication would 

provide information such as indicators/targets and would re-

late dosing history to effect; it would also provide details on 

alerts.  

There were additional activities that were considered but not 

illustrated such as managing favorites. 

Information Model 

Figure 1 highlights the synthesized conceptual information 

model that is “medication centric”. It includes core elements 

related to the medications, prescriptions, and related 

knowledge bases required to support medication activities. A 

medication can have multiple instructions over time and a 

medication can have zero to many prescriptions; this supports 

the need to review a medication’s history effectively. Prescrip-

tions can be collected in a prescription order set to allow for 

prescribing multiple medications for a patient within an en-

counter. Knowledge bases provide DS. To support efficiency, 

reusable medication favourites are available. 

 

Figure 1 – The conceptual medication information model, 

based on the design requirements from lead users. 

Synthesized Design: Visualization 

The synthesized EMR UI prototype developed in this study 

captured the goals and activities of the lead users. The medica-

tion module UI design consists of four main panels: current 

medication list, prescription panel, prescription order set, and 

the side panel (Figure 2). The EMR and patient banner is in-

cluded as misidentification is a significant safety hazard. 

To enable many of the lead users’ requirements, a Medication 

Widget was developed (Figure 3 and Figure 4). The widget 

has two states: closed and open. Each closed widget shows the 

medication, its current instructions, alerts (if present), and 

most recent prescribing information. A set of closed widgets 

forms the current medication list panel. The closed widget can 

be clicked to select the medication (Figure 5). The widget can 

be opened to allow the user to perform several actions on that 

medication: update instructions, review details (including 

alerts), review history, or discontinue the medication.  
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An Add Medication Panel is available when a new medication 

is being added. It provides the ability to add any medication 

(without needing to prescribe it) and provides decision support 

such as indications and interaction alerts. When searching for 

medications (by brand name or active ingredient), only active 

ingredient would be displayed to reduce cognitive load. Along 

with the formulary medications, favorite medica-

tions/prescriptions would be displayed for the user.  

 

Figure 2 – Medication Management Module consists of the 

list of current medications, a prescribing panel, and a review 

and print panel. 

 

Figure 3 – The Medication Widget framework. Each widget 

has editing and review functionality embedded within.  

 

Figure 4 – Example medication widet with ramipril as the 

current medication having one outstanding alert. 

Design Comparison 

The synthesized design generated through the lead user meth-

od was compared to two existing, open electronic medical 

records: OSCAR (www.oscarmcmaster.org) and openEMR 

(www.open-emr.org). We compared our design concepts to 

available online demo sites and user manual documentation 

for the equivalent core medication management functions. The 

new design appears to address several gaps that we saw in 

these products, for example: (1) a medication-centric infor-

mation module (instead of a prescription module) with more 

coded content, (2) more robust decision support features such 

as suggesting alternatives, linking to indications, and having 

alerts visually available both when prescribing and when re-

viewing medications, (3) a detailed view of a medication that 

includes estimated adherence information and dose adjust-

ments. However, the lead user synthesized design is currently 

more complex, which may prove to be challenging to new or 

typical users. This complexity needs to be considered and bal-

anced when working with more typical users in busy clinics. 

Discussion 

This study was established to explore methods to develop in-

novative design solutions for medication management mod-

ules in primary care EMRs. The lead user method was adapted 

and applied to clinical information systems as further innova-

tions in this area could result in significant improvements in 

care quality [19]. Our synthesis included the integration of a 

safety analysis and incorporated concepts from the literature, 

such as findings from the NHS’ CUI project.   

The lead user method was an effective way of developing the 

medication management module design relatively quickly. 

The lead user method was well received by expert clinicians. 

The visual validation allowed for refinement and a deeper 

discussion of each lead user’s ideas. The synthesis by an in-

terdisciplinary team reduced the risk of idiosyncratic design 

ideas from single, vocal users defining requirements in a 

committee or focus group. The users recommended features 

that were consistent with recommendations on CDSS design 

such as: consistency of design, appropriate visual presentation 

of data, use of coded data, and presenting advice at the time of 

decision making in a manner that matches to clinical goals [6]. 

Lead users have become unsolicited champions of the design, 

with at least half of the participants advocating for the design 

ideas in other EMRs or arranging opportunities to share the 

findings.  

A challenge with this method was user selection. We found it 

important for lead users to have exposure to more than one 

EMR as well as been actively involved in the use of the EMR 

for research/teaching. This helped users to think outside of 

their own “EMR box”. 

Lead users thought of the EMR not just as an electronic ver-

sion of the paper record, as can sometimes happen [20]. Ra-

ther, lead users considered the EMR as an interactive tool that 

could help with several goals: 1. Improved quality of care, 2. 

Improved efficiency of common workflows, 3. Reduced cog-

nitive load, and 4. Improved communication. Decision support 

was an important aspect that was discussed in many areas of 

the medication management module and various activities. 

Users consistently agreed that decision support was important 

and they wanted it with minimal disruption. The strength of 

alerts was varied, depending on the workflow. Alerts would 

rarely stop the user from proceeding but display close to 

where they were active on screen (e.g., right below where they 

added a medication). Additional decision support such as ac-

cess to knowledge bases with information on medication indi-

cations, side effects, and costs was important. 

The synthesis activity allowed for integration of multiple per-

spectives, including the safety review and the literature. The 

early safety review allowed the analysis to consider lead user 

design ideas and potential impacts on safety and to incorporate 

safety elements into the design.  

Limitations and Future Work 

As a first phase in a design research project, further empirical 

evidence is needed to confirm that the design will lead to im-

provements in medication management. Future work is being 

considered along two paths: refining the methods and testing 

and refining the design. Three activities are proposed related 

to refinement and testing the design: (A) Usability testing of 

the prototypes with novel users. Usability testing would pro-

vide insight into the ease of use and intention to use. It was 

decided that the lead users would not be preferred for usability 

testing as (i) they were involved in the design and (ii) they 

were intentionally not representative of typical users. Compar-

ative testing between multiple designs could be considered 

that could also show medication management errors that were 
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more or less likely to occur. (B) Expansion of the UI design to 

cover additional features. (C) Implementation of the design in 

an EMR. Feasibility of an implementation has been explored 

with the OSCAR EMR.  

This study presents the results of adapting and applying the 

lead user method to designing aspects of clinical information 

systems. In this presented example, it was successful in devel-

oping a synthesized design for a medication management 

module for primary care EMRs. Safety was considered explic-

itly through the process to reduce risks to common medication 

errors. The resulting design included features to support quali-

ty, improve efficiency, reduce cognitive load, and improve 

communication. The synthesized design has been shared with 

OSCAR EMR and they are considering incorporating it into a 

future release. Future work will focus on incorporating user 

testing and integration into an EMR product. 

 

Figure 5 – The UI prototype of a medication module showing 

a fictitious patient with seven medications, three of which are 

ready to represcribed (clicked to toggle, in blue). 
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Abstract 

This study examined trends in drug-allergy interaction (DAI) 

alert overrides for opioid medications – the most commonly 

triggered alerts in the computerized provider order entry 

(CPOE). We conducted an observational analysis of the DAI 

opioid alerts triggered over the last decade (2004-2013, 

n=342,338) in two large academic hospitals in Boston 

(United States). We found an increasing rate of DAI alert 

overrides culminating in 89.7% in 2013. Allergic reactions 

included a high proportion (38.2%) of non-immune mediated 

opioid reactions (e.g. gastrointestinal upset). The DAI alert 

override rate was high for immune mediated (88.6%) and life 

threatening reactions (87.8%). Exact allergy-medication 

matches were overridden less frequently (about 70%) 

compared to non-exact matches within allergy groups (over 

90%). About one-third of the alert override reasons pointed to 

irrelevant alerts (i.e.“Patient has tolerated the medication 

before”) and 44.9% were unknown. Those findings warrant 

further investigation into providers’ reasons for high override 

rate. User interfaces should evolve to enable less interruptive 

and more accurate alerts to decrease alert fatigue.  

Keywords: 

Decision Support Systems; Clinical Drug Hypersensitivity/ 

Prevention & Control; Drug Therapy, Computer-Assisted; 

Drug-Related Side Effects and Adverse Reactions; Hospital 

Information Systems; Medical Records Systems, 

Computerized; Reminder Systems. 

Introduction 

During the past several decades, computerized provider order 

entry (CPOE) systems have become a standard and are now 

required for each medication order in many countries (e.g. 

Meaningful Use requirement in the US) [1]. These systems are 

vital in providing better quality care and reducing medical 

errors [2]. One of the important features of CPOE systems is 

to help providers avoid prescribing medications their patients 

are allergic to. This is done through drug-allergy interaction 

(DAI) alerts in the electronic health records. However, 

constant interruptive DAI alerts might overwhelm providers 

and cause alert fatigue – a common phenomenon where 

clinicians become desensitized and tend to delay or miss the 

response to the alarms [3,4]. There is only limited evidence on 

the issues related to design and implementation of DAI alerts. 

This study examines the rates and reasons for DAI alert 

overrides for one of the most common types of alerts – opioid 

medications. �

Background  

Previous evidence suggests that DAI alerts involving opioid 

analgesics – or narcotics – are among the most common types 

of alerts encountered by health practitioners [5-7]. However, 

true immune mediated reactions to opioids are rare and most 

of the opioid related reactions are non-immune mediated 

sensitivities or opioid induced adverse events [8,9]. True 

immune mediated reactions to opioids are often IgE mediated 

or T-cell mediated and include hives, rash, severe 

hypotension, bronchospasm, angioedema, and anaphylaxis 

[8,9]. Non-immune mediated or mimic immune reactions to 

opioids are usually caused by endogenous histamine release 

from the mast cells and cause urticaria, flushing, sweating, 

vasodilation, and bronchoconstriction [8,9]. Such reactions to 

opioids are often idiosyncratic; they may or may not recur 

when patients take the same opioid medication again. Other 

non-immune mediated side effects include nausea/vomiting, 

constipation, sedation, delirium, respiratory depression, and 

urinary retention [8,9]. In CPOE systems, a significant 

proportion of opioid DAI alerts are not generated by an exact 

match between the allergy and prescribed medication (e.g. 

Codeine→Codeine), but rather represent a possible cross-

reactivity association between medications in similar drug 

families (e.g. Codeine→Oxycodone). For these reasons, 

opioid DAI alerts are often non-specific and might potentially 

increase “alert fatigue” among providers.   

In the past, studies have shown that DAI alerts are frequently 

overridden by providers [10]. For example, two previous 

studies from Brigham and Women’s Hospital in Boston have 

identified an increasing DAI alerts override trend since 

introduction of CPOE system over two decades ago. The 

overall override rates increased from about 50% in 1995 [5] to 

about 80% in 2002 [6]. Also, studies have shown that 

providers are less likely to override allergic reactions 

generated by an exact prescribed medication-allergy match [6, 

7]. In this paper, we aimed to follow-up on this previous work 

and provide an update on the trends in opioid DAI alert 

overrides in the past 10 years. Our goals were to: 1) describe 
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prevalence rate of opioid DAI alert overrides 2) examine the 

nature of opioid-related allergic reactions (immune mediated 

vs. non-immune mediated; potentially life threatening vs. non-

life threatening) and 3) examine factors associated with 

providers’ tendency to override opioid DAI alerts (exact drug-

allergy match vs. cross reactivity vs. drug class). 

Methods 

For this observational study we used data from two large 

academic medical centers (Brigham and Women's Hospital 

and Massachusetts General Hospital) from Partners 

Healthcare, an integrated healthcare system in the Boston 

area. The data generated during 10 years (2004-2013) was 

extracted from Partners Enterprise-wide Allergy Repository 

(PEAR), a longitudinal allergy database shared within the 

Partners provider/hospital network [11].  

In PEAR, medications are encoded using a combination of 

local (Partners Master Drug Dictionary) and proprietary (First 

Databank, Inc.™) terminologies. For each patient admitted, 

providers are required to enter allergy information or indicate 

no known allergies. The recorded information combines both 

patient and provider reported reactions. Allergic reactions are 

also entered as structured or unstructured (free text) 

information for each allergen. Every prescribed medication is 

automatically checked against possible allergies in PEAR.  

Drug-allergy interaction alerts are triggered when a prescribed 

medication matches stored allergy information in either: 1) an 

exact manner (definite match between main medication 

ingredient and allergen, i.e. Codeine→Codeine) or 2) a 

probable manner (probable match where allergen matches 

allergy group of one or more of the prescribed medication 

ingredients, i.e. Codeine→Oxycodone). DAI alerts present the 

provider with several information components, including: the 

allergy; the allergen; nature of the allergy-allergen match 

(definite/probable); and patient’s reaction(s), if known. When 

presented with the drug-allergy interaction alert, provider 

needs to decide whether to cancel the medication or to 

override the alert. Several structured dropdown options (i.e. 

“Patient has tolerated drug previously”) are available for the 

override reason together with a free text option. Providers 

decisions and alert information are then stored in PEAR for 

future reference.  

Some allergy-reaction combinations are overridden less often 

than others (i.e. allergies resulting in anaphylaxis vs. nausea). 

To account for this, our research team has classified allergic 

reaction information into two categories based on the 

literature review [8,9] and consultations with allergy 

specialists: 1) likely immune mediated (i.e. rash or 

anaphylaxis) or non-immune mediated (i.e. nausea or 

vomiting) and 2) potentially life threatening (i.e. anaphylaxis 

or bronchospasm) or non-life threatening (i.e. gastrointestinal 

upset or nausea).  

All data including allergies, allergens, medication groups, and 

DAI alert override rates/reasons was kept and managed using 

Microsoft SQL Server Management Studio [12]. For aim 1 of 

this study, we queried the PEAR database and summarized the 

frequencies of opioid DAI alerts by year. Aim 2 was achieved 

by summarizing the frequencies of life threatening and 

immune-mediated allergic reactions. For aim 3, we first 

queried PEAR database for medication-allergen match type 

(definite/probable). We then compared the frequencies of DAI 

alert overrides for immune-mediated and life threatening 

reactions by allergy-medication match type. Statistical 

procedures included t-tests and chi-square tests, when 

appropriate. The statistical analysis and group comparisons 

were conducted in STATA v.11 [13]. Lastly, we summarized 

the frequencies of the DAI alerts override reasons recorded by 

the providers.  

This study was approved by Partners Institutional Review 

Board (IRB).  

Results 

Aim 1: Describing the prevalence and rates of opioid DAI 

alert overrides  

Overall, the PEAR database included about one million drug-

allergy interaction alerts between 2004-2013. Of these alerts, 

37.3% (n=355,179) were generated for the allergens that 

belong to “Analgesic Narcotic Agonists” drug class (e.g. 

Codeine, Oxycodone, Morphine, Hydromorphone, Tramadol). 

This was the most common class of drugs generating drug-

allergy interaction alerts in our database. While the general 

override rate was 83.9% for all medications, opioid DAI alerts 

were overridden in 88.8% cases. Figure 1 presents the 

increasing proportion of overrides over the years, from 85.1% 

in 2003 to 89.7% in 2013. We also identified a constant 

increase in the overall number of opioid DAI alerts from 

10,500 in 2004 to 55,048 in 2013. 

 

Figure 1 - Percentage of drug–allergy alert overrides for 

opioids over the last decade 

Aim 2: Examining the nature of opioid-related allergic 

reactions 

Table 1 presents the frequencies of the 15 most common 

opioid allergy reactions (covering 98% of all the reactions). 

Each reaction is also classified into likely immune mediated 

and potentially life threatening categories. 40.6% of the 

reactions were likely immune mediated (38.2% non-immune 

mediated, and the rest 21.1% unknown or not available) while 

only 10.4% were potentially life threatening.  

Table 1 – Opioid allergy reactions  

Reaction  Freq.* % 

Likely 

immune-

mediated 

Potentially 

life 

threatening 

Hives or Rash 75,528 20.8 Yes No 

Gastrointestinal 

Upset 

63,583 17.5 No No 
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Itching 32,291 8.9 No No 

Mental Status 

Change 

22,669 6.2 No No 

Vomiting 22,555 6.2 No No 

Nausea 21,820 6.0 No No 

Anaphylaxis 15,953 4.4 Yes Yes 

Shortness of 

Breath 

5,175 1.4 Yes Yes 

Swelling 

(unspecified 

location) 

4,725 1.3 Yes No 

Headaches 4,342 1.2 No No 

Angioedema 3,269 0.9 Yes Yes 

Hypotension 2,785 0.8 Yes No 

Bronchospasm 

or Wheezing 

2,428 0.7 Yes Yes 

Seizures 1,829 0.5 No Yes 

Unknown/ 

unavailable  

76,861 21.1 n/a n/a 

Total  363,557  147,780 37,678 

*The total frequency of allergic reactions is larger than unique 

DAI alerts triggered since each unique DAI alert could have 

more than one associated reactions. 

Aim 3: Examining factors associated with provider’s 

tendency to override opioid drug-allergy interaction alerts 

First, we examined whether there was a difference in override 

rates for previously reported immune mediated and life 

threatening reactions versus non-immune mediated and non-

life threatening reactions. Although the DAI alerts override 

rates were statistically different, the clinical difference was 

only marginal for either immune mediated reactions (immune 

mediated overrides 88.6% vs. non-immune mediated overrides 

89%, p<.001) and for the life threatening reactions (life 

threatening 87.8% overrides vs. non-life threatening 89% 

overrides, p<.001). 

Further investigation revealed that majority of DAI alerts 

were triggered by the probable match medications (allergen 

matches the allergy group of one or more of the prescribed 

medication ingredients, 87% of DAI alerts) rather than 

definite match. To account for this, we conducted further 

comparisons based on allergy-medication match status.  

We found that providers were significantly more likely to 

override probable matches for both immune mediated (90.7%) 

and non-immune mediated (91.3%) reactions whereas definite 

matches were overridden less frequently (72.4% immune 

mediated, 75.8% non-immune mediated). Similar differences 

(Table 2) were discovered based on life threatening reaction 

status which were the least overridden combination (69.9% 

overrides). All comparisons were statistically significant at 

p<.001.  

In 44.9% of DAI alert overrides, we found no override reason 

entered by the practitioner (Table 3). Among the provided 

override reasons, 29% indicated previous tolerance or no 

allergy to the prescribed medication and 7.1% indicated that 

there was no reasonable alternative (provider will monitor for 

reaction). The remaining 17.2% of the reasons were presented 

as other free text with entries   such as “OK with patient” or 

“Pain protocol”. Since one-third of the cases were indicated as 

either previous tolerance or no existing allergy, we compared 

the rates of immune mediated and life threatening reactions 

override without those two override groups. Override trends 

(not shown) were similar to those presented in Table 2. 

Table 2 – Drug-allergy interaction overrides by definite and 

probable allergen-medication matches 

 

Table 3 – Drug-allergy interaction alerts override reasons  

Override reason Freq. % 

Patient has tolerated drug previously 91,548 29.0 

Patient reports no allergy  5,666 1.8 

No reasonable alternative – will 

monitor for reaction 

22,496 7.1 

Unknown 141,437 44.9 

Other (allows user to enter free text) 54,190 17.2 

Overall 331,669 

 Discussion 

Our findings confirm a concerning trend of continuously 

increasing drug allergy alert overrides over the past few 

decades. Since the introduction of DAI alerts as a core feature 

of CPOE, the override rates increased from about 50% in 

1995 [5], to about 80% in 2002 [6], culminating in the current 

rate of about 90% in 2013 in our study. We also identified an 

overall four-fold increase in the number of opioid DAI alerts 

over time. To our best knowledge, no major changes were 

made to the CPOE system during the study time period. This 

finding is consistent with the recent studies reporting a 

constant increase in the opioid drug prescription rates over 

time in inpatient and outpatient settings. For example, several 

recent studies have reported that opioid prescriptions 

increased as high as three-fold in the past two decades in the 

US [14-17]. It is possible that the increase in the DAI override 

rates is associated with an increase of opioid prescriptions. 

Also, opioid DAI alerts are the most common type of alerts, 

and providers might override more of them due to alert fatigue 

– a well-known phenomenon where providers become 

overwhelmed with the constant interruptive alerts and 

override more of them over time [3,4,10].  
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Further investigation into the nature of the opioid-related 

reactions has also reveled several further concerning trends. 

First, only about 40% of the indicated reactions were likely a 

result of immune-mediated processes (i.e. IgE mediated or T-

cell mediated reactions such as anaphylaxis or rash). Another 

40% of the reactions were likely opioid side effects, such as 

gastrointestinal upset or nausea and the remaining reactions 

were unknown or unavailable. In our study, both types of 

reactions were overridden in approximately 89% of the cases. 

Presenting accurate information has the potential to increase 

users buy-in to the system [18,19]. However, in our case, an 

inaccurate mix of allergy and side effects-related reaction 

information may have increased the rate of DAI alert 

overrides. In addition, providers might need to pay more 

attention to capturing reliable allergic reaction information to 

avoid further inconsistencies. Potentially, clinical decision 

support tools might help in identifying and presenting the 

non-immune mediated reactions differently, either at the point 

of allergic reaction entry by the provider or when the DAI 

alert is presented [19].  

In an attempt to better understand providers’ decision making 

when overriding DAI alerts, we also grouped reactions into 

potentially life threatening reactions versus non-life 

threatening reactions. Although only one-tenth of the 

reactions were potentially life threatening, we were surprised 

by the high rate of overrides. Here again, the high DAI 

override rates for life threatening and non-life threatening 

reactions were almost identical. This again underlines a 

critical need in decreasing the alert fatigue [4,7] and further 

exploration of users’ experiences.    

Another important aspect of our study was to examine the 

override rates by allergen-prescribed medication match.  

Similar to other reports [6], only about one-tenth of alerts 

were triggered by an exact match while the rest were triggered 

by probable matches of medication-allergy group. Not 

surprisingly, providers were significantly more likely to 

override probable matches, especially for non-immune 

mediated and non-life threatening reactions. Definite match 

allergy-medication combinations, especially those with life 

threatening reactions, were overridden the least, in about 70% 

of the cases. Still, the override rate was notably high and there 

is a need for further investigation, potentially using qualitative 

methods to better understand providers’ reasons for overriding 

even the most alarming DAI alerts. 

Finally, examining providers’ reasons to override DAI alerts, 

we found that about one-third of the alerts were triggered for 

medications that patients have either previously tolerated or 

had no allergy to. Clearly, CPOE user interfaces must evolve 

to learn or negate medications patients have tolerated or had 

no allergy to in the past so providers are not inundated with 

alerts to previously tolerated medications [2]. Of note, we did 

not identify changes in DAI alert override patterns when we 

repeated the analysis without those categories. Another 

concerning trend was the lack of override reasons for about 

45% of alerts. This finding raises several liability and ethical 

questions and warrants careful re-examination of the user 

interface to improve the capture and storage of DAI alert 

override reasons. Training of providers on importance of 

information captured by electronic health records might be 

one of the keys to this issue [20,21]. Finally, we also 

conducted some preliminary interviews with the providers to 

better understand why alerts are frequently overridden. This 

anecdotal evidence suggests that inpatient providers are 

reluctant to remove or otherwise change patients’ allergies as 

they believe that this is a primary care provider’s 

responsibility. 

Limitations 

This study is not without limitations. First, the analysis was 

limited to two large academic hospitals in Boston. In addition, 

different CPOE systems have different approaches to DAI 

alerting and use different medication vocabularies for drug-

allergy interaction. Those factors might decrease the 

generalizability of our findings. Finally, our classification of 

immune mediated and life threatening opioid reaction is an 

estimation based on the captured patient reactions rather than 

a conclusive statement based on allergy tests.  

Conclusions  

This study examined trends in drug allergy interaction alerts 

for the most common trigger – opioid medications.  Over the 

past decade, we found an increasing rate of DAI alert 

overrides culminating in a 90% rate. Allergic reaction 

information in our database included a high proportion (over 

40%) of non-immune opioid reactions (e.g. gastrointestinal 

upset). The DAI override rate did not seem to differ 

significantly for immune mediated and life threatening 

reactions. The only factor contributing to the decrease in 

overrides was the nature of the DAI alert: definite allergy-

medication matches were overridden less frequently compared 

to probable matches. Finally, about one-third of the alert 

override reasons pointed to the irrelevant alerts (i.e. “Patient 

has tolerated the medication before”) and a significant 

proportion of DAI overrides were missing the override reason. 

Those findings warrant further investigation into providers’ 

reasons for overriding alerts. It is also clear that user 

interfaces and drug-alerting algorithms should evolve to 

enable less interruptive and more accurate alerts to decrease 

alert fatigue.  

Aknowledgments   

This study is a part of a larger research project titled 

“Encoding and Processing Patient Allergy Information in 

EHRs” aimed at creating natural language processing tool for 

allergy information (R01HS022728-01).   

References 

[1] Office of National Coordinator for Health IT. Meaningful 

Use: Computerized Physician Order Entry (CPOE) for 

Medication Orders. 2104; Available at: 

http://www.healthit.gov/providers-professionals/achieve-

meaningful-use/core-measures/cpoe-meaningful-use.  

[2] Kuperman GJ, Bobb A, Payne TH, Avery AJ, Gandhi TK, 

Burns G, Classen DC, Bates DW. Medication-related 

clinical decision support in computerized provider order 

entry systems: a review. J Am Med Inform Assoc 2007; 

14(1): 29-40.  

[3] Nanji KC, Slight SP, Seger DL, Cho I, Fiskio JM, Redden 

LM, Volk LA, Bates DW. Overrides of medication-related 

clinical decision support alerts in outpatients. J Am Med 

Inform Assoc 2014; 21(3): 487-491.  

[4] Smithburger PL, Buckley MS, Bejian S, Burenheide K,  

Kane-Gill SL. A critical evaluation of clinical decision 

support for the detection of drug-drug interactions. Expert 

Opin Drug Saf 2011; 10(6): 871-882.  

M. Topaz et al. / High Override Rate for Opioid Drug-Allergy Interaction Alerts 245



[5] Abookire SA, Teich JM, Sandige H, Paterno MD, Martin 

MT, Kuperman GJ, Bates DW. Improving allergy alerting 

in a computerized physician order entry system. Proc 

AMIA Symp 2000: 2-6.  

[6] Hsieh TC, Kuperman GJ, Jaggi T, Hojnowski-Diaz P, 

Fiskio J, Williams DH, Bates DW, Gandhi TK. 

Characteristics and consequences of drug allergy alert 

overrides in a computerized physician order entry system. 

J Am Med Inform Assoc 2004; 11(6): 482-491.  

[7] Ariosto D. Factors Contributing to CPOE Opiate Allergy 

Alert Overrides. AMIA Annu Symp Proc 2014: 256-265.  

[8] Joint Task Force on Practice Parameters- American 

Academy of Allergy, Asthma and Immunology. Drug 

allergy: an updated practice parameter. Ann Allergy 

Asthma Immunol 2010; 105(4): 259-273.  

[9] DeDea L. Prescribing opioids safely in patients with an 

opiate allergy. JAAPA 2012; 25(1): 17.  

[10] van der Sijs H, Aarts J, Vulto A, Berg M. Overriding of 

drug safety alerts in computerized physician order entry. J 

Am Med Inform Assoc 2006; 13(2): 138-147.  

[11] Kuperman GJ, Marston E, Paterno M, Rogala J, Plaks N, 

Hanson C, Blumenfeld B, Bates DW. Creating an 

enterprise-wide allergy repository at Partners HealthCare 

System. AMIA Annu Symp Proc 2003: 376-380.  

[12] Microsoft™. Microsoft SQL Server Management Studio. 

2008.  

[13] StataCorp. STATA. v. 2010.  

[14] Daubresse M, Chang HY, Yu Y, Viswanathan S, Shah 

ND, Stafford RS, Kruszewski SP, Alexander GC. 

Ambulatory diagnosis and treatment of nonmalignant pain 

in the United States, 2000-2010. Med Care 2013; 51(10): 

870-878.  

[15] Mazer-Amirshahi M, Mullins PM, Rasooly I, van den 

Anker J, Pines JM. Rising opioid prescribing in adult U.S. 

emergency department visits: 2001-2010. Acad Emerg 

Med 2014; 21(3): 236-243.  

[16] Jena AB, Goldman D, Weaver L, Karaca-Mandic P. 

Opioid prescribing by multiple providers in Medicare: 

retrospective observational study of insurance claims. BMJ 

2014; 348: g1393.  

[17] Manchikanti L, Helm S, Fellows B, Janata JW, Pampati 

V, Grider JS, Boswell MV. Opioid epidemic in the United 

States. Pain Physician 2012; 15(3 Suppl): ES9-38.  

[18] Khajouei R, Jaspers MW. The impact of CPOE 

medication systems' design aspects on usability, workflow 

and medication orders: a systematic review. Methods Inf 

Med 2010; 49(1): 3-19.  

[19] Kuperman GJ, Gandhi TK, Bates DW. Effective drug-

allergy checking: methodological and operational issues. J 

Biomed Inform 2003; 36(1-2): 70-79.  

[20] Campbell EM, Sittig DF, Ash JS, Guappone KP, Dykstra 

RH. Types of unintended consequences related to 

computerized provider order entry. J Am Med Inform 

Assoc 2006; 13(5): 547-556.  

[21] Agency for Healthcare Research and Quality. 

Computerized Provider Order Entry - Inpatient Best 

Practices. 2013: Available at: http://healthit.ahrq.gov/ahrq-

funded-projects/emerging-lessons/computerized-provider-

order-entry-inpatient. 

Address for correspondence  

Maxim  Topaz PhD, RN, MA, Harvard Medical School and Brigham 

Womens Health Hosptial, 93 Worcester st. Wellsley Gateway, suite 

2030I, Wellsley, MA 02481; email: mtopaz80@gmail.com

 

M. Topaz et al. / High Override Rate for Opioid Drug-Allergy Interaction Alerts246



Usability Testing of PROCEnf-USP: A Clinical Decision Support System 

Heloisa Helena Ciqueto Peres
a

, Diná de Almeida Lopes Monteiro da Cruz
a

, Michelle Tellez
b

,  

Rita de Cassia Gengo e Silva
a

, Diley Cardoso Franco Ortiz
c

, Regina Celia dos Santos Diogo
a

  

a

School of Nursing, University of Sao Paulo, Brazil 

b

Department of Nursing and Health Sciences, California State University East Bay, USA 

c

University Hospital, University of São Paulo, Brazil 

 

Abstract 

Decision support systems (DSSs) are recognized as important 

tools, capable of processing high volumes of data and 

increasing productivity. The usability of these tools affects 

their effectiveness. By evaluating the interactions between 

registered nurses (RNs) and the DSSs, this study explores how 

they impact RN decision-making. This study analyzed 24 

months (2011-2012) of data collected in Brazil in two units of 

a large, public, urban hospital in São Paulo that uses a nurse 

documentation system with an embedded DSS based on 

NANDA-I. Using mixed effects logistic regression, this study 

analyzed the agreement between RNs and a DSS when 

selecting nursing diagnoses. Results suggest that the 

agreement is mediated by characteristics of the RNs 

(education and experience) as well as units and year of 

encounter. Surprisingly, disagreement between RN and DSS 

when selecting defining characteristics (DC) had positive 

effects on the odds of agreement on diagnoses. Our results 

suggest that DSSs support nurses’ clinical decision making, 

but the nurse’s clinical judgment is the mediating factor. More 

research is necessary. 

Keywords: 

Nursing Information System; NANDA-I; Nursing Diagnoses, 

Classification System; Behavioral Model. 

Introduction 

The Institute of Medicine compiled several reports that 

support the use of technology to improve the quality and the 

safety of  healthcare [1-4]. Computers are able to structure 

information and communication, becoming an intellectual 

tool. In this context, decision support systems (DSSs) are 

recognized as important tools, capable of processing high 

volumes of data and increasing productivity. Nurse focused 

DSSs collect, store, process, retrieve, display and transmit 

information in real time to assist registered nurses (RNs) with 

their work.  

Through the nursing process nurses continuously assess, 

diagnose, plan, intervene, and evaluate their patients. All the 

while, nurses document their steps. PROCEnf-USP 

(Electronic Documentation System of Nursing Process) is a 

DSS – a product of a project funded by the National Council 

of Scientific and Technological Development (CNPq), a 

Brazilian agency of the Ministry of Science and Technology, 

and by the University of São Paulo (USP). The project has 

three aims: to develop computer systems, to install them, and 

to evaluate them. The PROCEnf-USP was designed by a 

group of faculty, students, and nurses from the School of 

Nursing, the Informatics Department, and the University 

Hospital (HU) of the USP, Brazil. The PROCEnf-USP was 

implemented in the surgical and clinical units at UH of the 

University of São Paulo in 2006 [5].  

The system offers the RN a set of questionnaires to guide the 

RN documentation when performing patient assessments. The 

questionnaire has drop down menus with answers. Using these 

answers, the system computes probabilities for defining 

characteristics (DC) and presents them to the nurse. The nurse 

responds by selecting the DCs deemed most important. Once 

again the system uses the nurse’s input and computes a set of 

nursing diagnoses (Dx) that best fit the clinical scenario. In 

special instances, the responses at the assessment may trigger 

Dxs without triggering DCs. The algorithm is based on the 

International Nursing Diagnoses Classification (NANDA-I), 

[6] which is being embraced worldwide. The system therefore 

can influence the way nurses think about priorities and patient 

care [7]. 

Nurses prioritize a DC or Dx based on intrinsic nurse 

characteristics. The intrinsic characteristics of the nurse 

deemed as relevant contributors to the effectiveness and 

efficiency of an individual in the workplace are human capital 

characteristics, such as level of education and years of 

experience [3]. These assumptions predict that nurses who are 

more educated and with more years of experience make more 

accurate nursing diagnoses. 

Using the Donabedian’s [8] quality framework, quality is 

analyzed through a relationship between structures, processes, 

and outcomes. Kelley, Brandon, and Docherty [7]
 

apply this 

framework to the study of the effect of electronic nursing 

documentation on the quality of patient outcomes (Figure 1). 

Patient health outcomes are thought to be derived from high 

quality processes (what is done by the nurse to the patient) 

and high quality structures (human capital, setting, and 

equipment used when caring for patients).  

With that in mind, this study aims to test the usability of the 

PROCEnf-USP in clinical practice by evaluating the 

agreement between the RN and the DSS when selecting Dx. 

The overarching goal is to better understand how the system is 

used by the RNs to promote better RN decision-making, and 

consequently improve patient outcomes. 

According to this model, the interaction between the RN and 

the DSS is a key process (Figure 1). Structural aspects 

affecting this interaction are the characteristics of the nurse 

and the environment where she practices. The model purports 

that although the NANDA-I DSS system may be highly 

accurate, it is only capable of impacting patient health 

outcomes through interventions mediated by the nurse [7]. 

When applying the model to the PROCEnf-USP, it suggests 

that the DSS calculates the most complete list of DC and Dx; 
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therefore presenting information that may not have been 

obvious to the nurse. The nurse then selects the DC and Dx 

deemed most important and continues on with the other parts 

of the nursing process.  

 

 

Figure 1 – Donabedian according Kelley et al [8,9]. 

Materials and Methods 

This study is a secondary data analysis of existing 

observational nurse documentation data collected at a large, 

public, urban hospital in São Paulo, Brazil between January 1, 

2011 and December 31, 2012. The unit of analysis is the 

admission encounter (N=337, 056). 

Using all 24 months, this study analyzed the effects of several 

RN characteristics on the agreement between the RN and the 

DSS when selecting a nursing diagnosis, given the assessment 

data documented by the RN. A generalized linear mixed 

effects model for binomial family (mixed effects logistic 

regression) was conducted to assess the odds of agreement 

given the variables in the model [10,11] (Table 1).  

The outcome (dependent) variable was represented by a 

dichotomous variable created by combining the four possible 

options. Agreement = yes, when the diagnosis was calculated 

by the DSS and selected by the nurse OR when the diagnosis 

was not calculated by the DSS and not selected by the nurse. 

Disagreement = no, when the diagnosis was calculated by the 

DSS but not selected by the nurse OR when the diagnosis was 

not calculated by the DSS but it was selected by the RN. 

There were 18 nurses who documented using PROCEnf-USP 

between 2011 and 2012. RN variables included in the model 

were: age, level of education, years working at the HU, 

experience with research, and hours of continuing education in 

the past year. In addition, type of clinic (medical or surgical) 

and patient assessment data were included in the model.  

Patient data were represented in terms of defining 

characteristics (DC). Selection of key DCs is the gold standard 

for nursing diagnosis selection accuracy [12]. Dummy 

variables representing four combinations of agreement 

between the DSS and the nurse in the selection of key DCs 

were created. They represented (a) when the DC was 

calculated by the DSS and selected by the nurse (62.71%), (b) 

when the DC was calculated by the DSS but not selected by 

the nurse (12.68%), (c) when the DC was not calculated by 

DSS but it was selected by the nurse (23.05%), and (d) when 

the DC was not calculated by the DSS and was not selected by 

the nurse (1.57%). 

Results 

Results from the analysis of our model by year of encounter 

2011 (N=166,061) and 2012 (N=170,995), as well as the 

analysis of both years combined suggest that agreement 

between the DSS and the nurses regarding the selection of a 

nursing diagnosis was statistically significant affected by the 

year of the encounter, the number of hours of continuing 

education a nurse received, the unit in which the nurse 

worked, and the nurse’s decision-making regarding the 

selection of DC (Table 2). Agreement occurred in 73.48% 

(N=247,656) of the time.  

The analysis of all 24 month combined is presented in Table 

2. The odds of agreement between the DSS and RN when 

selecting a priority Dx decreased by 7.2% (IC 95%; 0.927-

0.929) between 2011 and 2012. The odds increased by 1.3% 

(IC 95%; 1.001-1.026) for each hour of continuing education 

the nurse received in the past 12 months, and by 12.8% (IC 

95%; 1.071-1.188) if the RN was working at surgical unit 

compared with working at medical unit. 

The odds of agreement between the DSS and the RN when 

selecting a Dx was also affected by the agreement between the 

RN and the PROCEnf-USP when selecting DCs. Compared 

with agreement characterized as ‘DC calculated by DSS and 

selected by the RN,’ ‘DC calculated by the DSS but not 

selected by the RN’ increased the odds of agreement in the 

selection of the Dx 37.4 times (IC 95%; 34.56-40.58), and 

‘DC not calculated by the DSS but selected by the RN’ 

increased the agreement by a third or 36.8 % (IC 95%; 1.33-

1.40). 

In contrast, compared with agreement characterized as ‘DC 

calculated by DSS and selected by the RN’, ‘DC not 

calculated by the DSS and not selected by the RN’ reduced 

the odds of agreement when selecting a priority nursing 

diagnosis by 99.4% (IC 95%; 0.005-0.008). 

Level of education (BSN vs. MS/PhD), participation in 

research (Yes/No),  years of experience at the HU, and age 

were not significant, and therefore did not affect the odds of 

agreement between the RN and the DSS when selecting Dx 

(Table 2).   

Table 1 – Variables included in the model 

  N % 

Education MSN/PhD 6 33.33

 BSN 12 66.67

Research Yes 9 50.00

 No 9 50.00

Clinic Surgical 10 55.56

 Medical 8 44.44

 Mean SD Range

Continuing education 36.11 24.04 1-79

Age 36.94 7.40 28-48

Experience HU 10.33 6.01 2-20

Table 2 – Mixed Model Effect Logistic Regression 2011-2012 

Fixed effects B SE Odds 

Ratio 

IC 95% 

Inf–Sup 

Age -0.013 0.037 0.987 0.917-1.062

Education 0.313 0.287 1.368 0.779-2.402

Research -0.276 0.225 0.759 0.488-1.179

Years at HU 0.056 0.048 1.057 0.963-1.161

Continuous edu. 0.013
**

 0.006 1.013 1.001-1.026

Surgical Unit 0.121
**

 0.026 1.128 1.071-1.188

DC calculated 

but not selected 

by the RN 

3.623
**

 0.041 37.450 34.564-40.576
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DC not 

calculated but 

selected by the 

RN 

0.313
**

 0.014 1.368 1.331-1.405 

DC not 

calculated and 

not selected by 

the RN 

-5.070
**

 0.102 0.006 0.005-0.008 

Year -0.075
**

 0.001 0.928 0.927-0.929

** P<0.01 

 

Discussion 

The most important finding of this study is that the agreement 

between the decision support system (DSS) and the registered 

nurse (RN) when selecting a nursing diagnosis (Dx) is 

dependent on the agreement between RN and DSS when 

selecting defining characteristics (DC), but not in the way it 

was anticipated. We expected that the agreement in the 

selection of Dx was dependent on the “literal” agreement 

between the DSS and RN regarding the selection of defining 

characteristics (DC). However, we found that varying degrees 

of agreement regarding DC may provide agreement between 

the RN and DSS when selecting a Dx.  

As described in the methods, patient data were represented in 

the model through DC. There are four possible combinations 

of agreement between the RN and DSS on the selection of 

DC. One combination can be characterized as being the true 

agreement (i.e. when the DSS calculates a DC and the RN 

selects it). Two combinations are in fact disagreements with a 

50:50 split between the DSS and the RN and one combination 

,a false agreement, neither calculates nor selects a DC. 

These variations in agreement occur when the RN completes 

the nursing assessment phase of the encounter, but does not 

complete the documentation thoroughly. Since the 

documentation is the basis for the calculation of DCs, the 

system is bound by the information inputted. Therefore, when 

selecting or ignoring a DC, nurses are editing the data from 

the assessment phase.   

For instance, in 23.05% of the admission cases between 2011 

and 2012, the RN selected a DC that was not calculated by the 

PROCEnf-USP, but ultimately agreed with the system when 

selecting a Dx. In fact, in these instances there was an increase 

of 36.8% in agreement between DSS and the RN in the 

selection of Dx. This supports the idea that the RN is the 

mediator for nursing diagnostic decision-making. The RN 

may skip the step of entering the data, bypassing the 

NANDA-I algorithm, and going straight to the diagnosis. 

Conversely, in 12.68% of the admission encounters between 

2011 and 2012, the RNs did not select a DC calculated by 

PROCEnf-USP, but ultimately agreed with the system in the 

selection of a Dx. In fact, in these instances the odds of 

agreement increased by a large margin, 37 times. By ignoring 

a DC calculated by the DSS but agreeing with the DSS on the 

priority diagnosis, the nurse is suggesting that the DC 

calculated by the DSS is less important that it appears. It is 

possible that the RN is providing contextual information that 

was not captured in the documentation. 

In 1.57% of the admission encounters between 2011 and 

2012, the RN did not select and the DSS did not calculate a 

DC. In those instances there was a decrease in agreement by 

99.4%. The algorithm is designed to allow the DSS to bypass 

the DC and directly suggest a Dx given dichotomous 

assessment questions. It is possible that in these instances, the 

DSS did not calculate a DC, but suggested a Dx. Since the 

DSS did not calculate the DC, the RN was less like to select it 

on their own, and consequently less likely to agree with the 

Dx calculated.  

When the nurse adds information or ignores information, the 

RN’s decisions are influenced by something other than the 

DC. The model suggests that RNs’ human capital 

characteristics, such as experience working at that unit and 

hours of continuing education may have had an impact. Our 

results support that. For each additional hour of continuous 

education a nurse received in the past 12 month, there was an 

increase of 1.3% in the odds of agreement between the RN 

and DSS when selecting a nursing diagnosis. At University 

Hospital, nurses received a mean of 36.11 hours per year of 

continued education. Although some of the topics included 

informatics, nursing taxonomy, and nursing documentation, 

most topics were not specific for DSS usage. They provided 

or reinforced clinical knowledge, which is essential for 

clinical reasoning development [13]. 

The odds of agreement was 12.8% higher in the surgical unit 

than in the medical unit. Although this finding appears to be 

positive, it is of concern. Patient turnover is higher in the 

surgical unit than it is in the medical ward; the average length 

of stay is shorter, but patient profiles are very similar. 

Therefore RNs are required to work faster during the 

assessment. They have less time to be in contact with their 

patients, but are experiencing similar clinical conditions. It is 

possible that RNs in the surgical units are thinking that  they 

know a priori what their patients’ problems are. The RNs at 

the surgical unit may be collecting patterns of patient data, 

inputting them in the DSS, and then agreeing with the system. 

In 2012 the odds of agreement between the RN and the DSS 

decreased by 7.2% when compared to 2011. This may be a 

result of  inexperience, given that in 2012 the medical unit had 

four new RNs who transferred from other units of HU [14]. 

Conclusion 

The agreement between the RN and the DSS when selecting 

defining characteristics (DC) significantly affects the odds of 

agreement between the RN and the DSS when selecting  

nursing diagnoses (Dx), but not as anticipated. The system 

offers the structure for nurses to collect data and analyze 

information by offering opportunities for  nurses to accept or 

reject DC and Dx. These interactions between the RN and 

DSS are mediated by the RN characteristics; such as years of 

experience and continuing education. These characteristics are 

proxies for clinical reasoning and clinical judgment. Systems 

such as PROCEnf-USP are especially helpful to students, new 

nurses, or expert nurses in a new environment. Future studies 

should compare the documentation of the novice RNs and 

students to those of  more experienced RNs. These results 

along with future studies in this field will contribute to the 

refinement of the Dx classification based on real clinical 

environment evidences.   
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Abstract 

This is a methodological study and technological production 

that aims to describe the development of a computerized 

system of nursing care quality indicators for the Intensive 

Care Unit. The study population consisted of a systems 

analyst and fifteen critical care nurses. For the development 

of the system we adopted some of the best practices of the 

Unified Process methodology using the Unified Modeling 

Language and the programming language Java Enterprise 

Edition 7. The system consists of an access menu with the 

following functions: Home (presents general information), 

New Record (records the indicator), Record (record search), 

Census (add information and indicators of the patient), Report 

(generates report of the indicators) and Annex (accesses the 

Braden Scale). This information system allows for 

measurement of the quality of nursing care and to evaluate 

patient safety in intensive care unit by monitoring quality 

indicators in nursing. 

Keywords: 

Nursing Informatics; Quality Indicators; Intensive Care Unit. 

Introduction 

Applications of information technology in nursing aim for 

knowledge systematization to quantify management and 

nursing care [1]. In the area of patient safety, a Health 

Information System can be developed in order to reduce the 

occurrence of adverse events by improving the quality of care 

practice using quality indicators, which are screening tools for 

the purpose of identifying potential areas concerning clinical 

care quality. Quality indicators also reflect the quality of care 

in hospitals and should bring to light what is usually invisible 

in nursing, rather than what is visible only when absent [2,3]. 

Therefore, it is essential to control indicators to improve 

clinical care and to achieve the desired results. Among the 

various health care scenarios, the Intensive Care Unit (ICU) 

stands out as an environment where the focus on patient safety 

should be strongly present [4]. Here, aspects such as 

complexity of care, the severity of the patient's disease, large 

amount of drugs and invasive devices, and the multiple 

procedures performed, make the ICU environment quite 

vulnerable to adverse events. It raises the question: how to 

develop a system to register and analyze quality indicators 

specific for critical care nursing? It is believed that the use of 

computerized tools can contribute to obtaining desirable 

results related to health practices, providing patient safety and 

decreasing the occurrence of adverse events. This study aims 

to describe the development of a computerized Quality 

Indicators Nursing System (SIQenf) for an Adult Intensive 

Care Unit.  

 

Methods 

This is a methodological study and technological production 

designed for the ICU of a university hospital in southern 

Brazil. It had the participation of a systems analyst and fifteen 

nurses in intensive care. The inclusion criteria of the study 

participants were, a) to be a critical care nurse to validate 

quality indicators and their related factors and also to use the 

computerized system; b) Systems Analyst - graduate in 

Computer Science or Information Systems. The period of data 

collection (system development period) was from February to 

April 2014. Data were entered into the system by the nurses 

that accepted to participate in the study. They were registered 

and received a username and password, maintaining the 

anonymity of the participants. For the development of the 

system, some of the best practices of the Unified Process 

methodology were used [5]. This process is divided into four 

phases: inception, elaboration, construction and transition. The 

inception phase identified the requirements that were 

described in terms of use cases, and presented which features 

and functions are desirable for each class of users [6, 7]. Use 

cases can be represented by Use Case Diagrams (Figure 1). 

 

 

Figure 1- SIQenf use case diagram  

The content validation of quality indicators in nursing was 

performed at this phase and also its related factors (causes) 

with the ICU nurses who participated in the study. Eight 

indicators were selected: 1) Fall Incidence; 2)Incidence of 

non-planned tracheal extubation; 3)Loss of Oro / 

Nasogastroenteral tube; 4) Incidence of Pressure Ulcer; 5) 

Medication error; 6) Near miss related to Drug 

Administration; 7) Phlebitis Incidence and; 8) Lost of Central 
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Venous Catheter. After the definition of the desired indicators, 

the participants also identified 73 related factors (causes) of 

the indicators. These indicators were selected because they are 

used in various health organizations and because research 

shows the incidence rates of them in intensive care areas [8-

15]. 

In the elaboration phase, the system was modeled using the 

Unified Modeling Language (UML). In the construction phase 

the software components that will make each use case opera-

tional for the end users were developed. And in the last phase 

of transition, a training was carried out with all the nurses of 

the study, enabling them to use the computerized system. For 

the development of the system the object-oriented program-

ming language Java Enterprise Edition 7 object (Java EE 7) 

was used. An Apache Tomcat server was used for the Java 

application and we also used the Java Server Faces framework 

(JSF) for the development of the web interface. As a Database 

Management System (DBMS), a relational open source 

MySQL version 5.6 was chosen. The study was approved by 

the Ethics Committee of the University where the study was 

conducted. 

Results 

The system was named SIQenf (Nursing Quality Indicator 

System) and was developed for use in an intensive care unit. 

The SIQenf aims to support the healthcare practice, allowing 

the measurement of quality of patient care through the use of 

quality indicators, and to assist in management and research. 

System Functional Characteristics 

Login screen 

Each nurse that participated in the study received an username 

and password. The system is accessed through the Internet 

address: giate.ufsc.br/SIQenf. 

Home Screen 

The System Home screen consists of a menu at the top of the 

screen that has the following functions: Home, New Record, 

Record, Census Report, Annex and Exit. 

New Entry screen 

The SIQenf allows nurses to record the quality in nursing 

indicators (Figure 2) and its related factors (causes), selected 

from among eight indicators: (1) Fall Incidence; (2) Incidence 

of unplanned extubation of endotracheal cannula; (3) 

Incidence of unplanned Oro/Nasogastroenteral tube removal; 

(4) Incidence of Ulcer Pressure; (5) Medication error; (6) Near 

miss Drug Administration; (7) Incidence of Phlebitis and; (8) 

Unplanned retrieval of Venous Catheter Central. 

 

 

Figure 2 – New registration screen 

By accessing this screen, nurses can view the indicators 

recorded on the current date. The "Filter Time" function 

reports the desired period and search the recorded indicators. 

Census screen 

To calculate the indicator it is necessary to insert a new 

census, i.e., the daily number of hospitalized patients, the 

number of intubated patients, the number of patients with 

oro/nasogastroenteral tubes, the number of patients with a risk 

for ulcer pressure, the number of patients with peripheral 

venous access and the number of patients with central venous 

catheters. 

Report Screen 

On this screen it is possible to generate the general report 

indicators (Figure 3), which is available in Portable Document 

Format (PDF), where the value of all indicators is calculated 

using their respective formulas, and provides the index (%) 

and graph of each indicator in the selected period. On this 

screen it is also possible to select individual report indicators, 

and this report will show the definition of the indicator, its 

formula, and its value in the period. 

 

 

Figure 3 – General Indicators Report 

Annex Screen 

In this screen it is possible to download the Braden Scale, 

which must be used daily in the ICU to assess the risk of 

pressure ulcer development. This scale has a maximum score 

of 23 and a minimum of 6 points. It evaluates the following 

aspects: sensory perception, moisture, physical activity, 

mobility, nutrition, and friction and shear [16]. In the system a 

Braden score ≤ 16 was adopted for risk of development of 

ulcer pressure. 

Discussion 

SIQenf was developed in order to facilitate the measurement 

of quality and evaluation of patient safety in intensive care, 

since the indicators allow us to measure the level of health 

actions. 

The idea of developing a computerized system of indicators 

rather than a manual system emerged in order to facilitate the 

management of nursing care, since the computer facilitates the 

integration of data, information and knowledge [17]. It 
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represents a resource to facilitate nursing registration, making 

it faster and more accurate, providing nursing and other 

professionals updated and reliable information, and has the 

potential to transform the quality of care and establish links 

between nursing care and results for the patients [18-19]. 

There are a significant number of studies, predominantly 

international, seeking  information technology solutions to 

improve patient safety and to bring this issue to the area of 

intensive care. Research shows there are a high number of 

errors and adverse events in the ICU, and  emphasizes the 

importance of assessing nursing care in this scenario [20-22].  

Studies have assessed the quality of care and patient safety in 

the ICU through nursing quality indicators, where the 

incidence of medication errors, loss of nasogastroenteral 

probe, loss of central venous catheter and incidence of 

pressure ulcers were highlighted, however these surveys were 

developed using manual systems for the analysis of indicators 

[23-25].
 

In Brazil, the number of studies using computerized 

systems for detecting adverse events and evaluation indicators 

is still low. As an example, one study described the steps of 

building a computerized system for managing nursing care 

indicators of the Hospital São Paulo, using the following 

indicators: incidence of unplanned extubation, hypothermia, 

skin lesions, loss of urinary catheter, loss of central venous 

catheters, peripheral venous catheters loss, loss of drain tube, 

loss of the gastrointestinal tract tube, patient falls and pressure 

ulcers [26].  

It can be observed that most information systems in the patient 

safety area focus on reporting events and to improve the safety 

of the patient, it should go beyond the registration report and 

use, and therefore identify data security risks, develop 

interventions to mitigate these risks, and evaluate whether 

interventions have reduced or prevented the damage [27].  

The use of SIQenf can make it possible to detect adverse 

events, to record and analyze the quality indicators, as well as 

the major factors that are involved and that contributed to their 

occurrence. Thus, in the future preventive measures may be 

applied to minimize or even reduce the incidence of these 

indicators in the intensive care unit, through training, 

continuing education and safe interventions based on scientific 

evidence. 

Conclusion 

The use of information technology by nurses has been an 

increasingly constant practice, in clinical environments, 

management, teaching, or research. This integration of 

information technology and nursing facilitates the 

management of health information and contributes to the 

quality of patient care. On this basis, this paper describes the 

development of a computerized system of Nursing Quality 

Indicators (SIQenf) for the ICU, which supports the nursing 

care practice, which can measure the quality of care and 

evaluate patient safety through the detection of adverse events 

and monitoring quality indicators in nursing. It is believed, 

however, that SIQenf is more than a tool for reporting events, 

as it can contribute to the promotion of quality and 

strengthening patient safety in the ICU. It records and 

calculates the indicators and their related factors (causes), 

making it possible to understand the main problems related to 

patient safety in intensive care and make interventions to 

decrease these problems, as well as help in the search for 

solutions and excellence in nursing care. In addition, it is also 

possible through the reports to identify the main incident 

indicators according to the period and to compare them with 

other ICU indicators. For future work, this system will 

undergo an evaluation period of ergonomic criteria and 

usability, and will subsequently be implemented in the ICU 

for which it was developed. 
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Abstract 

In clinical practice, nurses perform different activities that 

exceed direct care of patients, and influence workload and 

time administration among different tasks. When 

implementing changes in an electronic nursing record, it is 

important to measure how it affects the time committed to 

documentation. The objective of this study was to determine 

the time dedicated to different activities, including those 

related to electronic documentation prior to implementing a 

redesigned nurse chart in an Electronic Health Record at the 

Hospital Italiano de Buenos Aires. An observational work 

sampling study was performed. Nursing activities observed 

were categorized as direct care, indirect care, support, non-

patient related, and personal activities. During the study, 74 

nurses were observed and 2,418 observations were made in 

the Intensive Care Unit (32.22%), the Intermediate Care Unit 

(29.57%), and the General Care Unit (38.21%). Nurses’ 

activities included 37.40% of direct care, 41.18% of indirect 

care, 0.43% support tasks, 11.14% non-related to patient 

tasks, and 9.77% personal activities. The results allow for the 

estimation of the impact of a nursing e-chart on nurses’ 

activities, workflow and patient care.  

Keywords: 

Work sampling study; Time and motion study; Non-direct 

care; Indirect care; Nursing workload; EHR use; EHR 

documentation. 

Introduction 

The shortage of nurses is a growing problem, and it is 

estimated that in the next few years the problem will intensify 

[1]. The existence of nursing activities and factors that are not 

related with direct patient care is known. Several authors have 

pointed out that the time devoted to these activities impact the 

nurses’ workload [2–4]. In addition, according to Myny et al. 

[5], there are still doubts regarding which of these indirect 

patient care activities are perceived by nurses as part of their 

work responsibilities. Information technology could be 

leveraged to solve this problem through multiple 

implementations that take into account specific nurses’ needs. 

There is no consensus in the literature on how the 

implementation of an Electronic Health Record (EHR) system 

may affect the efficient use of time. Several studies show a 

reduction in nursing documentation time [2,4], while others 

show that the time gained due to new functionalities in the 

EHR is lost. According to nurses, informed implementation of 

the new EHR system reduces communication with physicians, 

generating mistrust on certain prescriptions, which requires 

constant re-confirmation, leading to an increase in associated 

documentation time [6]. Consequently, this results in a lack of 

nursing staff, endangering work efficiency and generating a 

rise in hospital costs [7]. Given the impact on time standards 

of nursing care and human resources management, data 

regarding nursing time dedicated to different activities is 

crucial [8]. This information is necessary to evaluate changes 

in nursing practice after the implementation of a new system, 

and is decisive in evaluating its efficacy [9]. In order to 

measure both work and time, different techniques exist to 

generate standards, “time and motion studies”, and “work 

sampling”. The selection of these techniques will depend on 

the precision and nature of the object in study. These types of 

studies have been done to describe and evaluate the impact of 

health care professional activities, including physicians [10], 

pharmacists [11,12], and nursing professionals [13]. In the 

context of an implementation of a redesigned electronic 

nursing record at Hospital Italiano de Buenos Aires (HIBA), 

the objective of this article is to determine the time needed for 

nurses to do specific activities, including those related to 

electronic documentation prior to implementation. 

Materials and Methods 

Setting 

HIBA is an academic tertiary level hospital founded in 1853. 

It belongs to a nonprofit healthcare network including 25 

ambulatory clinics and 150 outpatient offices in Buenos Aires, 

Argentina. The infrastructure includes 750 beds (200 for 

critical care), 800 home care beds, and 41 operating rooms. 

There are 2,800 physicians, 2,800 non-physician healthcare 

professionals, and 1,900 individuals in administrative services 

and management. During 2013-2014 there were 

approximately 45,000 discharges, 45,000 surgical procedures 

(50% of which were ambulatory), and 3 million visits. Since 

1998, HIBA has gradually developed and implemented an “in 

house” Health Information System (HIS) that handles medical 

and administrative information from point of capture to 

analysis. The HIS includes a single, modular, problem-

oriented, and patient-centered electronic health record (EHR). 

The EHR, named ITALICA, allows for the recording of 

patient care at different levels (outpatient, inpatient, 

emergency, and home care). ITALICA also enables 

complementary studies, drug prescriptions, and results display 

that includes the storage and transmission pictures system 

(PACS - Picture archiving and communication system). In 

recent years, the nurse chart evolved from paper to the 

computerized system. The first phase was digitized paper 
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documents, but in 2010 the first version of the electronic 

nursing record was embedded in the EHR, consisting of 

sections of structured data entry, medication administration, 

fluid balance, vital signs and a free-text area where nurses 

record narrative observations. Two years later, the system was 

updated to a version organized by sections according to 

nursing process, including planning of nursing interventions 

(but not nursing diagnosis). Currently, the electronic nurse 

chart is structured in four sections independent of each other: 

Assessment, Planning, Implementation, and Evaluation. 

Different sections allow nurses to record patient care 

following the logic of nursing processes, or skip to any 

section without completing the others. 

For the pilot, we chose three representative sectors: the Adult 

Intensive Care Unit (ICU), the Adult Intermediate Care Unit 

(IMCU), and the Adult General Care Unit (GCU). The ICU 

has 38 beds allocated in three areas, according to the severity 

and therapeutic requirement of the patient. The nurse:patient 

ratio is 1:2, and there are 108 nurses allocated to the different 

shifts. The IMCU has 28 beds, the nurse:patient ratio is 1:3, 

and the total number of nurses is 58. The GCU has 44 beds; it 

is a medical-surgical unit, with a nurse:patient ratio of 1:8, 

and 32 nurses are distributed across the different shifts. 

Design 

This study was an observational descriptive work sampling. 

Data collection was made through observations, and work 

samples were made following the steps proposed in the 

literature [7,14]. The task consisted of observing a work 

sample of nurses, and describing the activities performed as 

well as determining the time cost of those activities. 

After the approval of the project, the task categories and the 

specifics activities were determined. After a literature review 

[9,15–17], the categories were agreed on with the Chief of 

Nursing Department (CND). The categories chosen are direct 

care, indirect care, support activities, non-patient related 

activities, and personal activities.  

Direct care: The activities near a patient’s bed, including 

admission, anamnesis (medical history), comfort, emotional 

support, and education, among others. 

Indirect care: Documenting on paper or EHR, information 

exchange on handoffs, pharmaceutical preparations, and 

supplies for procedures typify this category. 

Support activities: Interdepartmental activities, scheduled 

training, and coaching other nurses are examples of this kind 

of activity. 

Non-patient related activities (NPRA): Activities associated 

with equipment search, arranging the unit, performing claims 

to suppliers, use of computers for non-patient related tasks, 

changing the patient to another bed within the same unit, and 

the “waiting time” to perform other tasks. 

Personal activities: These activities include breakfast/lunch 

breaks, social interaction, and non-patient related 

conversations. 

Three trained observers collected the data using a worksheet. 

The CND estimated the percentages of time spent on each 

category. The use of the EHR (or EHR documentation) was 

set to 15% [16]. The time duration analysis included mean, 

standard deviation (SD), minimum (Min), and maximum 

(Max). 

Results 

From November 17 to December 5, 2014, 2,418 observations 

were made. The ICU had 32.22% observations, the IMCU had 

29.57%, and the GCU 38.21%. Seventy-four nurses were 

observed, 82% of whom were women, with mean age 37.56 

years old (SD 9.46), and the mean seniority was 10.37 years 

(SD 8.95). Overall, the nurses’ activities included 37.40% of 

direct care, 41.18% of indirect care, 0.43% support tasks, 

11.14% non-patient related tasks, and 9.77% personal 

activities. The following tables show mean, standard 

deviation, minimum and maximum values for percentages 

from different observations, differentiated per sector and 

categories. 

Table 1 shows the ICU data, where the direct care activities 

represent 34.55%, and EHR activities are 23.79% of the total. 

Table 1 - Intensive care unit activities  

% 

Direct 

care 

Indirect 

care 

Support 

activities NPRA 

Personal 

activities

EHR 

use 

Mean 34.55 44.51 0.00 13.14 7.80 23.79

SD 1.49 2.63 0.00 2.25 1.67 3.65 

Min 32.69 41.94 0.00 9.93 5.77 19.88

Max 36.77 48.94 0.00 16.03 9.62 29.08

Estimated 35.00 30.00 20.00 5.00 10.00 15.00

 

The next table (Table 2) shows the IMCU data, where the 

direct care activities increase to 38%, and EHR activities are 

18.26%. 

Table 2- Intermediate care unit activities 

% 

Direct 

care 

Indirect 

care 

Support 

activities NPRA

Personal 

activities 

EHR 

use 

Mean 38.61 36.79 0.14 10.69 13.77 18.26

SD 5.22 5.09 0.32 3.65 4.25 2.93 

Min 34.44 30.82 0.00 6.34 8.89 15.23

Max 47.41 44.37 0.71 14.57 20.55 21.48

Estimated 40.00 30.00 15.00 10.00 5.00 15.00

 

The last table (Table 3) presents GCU unit data. Here, direct 

care activities are 39.05%, and EHR activities are 19.97%. 
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Table 3- General care unit activities 

% 

Direct 

care 

Indirect 

care 

Support 

activities NPRA 

Personal 

activities

EHR 

use 

Mean 39.05 42.25 1.14 9.59 7.74 19.97

SD 7.51 2.68 1.06 3.32 3.32 2.17 

Min 27.32 37.64 0.00 4.59 5.10 17.06

Max 46.63 44.33 2.06 12.89 13.40 23.12

Estimated 30.00 30.00 10.00 20.00 10.00 15.00

 

The following figures show the variations along the period of 

study. Figure 1 corresponds to the ICU. EHR documentation 

was the activity with the most fluctuation. At the beginning, 

19.88% of the activities where related to the EHR, while at the 

end, these activities increased to 29.08%: 

 

 

Figure 1- Observations at ICU during the study 

 

In the IMCU (see Figure 2), all activities had large variations 

along the evaluation period, but none of them had big 

differences comparing the beginning and the end of the study. 

 

 

Figure 2- Observations at IMCU during the study 

 

In the GCU, the direct care activities were found to be 27.32% 

at the beginning, and ended at 46.63%. Other categories did 

not have important disparities (See Figure 3). 

 

 

Figure 3 - Observations at GCU during the study 

Discussion 

In this pilot study, we evaluated how nurses use their time in 

the pre-implementation phase of redesigning a nursing e-

chart. As part of the pre-implementation, we inquired about 

the nurses’ staff expectations regarding implementation, and 

one of the main issues was the time it would take to complete 

the nurse record, which motivated the present work. Based on 

the results of this study, the IMCU direct care and non-patient 

related tasks matched with the estimated percentage. 

However, there is an enormous difference in support and 

personal activities. In the GCU, there was difference in all the 

categories. In the ICU, the most significant differences were 

in indirect care and support. 

The support task category had zero or few activities in all 

units. Because this is the first study on this subject, this 

category will be re-evaluated in a future study. 

Except for in the IMCU (that had an almost equal proportion 

of the direct and indirect care tasks), there was a greater 

proportion of time spent in the indirect care activities than the 

direct ones, with less time spent in the personal activities. 

Regarding daily activities, the IMCU was the only unit that 

showed the greatest variations over the course of the study. 

This may relate to the different patients’ complexity of care, 

the nurse:patient ratio, and/or the infrastructure of the facility 

compared to the other units. On the other hand, at the end of 

the study in the ICU, there was a tendency to use the EHR 

more extensively, and to perform more direct care activities in 

the GCU. The work sampling method may reduce the 

Hawthorne effect, but in this first evaluation we cannot 

determine if this tendency is the product of this effect or a 

particular characteristic of both units. 

Regarding EHR documentation, the percentage was greater 

than expected in all of the units. ICU showed the greatest 

percentage (23.79%). According to the literature, the nurse 

staff expends 15.79% (95% CI 14.25, 17.33) of their time in 

all documentation tasks, including paper documentation 

(10.55%) and EHR use (5.24%) [16]. Other authors mention 

17.7% [9], 10.1% [17], and even 35.3% time commited to 

documentation. While there is certain agreement regarding the 

time modification when transitioning from paper to electronic 

documentation, it is unclear when there is an update or 

redesign to an existing electronic record system. For this 

reason, when the impact to the workflow during EHR 

implementation is recorded, some studies consider the time 

associated to registration and direct care as primary and 

secondary indicators [18].  
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We included “personal activities” as an individual category 

separate from the others (or included but in a different 

category like non-value-adding work [13]). The total time 

comprising this category contributes to the better 

understanding of how nurses use their time. 

The findings of this study give us useful preliminary 

information regarding how nurses use time in completing 

assigned tasks. However, there are some limitations. The WS 

technique is one of the most frequently used due to its 

usefulness and cost effectiveness [19], and findings can be 

compared statistically. However, there are variations in the 

use of the technique [13]. Additionally, nursing task 

definitions do not always match in these studies. In spite of 

this, WS is a useful technique when there are constraints on 

time and resources, making the evaluation feasible.  

We researched adult units during morning and afternoon 

shifts. To evaluate the night shift, it would be necessary to 

adapt the list of activities, due to the fact that there are 

different types of tasks performed during the night shift. Even 

though the observations took place during three weeks, the 

observed time only corresponds to five days. However, we 

obtained the required minimum of observations. To be able to 

determine if the implementation of the new EHR version will 

or will not affect the time, it is necessary to complete the 

evaluation in the post-implementation phase, planned six 

months after the implementation. It will be necessary to 

increase the number of units involved, and ideally should be 

done over a much longer period. 

The data regarding the time spent by the nurses in their 

different tasks enables the evaluation of changes in the 

nursing practice after the implementation of a new system [9]. 

While this information is important, it only reflects one part of 

the phenomenon, since implementation may not only change 

the time used for doing a task but also the workflow and, 

consequently, the continuity of care. Further research will 

help to better understand this situation and to perform 

improvements during the process. 
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Abstract 

For many complex diseases, finding the best patient-specific 

treatment decision is difficult for physicians due to limited 

mental capacity. Clinical decision support systems based on 

Bayesian networks (BN) can provide a probabilistic graphical 

model integrating all necessary aspects relevant for decision 

making. Such models are often manually created by clinical 

experts. The modeling process consists of graphical modeling 

conducted by collecting of information entities, and 

probabilistic modeling achieved through defining the relations 

of information entities to their direct causes. Such expert-

based probabilistic modelling with BNs is very time intensive 

and requires knowledge about the underlying modeling 

method. We introduce in this paper an intuitive web-based 

system for helping medical experts generate decision models 

based on BNs. Using the tool, no special knowledge about the 

underlying model or BN is necessary. We tested the tool with 

an example of modeling treatment decisions of Rhinosinusitis 

and studied its usability.  

 

Keywords:  

Clinical decision support system; Bayesian network; 

conditional probability tables; probabilistic modelling; expert 

system; treatment decision; web tool; rhinosinusitis. 

Introduction 

For some patient-specific treatment decisions (e.g., in 

oncology) more patient information needs to be considered at 

once than a single physician is able. For this reason, time 

intensive meetings of experts from different medical domains 

(e.g., surgery, radiology and radiotherapy) are conducted to 

understand and discuss the entire patient situation and possible 

therapy options and outcomes. However, each of the experts 

participating in these meetings considers the patient-specific 

situation from an individual viewpoint or background, making 

a discussion and finding a unanimous decision difficult.  

Intelligent clinical decision support systems (CDSSs) [1] 

based on probabilistic graphical models, and more 

specifically, a Bayesian network (BN) [2], could support 

physicians by modeling complex interdisciplinary treatment 

decisions and simulating integrated decision making. A BN’s 

graphical model contains nodes representing information 

entities (IE) with a set of events that can occur (e.g. Boolean 

values). In the domain of medicine, IEs describe for example 

results regarding medical examinations, medical imaging, 

patient’s compliance, genetic factors, or describe patient 

characteristics (e.g. age, gender, tobacco and alcohol 

consumption). Nodes are linked by directed edges. More 

specifically, a parental node is connected to a child node by 

edges representing their direct causality.  

The probabilistic model is dependent on the modeled graph 

structure and represents the strength of the causality between 

an IE and its direct linked causes (parental nodes) by a 

conditional probability table (CPT). In a CPT, for each event 

of an IE probabilities are assigned based on all permutations 

of its parental events. Consequently, the amount of necessary 

probabilities for a CPT grows exponentially with the number 

of parental nodes and their events. A main challenge when 

modeling the graphical structure of BNs is to find the right 

balance between the granularity of IEs with their events and 

the complexity of the model in order to avoid large CPTs. 

Based on our previous work [3], CDSS for increasingly 

complex treatment decisions requires more detailed BN 

models.  

The graphical model of a BN can be created by applying 

machine learning algorithms to a set of data collected from 

guidelines and other sources that define relations between IEs. 

The information already provide the probabilities [4-6].  Our 

previous study revealed a significant disadvantage of this 

method for complex diseases, evidences for many IEs are 

usually based on easier accessible and cheaper patient 

information (e.g. age, gender, tobacco- and alcohol 

consumption) [3]. Thus, proven relations as they are available 

in guidelines and statistics do not represent the desired natural 

direct dependencies in the graphical model.  

In contrast to machine learning, our approach creates the 

model structure by considering the natural direct dependencies 

without limits given by statistics. The conditional probabilities 

are assigned in a subsequent step. In that way, the graphical 

model forms the basis for collecting probabilities. This kind of 

model-based medical evidence [7] is expensive to achieve at 

the moment, and manual modeling by medical experts is 

subjective and very time-consuming.  

To overcome this limitation, we developed a web-based tool 

that allows experts to assign probabilities to nodes and 

respective events in a graphical model describing treatment 

decisions. In this paper, we introduce the system. It was tested 

on a the graphical BN model representing treatment decisions 

related to acute- and chronical rhinosinusits (ARS and CRS). 

The paper is structured as follows: In the Methods section, we 

describe the web tool to collect the CPTs for the probabilistic 

model. We evaluated the tool by having physicians assign 

probabilities to events in a treatment decision model. In the 

section Evaluation and Results, we present a comparative 
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assessment of the expert's probability values by using an 

intraclass correlation, and by analysing metadata recorded 

during the assignment process. Further, we present the results 

from a usability study. In the Discussion section, we describe 

advantages and disadvantages of the application, reasonable 

issues for the disparities in the expert's assessments and 

necessary extensions. The Conclusion summarizes the results 

and provides an outlook on future expert-based modeling in 

the medical domain. 

Methods 

Web-based Tool for Assigning Probabilities 

Previous work from L.C. van der Gaag et al. [8] showed that 

experts can assign probabilities to IE in a given probabilistic 

network by formulating natural language questions and 

allowing the assessments to be provided on a scale. When 

prompted, domain experts were able to provide probabilities at 

a rate of over 150 probabilities per hour. Our approach is 

based upon that work, but goes beyond by using a computer 

system to digitalize the process of eliciting probabilities from 

domain experts through a web-based tool.  

Our CPT-tool runs as a server application on the Node.js 

architecture and uses MongoDB as a persistence layer. The 

application requires a user authentication to prevent misuse of 

the system by unauthorized parties, and also to record user 

specific metadata that is used for the evaluation of the system. 

As a web application, the tool can be used from any browser 

and is thus system independent. 

The CPT-tool takes as input a probabilistic network in XML 

format that contains all nodes of the model with its events and 

edges from parental nodes. We are building these networks 

using the open source software UnBBayes [9], but any other 

tool for generating BN models would be applicable. The CPT-

tool automatically extracts the nodes, their events, and edges 

from the model to (1) generate an overview table and two 

types of questionnaires, (2) generate CPT specific 

questionnaires of permutations of parent events and (3) node 

specific selection page of probability combinations. The 

output of the application is again an XML file stored in the 

same XML format as the input, but with the probabilities set 

by the user.  

User Interactions with the System 

In the following, we describe the interactions between medical 

experts and the system when assigning probabilities to a 

graphical BN model. After logging into an account, a user can 

upload a probability network with events to which 

probabilities need to be assigned. 

(1) Once the network has been analyzed by the system, the 

pertaining nodes are displayed in an overview table to the 

user, see figure 1. Each row contains the number of pages 

the domain expert has to complete (i.e. the number of 

permutations of the given node) and the number of 

variables each node contains. The domain expert is able 

to freely choose which node to start the elicitation 

process, by clicking the corresponding button next to the 

node. The required probabilities can be set at any time 

and from anywhere, which doesn’t force the domain 

expert to a fixed schedule that might otherwise cause an 

inconvenience.  

(2) The first questionnaire is similar to the elicitation sheet 

suggested by van der Gaag [8]: The selected IE is 

presented as a text fragment, but is divided into two parts. 

One part presents the preconditions of the current 

iteration, while the other part presents the events of the 

current node to be assessed. For example, figure 2 asks 

the user to assess the probability of antibiotics being used, 

given the state of the parent events on the left hand side. 

Since the events of the antibiotics node are either true or 

false, the user is only required to set the probability for 

the question: How likely is it that antibiotics is: true. The 

tool specifies the percentage bar in seven percent steps 

(1%, 15%, 25%, 50%, 75%, 85%, and 99%) with a text 

description (“(almost) impossible”, “improbable”, 

“uncertain”, “fifty-fifty”, “expected”, “probable”, and 

“(almost) certain”) assigned to each of the percentages. 

However, there is still the possibility to set the exact 

percentage in 1% increments.  

 

 

Figure 1–Overview table from CPT-tool 

In case of determining the probabilities of a node with 

more than two events (e.g. Tumour-state), the expert is 

asked to set the probabilities with a total of 100%. At the 

end of the page, a multiple choice selection to evaluate 

the confidence level of the assessments is presented. The 

options are: very confident, confident, unconfident and 

very unconfident. If the assessment was unconfidently 

made, an additional input field is presented to describe the 

uncertainty of the evaluation. After submitting the 

probabilities, the next permutation of the node’s parent 

events will be presented. But before, the system 

interpolates all probabilities to 100% in the background 

based on the combination of parent events, by dividing 

each of these probabilities by their quotient. Their 

quotient is the sum of the probabilities, divided by 100. 

For example: The probabilities for the events {n
1
, n

2
, n

3
} 

of the node n are set with 35%, 30%, 60%. Then, the 

system divides each of the probability by 125%, because 

of (35 + 30 + 60) / 100 = 125%. 28% + 24% + 48% = 

100%. 

At the top of the page, the user is presented with a 

progress bar guiding her through the node iterations. After 

assessing all probabilities of a node, the user is returned to 

the node overview page where the recent node will be 

marked as completed. 

(3) If a chosen node n has at least two parent nodes, before 

step (2), an additional questionnaire is presented to find 

significant combinations of parental events, see figure 3. 

On this page, the probability of n dependents on a non-

empty and incomplete set of parent events E are to be 

asseessed, so that the probability of n is set for all CPT 

items that contain the combination of E. Significant 

combination of parental events are identified using the 

following hypothesis: 
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The probabilities for a node n are the same, if an event or 

a combination of events E of n’s parental nodes occurred 

independent on all combinations of events of all other 

unconsidered parental nodes of n. ■ 

The percentage for the node dependent on the selected 

combination is assessed by the user in the same way as in 

the other questionnaire (step 1). After confirming a 

combination with a percentage, the combination is 

visualized by a blue dot with a number. Same numbers 

indicate one combination and the number itself the order 

of setting the combinations. 

 

 

 

Figure 2– Example of the questionnaire from CPT-tool 

 

 

 

Figure 3– Questionnaire for significant combinations of 

parent events 

 

Finally, after completing the assessment of all nodes, the user 

can export the network encompassing the elicited probabilities 

for each node. 

Evaluation MethodologyFor evaluating the CPT-tool, we 

performed a user study with clinical experts, which also 

included a usibility study. Evaluation methods and results are 

described in the following. 

Study Design: CPT-tool Used by Medical Experts 

For a study of the presented CPT tool, we used a graphical 

model for the treatment decision of acute- and chronic 

rhinosinusits (ARS, CRS) comprising 75 nodes and 100 

dependencies. The model was handcrafted, first by non-

medical-experts based only on guidelines. For graphical 

representation and later inference tests, the model was 

implemented using UnBBayes. Three physicians were asked 

to correct and validate the graphical model and later, to set the 

CPTs by using the presented web tool. One physician was a 

resident physician in his second year and experienced in 

Bayesian theory. The other two were ENT-surgeons with 7 to 

10 years of experience of ARS and CRS, with around 1000-

1200 treatments a year, from this around 520 to 780 of which 

are surgical treatments and the remaining are conservative 

therapies.  

The CPT-tool computed for the rhinosinusitis model contained 

1526 questions, i.e., the number of probabilities that needed to 

be assigned. For assigning the probabilities, accounts for all 

three physicians were created. The experts were free to choose 

when and where they would use the CPT-tool to answer the 

questions. The only requirements were to finish a node once it 

was started, to keep a general overview of the node in mind, 

and to finish the whole assignment in two weeks. The second 

questionnaire for significant combinations was not part of this 

first study, but was assessed at a later time by resident 

physician. 

During the assignment process, meta-data was collected to 

help with the evaluation of the users’ decision making process. 

These include the previously mentioned self-evaluation of the 

users' choices, the amount of time it took for a user to set a 

probability and complete a node, and the order in which the 

nodes were completed. The purpose of this evaluation was to 

study the time required for probability assignment, to study 

the user satisfaction with the CPT-tool and to find out to what 

extent the experts agree in probability setting. 

Results 

Usability Study: Design and Objectives 

After the first study, and based on the experiences, a usability 

study with 20 participants of different gender and ages 

between 25 and 44 years was done. Focus of the usability 

study was to identify potential sources of error that may lead 

to wrong assessments caused by the application's construction, 

design and usability. Therefore, a special, smaller model was 

created with a more intuitive example about a common topic, 

the accident rate of traffic, with IEs such as road surface, the 

type of road, weather and season conditions. For the tests, 

different usability methods were combined to get qualitative 

and quantitative results out of the study, such as screen 

capturing, voice recording, eye tracking, questionnaires and 

interviews. During this study, the participants were asked to 

think out loud and to answer questions about their actions. The 

participants were asked to use the CPT-tool independently by 

their own intuition but with the possibility to ask the usability 

experts if necessary. 

Evaluation Results 

The assignment process of the rhinosinusitis probability 

network took each expert an average of 7 to 12 seconds per 

elicitation step. At just over 1500 probabilities to assess, the 

experts were able to complete their task at a rate of 300 to 500 

probabilities per hour, with a minimum of 2 seconds for the 

fastest and 26 seconds for the slowest answer. This means that 

a total time of 3.5 to 5 hours was necessary to complete the 

elicitation process for this particular model. With the aid of 

selecting decisive event combinations, the  resident physician 

was able to eliminate 47.97% (n = 732) of all probabilities 

using less than 50 assessments.  
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From the metadata, we could recognize that the experts started 

with the nodes that had the least number of questions, before 

working through the remaining nodes in chronological order. 

Comparing the results of our experts, we found that only 148 

out of the 1500 probabilities had a deviation of 50% or more. 

However, 501 probabilities had a deviation of over 15%. To 

better evaluate the assessments of the experts, we employed 

intraclass correlation as a form of reliability testing. The 

intraclass correlation coefficient kappa describes how closely 

the elicited values resembled each other in six categories: no 

agreement, slight, fair, moderate, substantial, and almost 

perfect agreement [10]. Figure 4 shows the kappa, on a scale 

of -1 to 1, for each node that has at least one parental node. 

Nodes without parents are ignored based on their opinionated 

characteristic. We did not specify in the assignment rules 

whether probabilities to such nodes have to be set on the basis 

of the specific epidemiology. The graph depicts an overall 

positive result, with an average kappa of 0.16, indicating 

“moderate agreement”. Twelve of the thirty nodes depicted in 

the graph were categorized “substantial agreement”. The few 

nodes found during the intraclass correlation reliability test 

that fall into the “fair agreement” category will be discussed 

and reevaluated in an upcoming post-elicitation meeting with 

the experts.  

The two experienced experts in our study did not make use of 

the applications feature to report uncertainties during the 

elicitation process. Instead, only the resident provided 

feedback on several of his decisions, most frequently 

criticizing the epidemiology of the nodes. At this stage, it was 

not clear if these deviations in probabilities and the almost 

positive assessments of confidence originate from the 

differing medical expertise or is caused by the usability of the 

system. For this reason, we performed a usability study.  

 

   

Figure 4– kappa for each node with at least one parental node 

from the rhinosinusitis model 

In the usability study, we recognized 28 negative aspects 

determined by the system that we classified in three levels of 

severity: (1) critical – system crash or misleading to wrong 

probabilities (6 of 28). (2) user-unfriendly – demotivating or 

loss of attention (6 of 28), and (3) nice-to-have – is not 

affecting the rating (16 of 28). Table 1 shows the problems 

and the number of affected testers from the severity level 1 

and 2. The additional step of presetting key combinations that 

was integrated only in the usability study was one of the main 

misleading problems. Problems with the severity level 2 lead 

to a longer answering time. For the most participants the study 

has shown first signals of demotivation after 15 to 30 minutes; 

after around 30 to 45 minutes participants started to loose 

attention. The third level is not listed as it contains subjective 

feelings. Only a few testers were affected by the same aspects 

and they did not influence the usability of the tool. 

Table 1– Table of negative aspects determined by the system 

Problems 

# affected 

testers out 

of 20 

Level of severity 1:  

Understanding of pre-setting key combi-

nations of causes unclear 

12 

Group of direct causes not recognized 7 

Duration of the questionnaire for one node 

too long 

7 

Only the first probability bar taken serious 5 

Relation between all bars unclear 4 

How to interpret the input field for uncer-

tainty unclear 

4 

Some web browsers allow to stop pop-ups 

which prohibits functions of the tool 

3 

 

Level of severity 2:  

Comment feature hinders the assessment 

process 

4 

The node terms or subject unclear – miss-

ing instructions 

3 

Duration of "pages" and "questions"  un-

clear 

1 

Information on lost data when closing the 

application 

1 

Program entraps to clicking through the 

questionnaire 

1 

Not enough application feedback, "unable 

to tell what's happening in the back-

ground" 

1 

  

 

Discussion 

In the following , the results of both studies are discussed with 

examples for a better usability of the CPT-tool, and also 

compared with previous literature. To finish the first study 

with the rhinosinusits model, a follow up meeting with the 

experts will be needed for personal interviews and to evaluate 

and discuss any problems or difficulties that occurred during 

the elicitation process. Additionally, nodes that have led to 

differing assessments will be discussed to compile a 

convergent model for further evaluations.  

The usability study with 20 participants gave highly reliable 

result. Early researches of Nielson and Landauer [11] showed, 

that five users will find about 85% of all existing usability 

problems and “when collecting usability metrics, testing 20 

users typically offers a reasonably tight confidence interval” 

[12]. Based on the results from both studies, all problems with 

a severity level 1 should be corrected and also some of level 2 

with higher numbers of affected testers. Especially, the 

additional step of presetting key combinations is a powerful 

and necessary approach for treatment decision models to 

minimize the large amount of probabilities. By addressing the 

issues revealed during the usability study, the CPT-tool can be 

improved to build an intuitive tool that allows domain experts 

to help in collecting probabilities without any need of 

knowledge about the underlying network or BNs. This could 

lead to a collection of large amount of CPTs in a short amount 

of time by using the crowdsourcing principle, so that later a 

justifiable average of probabilities can be composed.  
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Another significant problem is that the duration of setting the 

CPT for a node without interruptions is too long and leads to  

impatient, inattentive, fast and incorrect assessment. This 

problem can be solved in many ways, for example by using 

the average time of expert based answering, multiplied with 

the number of a node’s questions the expert will have a better 

feeling for the upcoming effort. Also, the interruption during 

the probability setting of a node could be allowed by saving 

the current editing state, but with the resumption of the node 

its presetting history should be accessible and studied by the 

expert to guarantee an overview on the graph. Eliminating the 

problems, we expect a very intuitive tool. Another study of the 

upgraded application will follow. 

Our CPT-tool has several advantages compared to the method 

from van der Gaag [8], in particular with respect to flexibility, 

answering rate, and precision. The separation of current and 

dependent events allows the user to see the preconditions all in 

one place, and also enables the questionnaire and underlying 

network to take on any form and size. With a time 

consumption of approximately 11 seconds per answer, the 

average answer rate is substantially higher. A digital solution 

also allows to present an exact percentage. Although it is 

known from van der Gaag’s work that the precision of 1% 

increments is not necessary for the CPTs, it was one of our 

expert’s requests to be able to distinguish between similar 

answers. An important and promising solution for large 

models is the questionnaire of significant combinations. At 

this stage, the usability study shows that this questionnaire is 

not intuitive or obvious, but it can significantly decrease the 

amount of questions. In a BN example with laryngeal cancer 

[13] some nodes in the model contain a CPT with more than 

ten thousands of probabilities, but can be minimized to only a 

small number of 20 to 30 nodes by presetting key 

combinations.  

At the moment, the CPT-tool uses as input an XML-format 

given by UnBBayes’s export-file that is very extensive and 

software specific. In the next version of the CPT-tool, this will 

be changed to a simpler XML-format, so that also other 

software export could be parsed and used in the web-tool. 

Additionally, an upgrade for instantiable models as multi-

entity Bayesian network is planned. 

Conclusion 

In this paper, we introduced a web-based tool for assigning 

probabilities to BN models of clinical treatment decisions. The 

tool was evaluated with respect to usability and in a user 

study. The assessments we have received from the domain 

experts are promising even though we collected problems of 

three level of severity. At least level 1 problems need to be 

eliminated to minimize the number of wrong expert based 

assessments caused by the usability of the presented web-tool. 

The usability study not only increased the understanding of 

usability issues but also improved the development of an 

intuitive web-tool. This is a major step in encouraging medical 

experts to use probabilistic modeling. Based on this work, 

another web-tool for creating graphical models based on 

natural language questions is planned. These kinds of tools 

will allow crowdsourcing the development of CDSSs. 
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Abstract 

When wrongly used, guideline-based clinical decision support 

systems (CDSSs) may generate inappropriate propositions 

that do not match the recommendations provided by clinical 

practice guidelines (CPGs). The user may decide to comply 

with or react to the CDSS, and her decision may finally 

comply or not with CPGs. OncoDoc2 is a guideline-based 

CDSS for breast cancer management. We collected 394 

decisions made by multidisciplinary meeting physicians in 

three hospitals where the CDSS was evaluated. We observed a 

global CPG compliance of 86.8% and a global CDSS 

compliance of 75.4%. Non-CPG compliance was observed in 

case of a negative reactance to the CDSS, when users did not 

follow a correct CDSS proposition (8.6% of decisions). 

Because of errors in patient data entry, OncoDoc2 delivered 

non-recommended propositions in 21.3% of decisions, leading 

to compliances with CDSS and CPGs of respectively 21.4% 

and 65.5%, whereas both compliances exceeded 90% when 

CDSS advices included CPG recommendations. Automation 

bias, when users followed an incorrect CDSS proposition 

explained the remaining non-compliance with CPGs (4.6% of 

decisions). Securing the use of CDSSs is of major importance 

to warranty patient safety and benefit of their potential to 

improve care. 

Keywords: 

Clinical decision support systems, Attitude to Computers, 

Guideline adherence, Breast cancer management. 

Introduction 

Variations in medical practices have been observed for 

decades around the world. If some level of variation related to 

differences in population need, health status or patient 

preferences, is expected, “unwarranted variation” raises 

questions about quality and appropriateness of care [1]. 

Following evidence-based medicine principles, clinical 

practice guidelines (CPGs) have been developed to eliminate 

these “unwarranted variations”. Recommended by health 

professional societies or national health agencies, CPGs are 

information resources describing the recommended 

therapeutic management for different clinical situations 

encountered in given pathologies. They are thus intended to 

improve the quality of clinical care, reduce inappropriate 

variations, produce optimal patient outcomes, and promote 

cost-effective practices.  

Many studies have shown that the sole dissemination of 

narrative CPGs had nearly no impact on physician behavior. 

On the opposite, numerous reviews [2] suggest that clinical 

decision support systems (CDSSs) have the potential to 

promote CPGs use. However, many studies showed positive 

effects of CDSSs, whereas others found only a limited impact 

of these systems upon physicians’ behavior. One of the 

difficulty comes from the wide, non-totally agreed upon, 

meaning of CDSSs. This denomination covers indeed systems 

ranging from the simple provision of brief prompts and 

calculation services, through the provision of the therapeutic 

support for the management of complex patients with 

multimorbidity. CDSSs may also vary according to user 

interaction modalities, operating either as automated reminder 

systems generating alerts, or as on-demand systems. A recent 

study [3] reported for instance that presenting decision support 

within electronic charting or order entry system was 

associated with failure compared with other ways of 

delivering advice. In addition, requiring practitioners to 

provide reasons when overriding propositions and providing 

advice concurrently to patients and practitioners were more 

likely to be effective.  

Cancer management is subject to practice variations and to 

varied levels of compliance with oncology CPGs [4]. 
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Multidisciplinary meetings (MDMs), or tumour boards, are 

generally associated with improvements of guideline 

compliance rates [5]. However, the efficiency of MDMs has 

been recently questioned [6] and CDSSs used in MDMs are 

considered to improve the compliance of MDM decisions with 

CPGs [7]. 

OncoDoc2 is a guideline-based decision support system 

applied to the management of non-metastatic breast cancer 

patients to be used by MDM physicians [8]. Routinely used 

for three years in breast cancer MDMs of the Tenon hospital 

(Paris, France), it showed very good results in terms of 

compliance [9]. More recently, we conducted a prospective 

cluster randomized controlled trial to evidence the impact of 

the system on the compliance of MDM decisions with CPGs. 

When studying the sole intervention arm of the trial, where 

MDM physicians used the system for all breast cancer 

patients, we observed that, in half of the cases, the system was 

not correctly used. In theses cases, patients were described 

with “errors”, and the compliance rate of MDM decisions was 

significantly decreased. We concluded that it was better not to 

use the system than to use it improperly [10].  

Indeed, health information technology is expected to improve 

the quality of care. Tools such as electronic healthcare records 

(EHRs), CDSSs, computerized provider order entry systems 

(CPOEs), are believed to make the delivery of healthcare 

safer, more effective and more efficient. However, with the 

widespread implementation of HIT, studies that suggest HIT 

introduces unpredicted and unintended adverse consequences 

(UACs) potentially harmful for patients have been published. 

Campbell et al. [11] have identified 9 types of UACs, among 

which the Type 7 category (new kinds of errors) covers the 

concept of “e-iatrogenesis” defined by Weiner et al. [12] as 

“patient harm caused at least in part by the application of 

health information technology”. These errors, known as 

technology-induced errors, are the result of a mismatch 

between the functioning of HIT tools and the real-life 

demands of healthcare work. Sittig and Singh [13] reported 

that UACs of HIT occur when HIT is unavailable for use, 

malfunctioning during use, or used the wrong way. Usability 

engineering methods are thus increasingly being used to 

ensure improved system usability and the safety of HIT 

applications [14].  

When studying the non-compliance of physician decisions 

with state-of-the-art CPGs while using a guideline-based 

CDSS, e-iatrogenesis is not always involved. Physicians may 

not comply with the system propositions and not decide 

according to the best evidence for the patient. But they may 

also comply with the system propositions and not decide 

according to the best evidence for the patient. Two main 

scenarios should be considered. In the first one, the CDSS is 

correctly used and propositions are “correct” but physicians do 

not follow them. This corresponds to  the mechanism of 

“reactance” borrowed from cognitive engineering, and 

introduced by Vashitz et al. [15]. Psychological reactance is 

an unpleasant motivational state, in which people react to 

situations, they feel their autonomy is threatened. This is the 

negative side of reactance, in which physicians want to 

reaffirm their freedom of choice and consciously or 

unconsciously either ignore the CDSS propositions or choose 

on purpose a different course of action. In this case, the 

quality of the resulting decision has deteriorated as compared 

to the system propositions. This negative side is balanced by 

the positive reactance, in which physicians do not follow the 

system propositions but built on them to refine and thus 

improve their decision according to the specific condition of 

the patient or to take into account the very last published 

evidence not yet integrated in the CDSS knowledge base. In 

the second scenario, we are in the case of the automation bias 

(AB) [16], i.e. the tendency to over-trust HIT leading a 

physician to make an incorrect decision in order to follow the 

advice provided by a CDSS [17]. Automation bias may be 

demonstrated by “negative consultation”, a term used to 

denote when a correct decision is changed to an incorrect one 

on the basis of an incorrect advice. In a systematic review 

[18], negative consultations range from 6 to 11%. 

The aim of this work is to analyze the intervention arm of the 

randomized controlled trial where OncoDoc2 had to be used 

for all breast cancer patients discussed during MDMs. In 

previous works with the same context, we studied the 

accuracy of actual data entry, and how the way OncoDoc2 

was used had an impact on the quality of MDM decisions 

assessed by their compliance with CPGs [10]. In this paper, 

we study the attitude of MDM physicians towards the advice 

of OncoDoc2 in order to assess the part of reactance and 

automation bias when they finally make their decisions. This 

paper does neither discuss the methods nor present the results 

of the trial, which will be presented in a different paper.  

Materials and Methods 

The guideline-based CDSS OncoDoc2  

OncoDoc2 [8] is a computerized guideline-based CDSS. It 

provides patient-specific recommendations for breast cancer 

patients according to CancerEst (local) CPGs. The system can 

be automatically run on patient data extracted from EHRs. It 

can also be used according to the document-based paradigm of 

decision-making where the knowledge base is interactively 

browsed by the user. In this case, using OncoDoc2 consists of 

answering, by a simple click on the right value, a sequence of 

closed-ended questions displayed in the interface to finally 

access the guideline-based advice of the system made of a set 

of recommended care plans. The user-controlled navigation 

through the knowledge base, noted N, instantiates criteria 

according to patient-specific data, and selects the theoretical 

clinical profile of the knowledge base that best fits the actual 

patient. Figure 1 shows a screenshot of OncoDoc2 displaying 

a navigation, characterized by the “Recapitulative”, and the 

corresponding advices (“CancerEst Recommended Treatment 

Plans”). OncoDoc2 has been routinely used at the Tenon 

hospital (Paris, France) with a compliance rate of 91.7% [9]. 

Data collection 

We have analyzed the data produced by the weekly organized 

MDMs of the three hospitals of the intervention arm of the 

randomized controlled trial. In each of the three hospitals, 

MDM physicians had to use OncoDoc2 for all breast cancer 

patients. For each decision, we automatically collected the 

navigation performed by MDM physicians N
MDM

, the advices 

provided by OncoDoc2 {R}
CDSS

, and the MDM decision d. 

Additionally each week, clinical research assistants (CRAs) 

collected the list of patient cases discussed in MDMs the 

previous week. For each of them, they ran OncoDoc2 and 

performed their own navigation on the basis of the 

information found in patient medical records, without 

knowing what were the navigations of MDM physicians for 

the same patients.  

The two types of compliance 

We considered that for each patient, the CRA-performed 

navigation was the “gold standard” named “reference 

navigation”, denoted N
Ref

, and that the advices of OncoDoc2 

attached to the reference navigation represented the set of 

reference guideline-based recommendations that applied to the 
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negative compliance with the CDSS, also named 

automation bias. 

• React-: CDSS- ∧ CPGs-. The user does not follow 

the advices of the CDSS and she does not decide 

according to CPGs. She reacts to the CDSS 

propositions to adopt a decision which does not 

comply with CPGs, which corresponds to a negative 

reactance. 

Consolidation of the CDSS use and physicians’ attitudes 

We analysed the relationships between the type of advice 

delivered by OncoDoc2 and the type of physicians’ attitudes 

depending on their compliance with CPGs and compliance 

with the CDSS. Figure 2 illustrates the possible 

configurations. 

 

 

Figure 2 – Formalization of physicians’ attitudes towards the 

CDSS depending on the type of the advice  

Results 

Data was collected for the intervention arm of the trial, 

including three hospitals, between June 2009 and April 2010. 

A total of 394 MDM decisions were made with the support of 

OncoDoc2 and considered for the analysis. The overall CDSS 

compliance rate was measured at 75.4%, showing a reactance 

rate of  24.6%. The overall CPG compliance rate was 86.8%. 

As reported in [10], OncoDoc2 was incorrectly used in 52% of 

the cases. However, on the basis of the comparison with the 

recommendations of reference navigations, we observed that 

68.8% of MDM decisions were made in Advice+ situations 

where all OncoDoc2’s propositions were correct 

recommendations, and that 21.3% of MDM decisions were 

made in Advice- situations where all advices provided by 

OncoDoc2 were incorrect. Compliance with CPGs was 

significantly different according to the advice category (χ
2

, p < 

10
-9

) and was measured at 65.5% for Advice-, whereas it was 

92.3% for Advice+, and 94.9% for Advice+/-. In the same 

way, the CDSS compliance rate was significantly different 

according to the advice category (χ
2

, p < 10
-37

), and measured 

at 92.3%, 74.4%, and 21.4% for Advice+, Advice+/-, and 

Advice- respectively. Table 2 summarizes the distribution for 

the three advice categories and the associated CDSS and CPG 

compliances. 

Table 2 – Distribution of  advice categories and their 

corresponding CDSS and CPG compliances  

Categories n (%) CDSS+ CPGs+ 

Advice+ 271 (68.8%) 92.3% 92.3% 

Advice+/- 39 (9.9%) 74.4% 94.9% 

Advice- 84 (21.3%) 21.4% 65.5% 

Total 394 (100.0%) 75.4% 86.8% 

The distribution of MDM physicians’ attitudes towards 

OncoDoc2 is reported in Table 3. In 70.8% of the cases, the 

compliance with the CDSS advice was positive (Comp+), 

yielding CPG-compliant decisions. Reactance to the system 

advice represents nearly one quarter of all decisions (24.6%). 

Reactance is positive in about 2/3 of reacted decisions, leading 

to CPG-compliant decisions. Finally, the automation bias, or 

negative compliance with the system, is estimated at 4.6% of 

all MDM physician decisions. It must be noted that 

automation bias was observed only in the Advice- category. 

Table 3 – Distribution of the four categories of MDM 

physicians’ attitudes towards OncoDoc2 for decision-making 

User attitudes n (%) 

Comp+ 279 (70.8%) 

React+ 63 (16.0%) 

React- 34 (8.6%) 

Comp- 18 (4,6%) 

Total 394 (100%) 

Discussion 

OncoDoc2 was associated with a global CPG compliance of 

86.8% and with a CDSS compliance of 75.4%. The expected 

effect of the CDSS, i.e. the positive compliance Comp+, when 

the 2 compliances simultaneously occur, was 70.8%. 

More specifically, when CDSS advices include guideline-

based recommendations (Advice+ and Advice+/-), CPG-

compliance exceeds 92%. This suggests that the correct 

reminder of CPGs by a CDSS may foster their adoption. We 

observed that Advice- situations occurred in 21.3%. Such 

situations necessarily occur when the patient characterization 

in the system (N
MDM 

navigation) is not accurate. This 

proportion of situations where no guideline-based 

recommendation is provided by OncoDoc2 is important, but 

less than the 52% of erroneous navigations observed in [10]. 

In these cases, physician decisions to follow the erroneous 

OncoDoc2 advices in 21.4% of the cases, and compliance 

with CPGs falls to 65.5%. This illustrates the unintended 

consequences of CDSSs and serves as a reminder that the 

accuracy of collected data, as well as CDSS usability are 

fundamental issues to address. Further analysis should 

investigate the determinants of Advice- situations.  

The risk of Advice- situations is to favor the automation bias, 

and the compliance with CDSS, in the detriment of the 

compliance with CPGs. With our dataset, and according to the 

proposed formalization of users’ attitudes, automation bias 

was measured at 4.6% of the CDSS-supported decisions. This 
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is lower than the 6 to 11% rates reported by the review 

conducted by Goddard et al. [18].  

In 16.0% of the cases, MDM physicians positively reacted 

(React+) to the system. This demonstrates that they critically 

considered inappropriate CDSS advices and that in these 

cases, physicians’ knowledge of CPGs is strongly established. 

On the opposite, negative reactance (React-) occurred when 

CDSS advices were not adopted and the decision was not 

CPG-compliant. This suggests that either CPGs are not 

known, or are not trusted, or are not appropriate to the patient. 

Indeed, in some particular clinical situations, deviating from 

CPGs can be either necessary since recommendations may not 

apply. This highlights the limits of CPG-based care and the 

room for clinical expertise, as promoted by evidence-based 

medicine.  

This study presents some limitations. First, the reference 

navigation were built from the data found in patient records 

and considered as the gold standard, but might not be the best 

characterization of the patient. Errors in the patient record 

could lead to erroneous reference navigation. Thus an 

erroneous reference navigation is compared to an accurate 

MDM navigation. Some data input by MDM physicians 

considered as erroneous compared to the reference could in 

fact come from their clinical interpretation. For instance, they 

may consider that a patient could not undergo a chemotherapy, 

while nothing in the patient record suggests it. In addition, 

when the reference navigation is correct, physicians may have 

good clinical reasons not to comply with the CDSS advices for 

the benefit of the patient. This occurs for instance in the case 

of particular patient characteristics like BRCA1 mutation, 

patient preferences, or evolutions of the state of the art, where 

the propositions of the CDSS are not the best up-to-date 

recommendations for the patient. Automation bias may also be 

hidden behind Comp+ situations, where users follow the 

CDSS advices, and comply to CPGs while it would be better 

for a particular patient to deviate from CPGs. The same could 

be observed in React- situations. For instance, in the case of a 

surgery by mastectomy and axillary dissection is 

recommended, CDSS advice is tumorectomy, and decision is 

mastectomy, then, the decision neither complies with the 

CDSS nor with CPGs and is classified as React-. However, if 

the surgical treatment is split into two different surgical steps, 

mammary and axillary surgeries, we observe that there is a 

positive reactance (React+), from the advised tumorectomy to 

the recommended mastectomy for the mammary surgery, and 

a negative compliance (Comp-), since no axillary treatment is 

advised or decided albeit recommended. As a conclusion, the 

effect of the CDSS on the decision-making process is more 

complex than our proposed formalization, especially for 

complex multiple-step decisions. But these effects are hardly 

quantifiable since not detectable.  

Conclusion 

This study demonstrates that, when wrongly used, a guideline-

based CDSS could deliver non guideline-based advices that 

hinder compliance of decisions with CPGs and favors user 

attitudes like negative reactance and automation bias. 

Hopefully, the advantages of HIT could outweigh the 

disadvantages. In our study, global compliance with CPGs 

was improved in the intervention arm, when OncoDoc2 was 

used [10]. The challenge is now to foster CPG compliance 

while warrantying patient safety through correct use of 

CDSSs. Potential solutions include improving CDSS user 

interface, ensuring data quality, and training physician to both 

CDSS and CPGs while adopting a critical appraisal on CDSS 

output. 
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Abstract 

Hospitalized patients in the U.S. do not always receive opti-

mal care. In light of this, Computerized Decision Support 

(CDS) has been recommended to for the improvement of pa-

tient care. A number of methodologies, standards, and frame-

works have been developed to facilitate the development and 

interoperability of computerized clinical guidelines and CDS 

logic. In addition, Health Information Exchange using Ser-

vice-Oriented Architecture holds some promise to help realize 

that goal.  We have used a framework at Intermountain 

Healthcare that employs familiar programming languages 

and technology to develop over 40 CDS applications during 

the past 13 years, which clinicians are dependent on each 

day.  This paper describes the framework, technology, and 

CDS application development methods, while providing three 

distinct examples of applications that illustrate the need and 

use of the framework for patient care improvement.  The main 

limitation of this framework is its dependence on point-to-

point interfaces to access patient data.  We look forward to  

the use of validated and accessible Service-Oriented Architec-

ture to facilitate patient data access across diverse databases. 

 

Keywords:   

Computerized Decision Support; CDS; framework; Service-

Oriented Architecture; SOA. 

Introduction 

Hospitalized patients expect to receive the best possible care.  

However, of 25 clinical conditions examined, patients in the 

U.S. only received the recommended processes for basic care 

an average of 54.9% of the time [1].  Use of information tech-

nology has been recommended to help improve patient care 

[2, 3]. Computerized Decision Support (CDS) has been de-

fined as “any computer program designed to help health pro-

fessionals make clinical decisions” [4].  Airline pilots cannot 

look out the cockpit window and determine their exact alti-

tude, air speed and flight direction.  On-board computer pro-

grams provide that information.  Likewise, if pilots try to land 

without the landing gear down and locked, or numerous other 

potential problems are detected during flight, the on-board 

computers generate alerts notifying the pilots of the situation 

and danger.  In a similar manner, CDS has been used to pro-

vide real-time information, reminders and alerts to healthcare 

providers over the past 40 years, and has been shown to im-

prove patient care [5, 6].  For more than 20 years, a number of 

methodologies, standards, intelligent systems, syntaxes and 

frameworks have been developed to facilitate the development 

and interoperability of computerized clinical guidelines and 

CDS logic.  Protégé, GLIF, Arden Syntax, Prodigy, 

SEBASTIAN, GELLO and SAGE have been successful in 

demonstrating the reconstruction of previous CDS logic and 

the use of standards and ontologies to facilitate CDS and 

computerized guideline interoperability [7-14].  Health Infor-

mation Exchange (HIE), using a Service-Oriented Architec-

ture (SOA), provides some additional capacity to realize the 

goal of data independence [15-18].   Recently, the Substituta-

ble Medical Applications, Reusable Technologies (SMART) 

project has recommended the development of substitutable 

applications built around core electronic medical records 

(EMR) [19].  To date, using the Fast Healthcare Interoperabil-

ity Resources (FHIR) data format standards for web-based 

application programming interfaces (API), SMART looks like 

the best candidate for API development [19].  However, HIE 

efforts are not ready to be used and historically, committee 

acceptance has been difficult to obtain [20].  For over 13 

years, we have used a framework at Intermountain Healthcare 

that uses familiar programming languages and technology to 

develop over 40 CDS applications, which clinicians depend 

on each day.  This paper describes the framework, technology 

and CDS application development methods and provides three 

different examples of applications that illustrate the need for, 

and how we use the framework to improve patient care.  

Materials and Methods 

Background 

Intermountain Healthcare (IH) spans the U.S. states of Utah 

and Idaho, and is comprised of 22 hospitals and 197 clinics, in 

addition to urgent care centers, physician offices and home 

health..  A key feature of our independently developed hospi-

tal information system (HELP) is the integrated EMR that 

contains most clinical information.   The coded data in the 

EMR facilitates the development and use of CDS applications 

to analyze patient data and constantly monitor patient care.  

Natural Language Processing (NLP) is also used to analyze 

non-coded dictated reports.   

 

In 1995, development on the HELP
2

 system was started and 

ambulatory data in addition to hospital data began to be en-

tered into the EMR.  HELP
2

 was expected to replace HELP 

before 2005.  Moreover, during the past 20 years, IH has part-

nered with four different EMR vendors to develop a new in-

formation system, which would replace HELP and HELP
2

.  

The HELP system and two vendor partners’ EMRs were built 

on a hierarchical data dictionary while HELP
2 

and the other 

two vendor partners’ EMRs were built on relational databases 

and different data dictionary coding.  Thus, for over 15 years, 
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the needs of IH clinicians for new and updated CDS applica-

tions continued to grow while we were not sure which EMR 

or data dictionary would eventually be used at IH nor which 

clinical guideline, medical logic development or HIE would 

become the standard.  

Framework Description 

Currently, the EMR at IH contains data from HELP and 

HELP
2

 (Figure 1).
  

Eventually, all the data in the EMR will 

only be provided by Cerner, the current partner, as HELP and 

HELP
2

 are replaced at all IH hospitals and clinics.  Each 

night, all clinical and business data in the EMR are archived 

in the enterprise data warehouse (EDW).  After the EDW has 

been updated, Extract, Transform and Load (ETL) jobs are 

activated by the time driver and use SQL to extract and popu-

late numerous Oracle tables on the staging server. The staging 

server is maintained 24/7 and backed up each night. The stag-

ing server provides faster data access as opposed to collecting 

that data from the large, slower and non-24/7 EDW.  The data 

on the staging server are stored in data marts oriented by spe-

cific clinical needs of decision support applications.  The 

“time driver” (Table 1) is also used to activate over 40 Java 

based CDS applications that run from once a month to every 5 

seconds.  The enterprise encounter table contains the master 

list of all inpatient and outpatient encounters along with some 

demographic data.  The first thing most of the CDS applica-

tions do is look in the enterprise encounter file for patients 

that match specific requirements specified in the logic.  The 

logic in each of the CDS applications also has a specific list of 

needed patient data elements within specific time windows.  

An application may require a variety of different patient data 

elements that could have been stored in any inpatient or out-

patient facility from a number of years back in time or just 

during the current encounter.  Historical data from other fa-

cilities is retrieved from the tables on the staging server, data 

for monthly reports are retrieved from the EDW, and current 

encounter data are retrieved from the EMR. A “data driver” 

monitors the EMR and is activated by data entry to the sys-

tem. The data driver then runs specific medical logic modules 

based on the data being stored.  If the medical logic module 

detects an action that needs to be made, an alert is stored in 

the Alert File on the IH network.  Additionally, there exist 

data types not stored in the EMR. Electrocardiograms, echo-

cardiograms, pulmonary function tests and data from the IH 

Health Plans are stored in different databases but also on the 

IH network.   

 

 

 

 

Medical Devices Interface 

Some CDS applications also need access to data from medical 

devices on the framework such as ventilators, infusion pumps,  

 

bedside and portable monitors, etc. Collection of data from 

medical devices and stored in tables on the staging server or 

the EMR is straightforward if the device has an interface that 

allows data to be transmitted to an external device.  That inter-

face can be analog or digital.  If it is analog, the data must be 

converted from an analog signal to a digital interpretation of 

the signal.  Many common analog-to-digital (A/D) converters 

are available to perform that function.  If the data comes from 

the medical device in digital format, it may be in a number of 

different formats, e.g., binary or ASCII.  Binary data are gen-

erally decoded to form some kind of human understandable 

format so that they can be stored as coded data.   If the data 

are in ASCII, it may follow several standard protocols, e.g. 

HL7, XML, or it may be in a manufacturer’s proprietary for-

mat, which may also need to be decoded to extract the desired 

components from the data.  Hardware interfaces on the manu-

facturer’s devices range from 2 wires for an analog output, to 

RS232 interfaces for simple serial data transmission and wired 

Ethernet connections, or a wireless interface including 802.11 

(WiFi) or 802.15.4 (Zigbee). 

Through the use of this framework, the logic in the CDS ap-

plications has access to all data within the IH network and not 

just a single hospital’s EMR.  Some data stored in the staging 

server are not needed until a patient is re-admitted or sched-

uled for a clinic or home health visit the next day.  Actions 

from the CDS applications can be stored in the EMR or in-

clude alerts that can be sent to email addresses, pagers/cell 

phones, the Message Log within the HELP
2

 EMR, Web and 

mobile devices, the National Healthcare Safety Network at the 

Centers for Diseases Control and Prevention, or through an 

API or service to a vendor.  Data in the EMR from HELP
2

 is 

accessed through Oracle SQL queries imbedded in Java code 

while HELP data are extracted using a client/server system of 

components developed in-house.   

CDS Application Development  

The CDS applications we have developed on the framework 

range from fairly simple alerts such as sending primary care 

physicians daily alerts in the HELP
2

 “Message Log” stating 

that ECG results are finalized to a complex web-based version 

of the Antibiotic Assistant program [21].  We have found Java 

to work well and provide us with all the methods we need for 

simple to complex CDS logic (Table 1).  We use Eclipse as 

the integrated development environment (IDE) for the CDS 

application development (Eclipse Foundation, Inc., Ottawa, 

Ontario, Canada).  In addition to being free and open source, 

it provides all the development and testing tools we need; 

source code editor, intelligent code completion, build automa-

tion, documentation generator and especially debugging tools.  

For  complex applications, we need a symbolic debugger that 

provides the ability to step through code, set break points, 

break when variables are changed, modify variables and re-

run the program from specific lines of code.  SQL embedded 

within the Java code is used to extract the needed data ele-

ments from relational databases through Java database con-

nectivity. Java classes also handle the HELP data extraction 

interface or point-to-point interfaces for the electrocardio-

gram, echocardiogram and pulmonary function databases and 

medical devices.   

We use JBoss middleware to write to queues and buffer data 

sent to the EMR.  While we use in-house developed services 

to display alerts to our HELP
2

 Message Log, we use common 

methods to provide most alerts and reports to the users.  Sim-

ple mail transfer protocol (SMTP) is used to send alerts to 

Figure 1 - Framework used for clinical decision support applica-

tions at Intermountain Healthcare. NHSN-National Healthcare 

Safety Network, CDC-Center for Diseases Control and Prevention.
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pagers and cell phones and lengthy text reports are sent via 

email.  Reports are  encoded  using   XML  to  send   monthly 

antibiotic use data to the Center for Diseases Control and Pre-

vention.   JavaScript is also used to display CDS derived out-

put on the web. 

 

 

Table 1 – List of CDS tasks and common methods used within 

the framework. 

CDS Task Common Method 

Core programming language Java 

Integrated development envi-

ronment: source code editor, 

intelligent code completion, 

build automation, documentation 

generator, symbolic debugger 

Eclipse 

Time driver  Windows Scheduler 

Relational data access SQL embedded within 

Java and Java Database 

Connectivity 

Non-relational data access Point-to-point devel-

oped Java classes 

Messages within the HELP
2

  

EMR 

In-house developed 

Java classes 

Pager, cell phone and email 

alerts 

Simple Mail Transfer 

Protocol 

Medical device access and data 

storage 

RS232 interfaces, ana-

log-to-digital convert-

ers, HL7, XML, wifi, 

JBoss 

Antimicrobial use reports to 

Center for Diseases and Control 

XML 

Web-based report generation JavaScript and HTML 

within Java 

Application Examples 

Ventilator disconnection:  In 2004, we developed a system 

to monitor critical ventilator events by using the framework 

[22].  We collect data from mechanical ventilators every 5 

seconds and look for evidence of a disconnection.  Whenever 

an event is identified, the system takes control of every com-

puter in the patient’s intensive care unit and generates an en-

hanced audio and visual alert indicating there is a critical ven-

tilator event and identifies the room number.  Once the alert is 

acknowledged or the event is corrected, all the computers are 

restored back to the pre-alert status and/or application state.  

That CDS application was first installed in the Shock/trauma 

intensive care unit (ICU) at LDS Hospital.  Today, the ventila-

tor disconnection alerts are installed in 13 ICUs at 6 different 

IH hospitals.  The audio and video alerts are so distinct and 

annoying that all medical personnel quickly respond to get the 

alerts turned off. Data from the past 10 years show that the 

present critical ventilator alarm times are below durations that 

are likely to be dangerous.  In addition, now that data is col-

lected on all ventilator disconnections, our respiratory therapy 

departments have been able to identify risk factors such as 

where ventilators are placed in relation to heat and air condi-

tioning vents which can cause water accumulation in the tub-

ing and restrict airflow. This CDS example illustrates the need 

for data access with the encounter data, medical devices, 

EMR, the time driver and use of an IDE for complex code 

development. 

Venous thromboembolism (VTE) high-risk alerts: Routine 

use of evidence-based guidelines for VTE prophylaxis is un-

common due to the difficulty in integrating them into routine 

patient care.  We developed a CDS tool which captures suffi-

cient data to use a risk prediction model to identify patients at 

high risk for VTE [23].  This CDS application illustrates the 

need for encounter, historical and current patient data from 

throughout the enterprise.  Patients are screened each day of 

hospital admission at all 22 IH hospitals and their risk of VTE 

is determined.  Pharmacists are sent an email message listing 

each high-risk patient and which risk factors they have.  Pa-

tients at high-risk are then checked to see if they are on ap-

propriate VTE chemoprophylaxis including the drug, dosage, 

route and interval.  If not, 65 hospitalists get a page if their 

patient is identified.  Patient age, new surgery, bed-rest, can-

cer, height and weight information are collected from the 

EMR.  Previous cancer, previous VTE, previous surgery with-

in 90 days, hypercoagulability and hormone replacement and 

oral contraception use are collected each night from the EDW 

and stored in the staging server.  The time driver activates the 

application at 7am each day.  We found this computerized tool 

to identify patients at high risk for VTE with a sensitivity of 

98% and positive predictive value of 99%.  As of January 

2014, high and low risk alerts are sent for every patient to the 

nurse-charting program in the HELP EMR to meet the new 

Center for Medicare and Medicaid Service mandate in the 

U.S. 

 

Antibiotic Assistant: The most complex CDS application we 

have developed is the antibiotic assistant [21].  Most of the 

data are accessed from the EMR except for previous microbi-

ology, laboratory, radiology and pathology data from other 

hospitals during the previous 6 weeks.  The application dis-

plays all the information physicians need to be aware of be-

fore they order antimicrobial agents or are checking the infec-

tion status of their patients.  The most complex part is the 

suggestion of which antimicrobial(s) along with the dosage, 

route, interval and duration to use.  The application was origi-

nally developed using Tandem Application Language and a 

symbolic debugger on HELP.  With the eventual sunsetting of 

HELP, we were able to duplicate the application using Java 

and JavaScript so it can run on HELP
2

 or any other system 

that can render web-based applications such as most vendor 

EMRs. Based on the complexity of the logic and number of 

interdependent Java classes in this application, it is used to 

illustrate the need for a symbolic debugger.  It would not have 

been possible to develop, maintain or add new features to this 

CDS application without the functionality provided by a sym-

bolic debugger - an ability provided by both Java and Eclipse. 

Discussion 

The CDS framework and application development methods 

described in this paper have served us well for the past 13 

years, and have allowed us to meet the diverse information 

needs of many different types of clinicians and medical do-

mains.  The majority of CDS applications that we have devel-

oped are a) time-driven, b) run in the background, and c) send 

alerts or email reports at programed intervals in time designat-

ed by clinician workflow and patient care.  These applications 

are well aligned with the four predictors of improved clinical 

practice: 1) automatic provision of decision support as part of 

clinician workflow, 2) provision of recommendations rather 

than just assessments, 3) provision of decision support at the 

time and location of decision making, and 4) computer based 

decision support [6].   
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At present, there is no widely accepted, standard approach for 

representing CDS intervention types and their structural com-

ponents including alerts and reminders, order sets, 

infobuttons, documentation templates/forms, and relevant data 

presentation [24].  Many gaps and challenges remain, includ-

ing the complexity of many standards, limited availability of 

accessible knowledge resources, and lack of tooling and other 

resources to enable the adoption of existing standards [25].  

Moreover, many question the “outsourcing” of CDS to poten-

tially imperfect external agencies [26].   

 

While system-agnostic CDS development tools hold great 

potential to facilitate CDS implementation, little has been de-

scribed regarding their benefits and challenges (26).  A benefit 

of using Java and SQL is that they are common programming 

languages taught within most computer science departments.  

Thus, no other special knowledge or training is required to 

learn how to use a new CDS development tool and syntax by 

the programmers.  Our experience is that most clinicians are 

extremely busy providing and looking for ways to improve 

patient care and don’t have the time for or an interest in learn-

ing how to program CDS applications.  Also, use of Java clas-

ses and libraries provide an easy way to share and reuse the 

same developed and tested logic from one application to an-

other.  While not quite true, the Java write once, run anywhere 

java virtual machine does facilitate the transfer of CDS appli-

cations to many different platforms. We do not imply that this 

framework ought to replace others, nor do we predict that it 

will outperform any of the other CDS development methods 

available. Rather, we contribute this framework as a viable 

option for other systems, given its high functionality in appli-

cation development and reduction of testing time at IH.  

Use of this framework has taught us that the ability of CDS to 

improve patient care depends on reliable access to the needed 

patient data.  Often, those data need to be derived in real time 

from the EMR or medical devices, and not the EDW.  We are 

fortunate to have access to most patient data using this frame-

work we have built at IH.  Other institutions can use these 

same programming and development methods we describe to 

create new CDS applications using the data to which they 

have access.     

 

The main constraint of our framework is its limiting accessi-

bility to EHR patient data, by way of medical device and da-

tabase point-to-point interface. Accessing patient data across 

multiple EHRs has been a desired but largely unattained aim 

of clinical informatics, especially in commercial EHR systems 

(24).  A potential opportunity for enabling CDS across multi-

ple EHRs is to leverage vendor-supported SOA development 

and APIs.  A recent report by JASON, an independent group 

of scientists who advise the U.S. federal government on tech-

nology issues, states that to achieve the goal of improving 

health outcomes, Stage 3 Meaningful Use requirements 

should be defined such that they enable the creation of an en-

trepreneurial space across the entire health data enterprise and 

suggest that EHR software vendors should be required to de-

velop and publish APIs for EMRs for third-party software 

developers (http://healthit.gov/sites/default/files/ptp-

13700hhs_white.pdf). 

 

SMART’s approach is to use FHIR, a HL7 draft standard de-

scribing data formats and elements and an API, to help drive 

down healthcare costs, support standards, accommodate dif-

ferences in workflow, and especially foster competition in the 

market to help promote “innovation” in healthcare [19].  To 

date, we have used services provided by Cerner to access data 

for two of the clinical applications that run on our framework.  

Cerner’s upper management has publically stated they support 

the need for vendors to provide SOA and especially use 

SMART on FHIR.  If so, when a SOA is finalized and in use, 

we would be able to replace the current point-to-point data-

base specific services and continue to be innovative without 

the need to make any changes to our current framework, tech-

nology or CDS logic. 

Conclusion  

We have used the described framework, which has employed 

familiar programming languages and technology in the devel-

opment over 40 clinician dependent CDS applications during 

the past 13 years.  The main limitation of this framework is 

the dependence on point-to-point interfaces to access patient 

data.  We look forward to when we can use validated and ac-

cessible SOA to facilitate patient data access across diverse 

databases.  
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Abstract 

Decision support systems, as means of disseminating clinical 

practice guidelines, are powerful software that may lead to an 

improvement of medical practices. However, they are not 

always efficient and may suffer from limitations among which 

are lack of flexibility and weaknesses in the integration of 

several clinical practice guidelines (CPGs) for the 

management of patients with multiple chronic disorders. We 

propose a framework based on an ontological modeling of 

CPG contents as rules. The ontology provides the required 

flexibility to adapt patient data and enable the provision of 

appropriate recommendations expressed at various levels of 

abstraction. To solve decisional conflicts that occur when 

combining multiple sources of recommendations, we proposed 

a method based on the subsumption graph of the patient 

profiles corresponding to the rules. A prototype CDSS 

implementing this approach has been developed. Results are 

given on a clinical case to illustrate the assets of ontological 

reasoning in increasing the number of issued 

recommendations and thereby the reliability of decision 

support. 

Keywords:  

Practice guidelines as topic; Knowledge bases; Ontology; 

Clinical decision support systems; Medication therapy 

management.  

Introduction 

Delivering optimal quality of care for all is one of the major 

challenges of modern medicine. Unwarranted variations of 

medical practices should be reduced [1], and improvement of 

care based on solid evidence should be promoted. Health 

agencies and medical professional societies develop clinical 

practice guidelines (CPGs), which are textual documents that 

synthesize the state of the art on the management of medical 

disorders. CPGs are expected to provide decision support for 

certain clinical situations, being one instrument of the 

promotion of evidence-based medicine. So far, their 

implementation remains insufficient. The challenge consists in 

a clear understanding of the reasons that prevent the use of 

CPGs [2], and the development of interventions to increase 

their implementation [3].  

Clinical decision support systems (CDSSs) are considered as 

an efficient vector of CPG implementation. CDSSs rely on 

formalized knowledge bases and are usually integrated to 

electronic patient records to assist the clinician in her 

everyday practice. The integration of CPGs in CDSSs requires 

a preliminary formalization step of CPG contents [4]. CPG 

knowledge may be represented as a set of decision rules where 

each rule consists in the description of a given patient profile 

and its associated recommendation. Therefore, CPGs are 

modeled as clinical patient profiles for which 

recommendations are provided. Guideline-based CDSSs yield 

patient-specific recommendations by pairing the description of 

the actual patient with related CPG patient profiles. Despite 

their promise, several studies reported discrepancies between 

CDSS expectations and their effectiveness in promoting best 

practices, illustrating the existence of obstacles to their 

widespread use in routine [5, 6].  

CPGs generally focus on a specific medical disorder, eg. 

Hypertension, Asthma, Obesity, etc. But, actual patients often 

present multiple pathologies and the management of multi-

morbidity can be a real challenge for the clinician [7]. Indeed, 

this requires identifying CPGs related to the patient state, to 

gather every relevant recommendation, and to combine them 

accordingly [8]. Competing CPGs and their potential 

decisional conflicts are identified as a reason of non-adherence 

with CPGs [2]. Future CDSSs should account for the 

integration of multiple CPGs [9]. 

Clinical descriptions of theoretical patient situations are often 

not detailed in the same way depending on CPGs. Indeed, 

CPGs are usually written in free text by different consortia, 

sometimes in different languages. Therefore, the same concept 

might be described using different terms, and with stylistic 

variations. A standardized description is then required for 

representing CPG knowledge. Depending on CPGs, some 

patient characteristics may be described at different levels of 

abstraction, which requires the tacit knowledge that link them. 

For instance, kidney disease is mentionned as a co-morbidity 

in diabetes CPGs, whereas more specific precisions in terms 

of renal failure are considered in hypertension CPGs. This 

lack of normalization makes the identification of appropriate 

patient states complex. It may lead to an incomplete or bad 

characterization of the patient and consequently to the 

production of conflicting recommendations, incorrect 

recommendations, or even no recommendation. Indeed, it 

happens that guideline-based CDSSs are not able to match 

patient data with the premisses of recommendations, which 

can result in a problematic silence when the system does not 

provide any recommendation to the user. This may cause a 

loss of confidence and usually ends up with an abandonment 

of such systems. 

While developping biomedical applications, ontologies 

(domain conceptualizations for representing CPG knowledge) 

can efficiently be used as a stable framework [10]. Our 
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assumption is that they could provide solutions to the seamless 

consideration of multiple CPGs within CDSSs. 

We have developed a method based on ontologies to give 

CDSSs the flexibility needed to deal with patients with 

multiple pathologies. The aim of this paper is to describe the 

framework we developed where ontological reasoning is used 

to enrich the patient description at different levels of 

abstraction and thereby increase the number of appropriate 

recommendations. The approach allows to solve decisional 

conflicts exploiting the subsumption of CPG-based patient 

profiles in order to provide the most relevant 

recommendations. We have implemented a prototype CDSS 

applied to CPGs on hypertension (HT) and type 2 diabetes 

(T2D). We used an example to illustrate the impact, on the 

quality of the recommendations provided, of taking into 

account the ontological reasoning. 

Methods 

Our goal is to address the management of multiple CPGs, 

expressed at various levels of abstraction, within a functional 

CDSS. The approach relies on the use of ontological 

representation and reasoning. The first step deals with the 

construction of the knowledge base from multiple CPGs. The 

second focuses on the exploitation of the knowledge base and 

the processing of patient data to deliver patient-specific 

recommendations. The proposed framework aims at 

increasing the number of patient-specific recommendations 

while managing potential conflicts. 

Hypertension and type 2 diabetes CPGs 

Considering the management of cardiovascular risk in general 

practice, we first chose to consider HT and T2D. We used 

contemporary CPGs authored in 2014 by Vidal, a French 

company that markets a drug database and original medical 

content whose quality has been certified by the medical 

profession. CPGs include graphical clinical pathways that 

illustrate the process of care. Each step of the trees are then 

detailed by synthetic textual sections. CPGs also deal with 

particular cases (eg. HT and Pregnancy) and provide 

indications and contraindications of recommended drug 

classes. 

Construction of the knowledge base 

In a previous study [11], we performed a formalization of HT 

and T2D CPGs by manually extracting and conceptualizing 

the decision rules. As illustrated in Figure 1, decision rules are 

built on the IF-THEN model with the conditional combination 

of patient criteria in the IF-part and the recommended actions 

in the THEN-part. The IF-part corresponds to a patient profile 

described in CPGs. We obtained two rule bases: one for the 

HT CPGs and one for the T2D CPGs. 

 

 

Figure 1 - Formalisation of decision rules 

Decision criteria and actions were encoded in a single custom 

ontology. This ontology was inspired from the existing 

OntolUrgences developed for the management of emergencies 

[12]. Concepts relevant to cardiovascular risk management 

were extracted from this emergency ontology, and 

supplemented by CPG-specific concepts required by our 

decision rules. We encoded the ontology in OWL. Concepts 

are related by subsumption, equivalence, and disjunction links 

so that every inference is valid. Figure 2 illustrates an extract 

of the custom ontology under the “Pathology” concept. 

 

Figure 2 - Extract of the Pathology subgraph of the custom 

ontology 

Generation of the graph of patient profiles 

The patient profiles described in the IF-part of the rules are 

conjunctions of concepts from the ontology. Patient profiles 

correspond to new defined concepts and are consequently 

linked within the subsumption hierarchy of the ontology, some 

being more specific than the others. Following the ontological 

framework, there are two kinds of specificity: (i) the 

conceptual specificity which comes from the subsumption of 

atomic concepts (eg. “HT” is more specific than “Arterial 

Disease”) and (ii) the logical specificity derived from defined 

concepts (eg. "HT � Diabetes" is more specific than "HT"). 

The classification of patient profile/rules is performed 

automatically by an ontological reasoner. This yields a 

subsumption graph of patient profiles where the root is the 

least specified profile and the leaves are the most detailed 

ones. Figure 3 illustrates an extract of the profile subsumption 

graph for patient profiles of both HT and T2D rule bases. 

 

Figure 3 - Extract of the subsumption graph of profiles from 

HT and Type 2 Diabetes CPGs 
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Matching of decision rules 

When an actual patient’s clinical case is considered, patient 

data is first translated to match the concepts of the ontology. 

The actual patient description is then a conjunction of 

ontological criteria. The initial description of the patient is 

then enriched through the ontology. For instance, a patient 

described by “HT ∧ Diabetes” will be characterized by “HT ∧ 

Arterial Disease ∧ Vascular Disease ∧ Cardiovascular Disease 

∧ Endocrinological Disease ∧ Pathology”. In this framework, 

finding which decision rules apply for the patient consists in 

identifying all the CPG-based patient profiles that subsume the 

actual patient profile.  

Management of potential conflicts 

By using the subsumption of patient profiles, more rules than 

those that solely match patient data are, logically, considered 

for execution, whatever their level of abstraction, and 

whatever their originating CPG in case multiple rule bases 

from different CPGs have been merged. Potential conflicts 

may then be revealed and should be managed. We used the 

ontological representation of rule actions to detect such 

conflicts. When comparing every pair of matching profiles, we 

identified three possible cases: 

1. No action conflict. Recommended actions are 

complementary and can be suggested without causing 

any decisional conflict. For instance, "Prescribe Anti-

HT treatment" and "Monitor hypoglycemia" are two 

recommended actions of different nature and can thus 

be suggested together to the user. 

2. Action conflict and profile subsumption. 

Recommended actions are conflicting and subsumption 

exists between the profiles from which actions have 

been extracted. The priority is given to the 

recommendation attached to the most specific profile. 

For instance, betablockers are recommended for 

patients suffering from HT, but contraindicated for 

patients suffering from HT and Asthma. Thus, the 

contraindication of betablockers overrides their 

recommendation in the case of a patient matching the 

“HT ∧ Asthma” profile. 

3. Action conflict but no profile subsumption. In this 

case, recommended actions are conflicting but the 

originating profiles cannot be compared since there is 

no sumsumption link between them. Without 

additional encoded knowledge to solve this conflict, we 

cannot solve it automatically, and we chose to let the 

clinician decide what recommendation (if any) is the 

most relevant for his patient. For instance, for 

hypertensive patients, thiazide diuretics are 

recommended for diabetic patients but contraindicated 

for patient with renal failure. In the case of a patient 

characterized by “HT ∧ Diabetes ∧ Renal Failure”, the 

system is unable to discriminate between the 

recommendations. 

Analysis of the role of ontological reasoning 

To assess the benefits of the ontological reasoning when 

merging several CPGs, we compared the results provided by 

the CDSS with the results of the same system when the 

ontological reasoning was disabled. To illustrate this, we used 

a simulated patient case profile which has to be a realistic 

situation of a patient suffering from multiple pathologies 

among which at least HT or Diabetes. Then, we executed the 

system and compared the characterization of the patient 

including inferred findings, triggered decision rules, and the 

recommendations of drug prescription. 

Results 

The custom CPG ontology built for HT and T2D CPGs is 

made of 500 concepts and includes 96 disjunction 

declarations. It is divided into two main parts: concepts related 

to the patient or decision variables (i.e. characteristics, 

pathologies, clinical signs) and those related to the clinical 

management or actions (i.e. treatment, goals, medical actions).  

The rule bases contain 180 different rules for HT CPGs, and 

94 different rules for T2D CPGs. These two rule bases share 

two common profiles ("Diabetes" and "HT ∧ T2D") which 

yields 272 different patient profiles for the unified rule base. 

A CDSS has been developed to provide recommendations 

issued from HT and T2D CPGs. We used the JENA API for 

ontological reasoning, and rule inferences based on the set of 

patient data. A graphical user interface enables interaction 

with the user and the display of the recommended drug classes 

for each pathology as well as other recommended information 

(diet, prevention). Figure 4 displays a screenshot of the CDSS 

interface. 

 

Figure 4 - Screenshot of the CDSS user interface 

To illustrate how the system operates, we used the clinical 

case of a 83 year old male patient under dietary, with HT, 

T2D, and suffering from severe renal failure. His arterial 

pressure is 170/90 mmHg and his HbA1c rate is 8.5%. We run 

the system on this example patient with and without the 

ontological reasoning. Table 1 synthesizes the results 

obtained. 

Without ontological reasoning, the system missed a 

contraindication to thiazide diuretics for people suffering from 

renal failure and recommended this class of antihypertensive 

drugs. When the ontological reasoning was enabled, the 

system detected a conflict about thiazide diuretics which are 

recommended for T2D patients, but are contraindicated for 

patient suffering from renal failure. Likewise, without 

ontological reasoning, the system missed the indication of 
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loop diuretics for patients with renal failure. Other actions that 

differ between the two execution modes of the system are not 

related to drug prescription and concern the other aspects of 

the management (risk factors, medical appointments, 

monitoring). It must be noted that the recommended drug  

prescription for the management of T2D is the same 

regardless of the activation of ontological reasoning. 

Table 1 - Comparison of the CDSS execution with and without 

ontological reasoning on the example patient 

Object 

Without 

ontology 

With ontological 

reasoning 

Patient Concepts 

(input/inferred) 

3/0 

(HT, T2D, Severe 

Renal Failure) 

3/11 

(HT, T2D, Severe 

Renal Failure, 

Arterial Disease, 

Vascular Disease, 

Cardiovascular 

Disease, Diabetes, 

Endocrinological 

Disease, Renal 

Failure, Renal 

Disease, Pathology)

Incompatible 

Concepts 

0 33 

Incompatible 

profiles 

0 136 

Triggered 

profiles 

15 22 

Recommended 

actions  

42 51 

Contraindicated 

Anti-HT classes 

— Thiazide diuretics 

Recommended 

Anti-HT classes 

ARB, ACEi, 

Betablockers, 

Calcium-channel 

blockers, Thiazide 

diuretics 

ARB, ACEi, 

Betablockers, 

Calcium-channel 

blockers, Loop 

diuretics 

Recommended 

Anti-Diabetic 

classes 

Metformin Metformin 

Contraindicated 

Anti-Diabetic 

classes 

GLP-1, 

Sulfonylurea 

GLP-1, 

Sulfonylurea 

On the CDSS interface (see Figure 4), the drug prescription 

dashboard synthesizes the recommendations about drug 

prescription for the two pathologies. Drug classes are written 

on the left of the dashboard and the associated 

recommendations are indicated using color codes: red when 

the drug class is contraindicated, green when it is 

recommended, yellow when it is possible, and grey when no 

indication is given for this drug class in CPGs. 

Discussion 

In this paper we presented our work concerning the integration 

of ontological reasoning to handle multiple CPGs represented 

as decisional rules. The method has been implemented as a 

functional CDSS. We have illustrated the functionning of the 

system on an example clinical case. We compared the results 

obtained with and without ontological reasoning.  

The number of concepts implicitely added by ontological 

reasoning is closely related to the construction of the 

ontology; it depends on the number of levels of specificity 

chosen during the modeling step. This choice has to be made 

by taking into account the levels of specificity of the decision 

rules. Indeed, a high number of additional concepts only has a 

meaning if it allows the triggering of more rules. 

The CDSS with ontological reasoning provides, as expected, 

more recommendations than the classical approach. These 

additional recommendations were issued because rules of 

higher level of abstraction have been triggered. Decision rules 

used in the CDSS were indeed extracted from the text of 

CPGs and thus, inherited from text imperfections and 

inconsistency. Including ontological reasoning allowed to 

depart from the syntactical constraints of the text and to 

reduce such imperfections. By giving some flexibility in the 

characterization of a patient, we increased the number of 

triggered profiles including those that would not have been 

triggered by classical systems. The resulting recommendations 

are not only more numerous but also, thanks to our conflicts 

solving method, more adapted to the current patient case. 

The lack of flexibility is pointed out as one of the reasons that  

clinicians don't keep using CDSSs. Ontologies bring the 

possibility to enrich the levels of abstraction in the 

management of patient profiles, and also to create, from static 

guidelines, dynamic pathways following the needs, the 

availability of the data and the usefulness of the 

recommendations. Other research works have incorporated 

ontologies for decision support as well as for other type of 

biomedical applications [13,14].  

Besides content issues which are fundamental, but also apply 

to CPGs themselves, the usability of CDSSs and the clarity of 

the user interface are recognized as key factors for their 

adoption by health professionals. The real challenge lies in 

dealing with a lot of information and choosing which CDSSs 

to suggest to the clinician. We thus have to find a synthetic 

way to display the relevant provided recommendations and to 

highlight the most interesting ones. These aspects have to be 

further evaluated. 

Conclusion 

We propose a method based on semantic web techniques such 

as ontological reasoning to bring more flexibility to CDSSs 

and also offer the ability to deal with patients suffering from 

multiple pathologies by including several modeled CPGs. The 

method has been implemented as a prototype CDSS. In future 

works, we will enrich the current system with additional CPGs 

on the management of cardiovascular diseases (e.g. 

dyslipidemia). Then, we plan to assess the system both on the 

usability dimension and on the quality of the 

recommendations provided with a panel of general 

practictioners. 
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Abstract 

In recent years we have witnessed the increasing adoption of 

clinical practice guidelines (CPGs) as decision support tools 

that guide medical treatment. As CPGs gain popularity, it has 

become evident that physicians frequently deviate from CPG 

recommendations, both erroneously and due to sound medical 

rationale. In this study we developed a methodology to 

computationally identify these deviation cases and understand 

their movitation. This was achieved using an integrated 

approach consisting of natural language processing, data 

modeling, and comparison methods to characterize deviations 

from CPG recommendations for 1431 adult soft tissue 

sarcoma patients. The results show that 48.9% of patient 

treatment programs deviate from CPG recommendations, with 

the largest deviation type being overtreatment, followed by 

differences in drug treatments. Interestingly, we identified 

over a dozen potential reasons for these deviations, with those 

directly related to the patients’ cancer status being most 

abundant. These findings can be used to modify CPGs, 

increase adherence to CPG recommendations, reduce 

treatment cost, and potentially impact sarcoma care. Our 

approach can be applied to additional diseases that are 

subject to high deviation levels from CPGs. 

Keywords:  

Physician's Practice Patterns [N04.590.748], 

Practice Guideline [V02.515.500], 

Sarcoma [C04.557.450.795], 

Decision Support Techniques [L01.700.508.190], 

Natural Language Processing [L01.224.065.580]. 

Introduction 

The modern medical landscape is characterized by a plethora 

of different treatment options for almost indistinguishable 

clinical statuses. While the development of new treatment 

modalities is beneficial, it also poses challenges associated 

with the growing body of evidence regarding the outcomes of 

different treatments. 

As a consequence of the complexity of treatment possibilities 

and the presence of widespread variation in medical practice, 

it has become clear that a large fraction of patients do not in 

fact receive the best possible care [1,2]. Deviations from 

optimal care are abundant in diseases where treatment efficacy 

varies as a result of subtle changes in the clinical scenario as 

well as in cases where clear scientific evidence is not present, 

as is often seen in cancer [3,4]. Therefore, an important 

question in medicine is what leads clinicians to prescribe 

treatments that do not adhere to best practice. 

One approach to monitor deviations from standard medical 

practice is by assessing adherence to CPGs. CPGs are 

collective sets of treatment recommendations that attempt to 

capture the best medical practices for different pathologies [5]. 

CPGs are promoted as a means to decrease inappropriate 

practice variation and reduce medical errors [6]. It is generally 

thought that clinician adherence to CPG recommendations is 

the primary means to achieve this goal. High levels of 

adherence to CPGs may indicate optimal care, whereas low 

adherence rates may suggest sub-optimal treatment. In reality, 

however, deviation from CPGs often reflects the fact that 

CPGs cannot be exhaustive; it is not feasible to cover the 

entire combinatorial space of patient parameters. Deviations 

from CPG recommendations may thus be beneficial, and it is 

expected that clinicians will use their personal judgement to 

contextualize individual patient decisions. In light of the 

above, previous work identified several barriers to adherence 

including physician familiarity with the CPGs, physician 

attitudes towards the CPGs, environmental factors, CPG 

implementation factors and patient-related factors such as 

preference [7,8]. 

Monitoring compliance to CPGs in the clinical setting can be 

labor intensive. Therefore, in this study we strived to automate 

the characterization of adherence to CPGs using natural 

language processing, data modeling and comparison 

algorithms. Our vision was to computationally parse electronic 

health records (EHRs) containing both structured and 

unstructured data to quantify adherence levels, categorize the 

types of deviations from CPG recommendations, and finally 

identify the potential rationale for these deviations.  

We demonstrate our approach using EHRs of patients 

diagnosed with adult soft-tissue sarcoma (STS). STS is a 

group of connective-tissue based cancers that account for 

roughly 1% of new cancer diagnoses with historical five year 

survival rates of slightly greater than 50% [9]. These cancers 

have diverse anatomical origins and can derive from multiple 

somatic cell types. The variety of histologies results in the 

presence of multiple drug options and the different anatomical 

locations offer multiple surgical possibilities. As STSs are rare 

cancers with numerous treatment options, it is not surprising 

that prescriptions for patients frequently deviate from CPGs, 

making STS an ideal use case to evaluate our methodology 

[10,11,12]. 

Methods 

Description of concepts 

The CPGs used in this study were developed by the Lombardy 

Oncology Network, a data sharing network that contains over 
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fifty care premises in Northern Italy. Patient data used in this 

work were gathered at the Fondazione IRCCS Istituto 

Nazionale dei Tumori (INT), a network member and thought 

leader, from November 2006 to November 2012. 

The CPGs contained hundreds of clinical cancer presentations 

(conceptually similar to diagnosis) with matching 

recommended treatments. There are multiple recommended 

treatments for each clinical presentation. A single CPG 

recommendation was defined as the unique coupling of 

clinical presentation, recommended treatment, and start/end 

date. The study involved 1484 separate CPG 

recommendations. 

Individual clinical presentations were modeled as a data 

structure of the following clinical fields: tumor anatomic 

location, tumor depth (deep/superficial), tumor grade, tumor 

size, disease status, tumor histological type (liposarcoma, etc.) 

and surgical status (tumor resectable/not resectable). A clinical 

presentation included all or a subset of the fields. This 

modeling approach is standard for CPGs, and is similar to that 

used by the National Comprehensive Cancer Network [13]. 

An example of an STS clinical presentation in the Lombardy 

CPGs is: “Patient with adult soft tissue sarcoma located in the 

limb or torso with a deep, high grade, ≥5cm, localized tumor”.  

Treatment programs (TPs) were defined as sequences of 

medical procedures (treatment elements), for example “Wide 

surgical excision with adjuvant/neo-adjuvant radiotherapy”. A 

treatment element contained items such as drug 

administration, surgery, radiotherapy, and transplantation. The 

Lombardy CPGs contained recommended TPs for each 

clinical presentation.  

Once a physician selected a particular clinical presentation 

from the CPGs, the matching TPs were presented via the local 

EHR system. Physicians were able to prescribe a TP that was 

discordant with CPG recommendations (Figure 1). In doing 

so, they entered their alternative TP in free-text form. The 

EHR system recorded this decision as well as additional 

relevant notes provided by the physicians. 

Data regarding the treatment was also entered into the EHR 

system by caregivers during TP execution. We applied 

standard NLP methods on this data to deduce the actual TP 

that a patient underwent. The extracted TP was compared to 

the CPG recommended TPs to assess adherence. The actual 

TP was considered to deviate if it was discordant to CPG 

recommendations, regardless of whether the prescription was 

according to the recommended TPs or not (Figure 1). 

 

Figure 1 - CPG assisted decision making. 

Application of NLP techniques 

We applied NLP techniques on the EHR free text data to 

computationally retrieve the required information for this 

study. After Italian to English machine translation, we used 

the Unstructured Information Management Architecture 

(UIMA) framework to process unstructured information [14]. 

Our UIMA pipeline included tokenization, parts of speech 

(POS) tagging, normalization using standard terminologies in 

UMLS [15], entity and relationship extraction, semantic 

analysis, negation and disambiguation reasoning. Resulting 

structured annotations included drugs, diseases, procedures, 

symptoms, body regions and tumor characteristics. 

Relationship extractions were used to infer aspects such as the 

number of chemotherapy cycles, tumor size, tumor grade, and 

reasons for specific treatment prescription. 

The IBM Advanced Care Insights platform (ACI) was used to 

run the UIMA framework. Within ACI, IBM Content 

Analytics Studio (ICA Studio) was used to build a Processing 

Engine Archive file (PEAR), which is a standard UIMA 

packaging format that can be deployed within any UIMA-

compatible framework.  

The basic building blocks of ICA Studio are dictionaries and 

rules. There are three types of rules: break rules that are used 

for tokenization, character rules that are used for pattern 

recognition of specific types of information such as dates, 

names and units, and parsing rules that are used to analyze 

tokens, other UIMA annotations, and their relationships. 

ACI’s built-in medical dictionaries contain RxNorm, 

SNOMED CT, ICD-9, ICD-10, LOINC, and HL7. We 

supplemented ACI with dictionaries containing chemotherapy 

drugs, local clinical studies, tumor parameters, and treatment 

reasons. Finally, ACI also contains entitiy mappings such as 

SNOMED CT to ICD-9 and ICD-9 to ICD-10.  

Treatment program comparison 

The results of the text analytics are structured annotations on 

the text. The annotations first need to be transformed to a pre-

defined data model to enable advanced analyses. We therefore 

designed an actual TP model that defines the treatment which 

was given to patients (not shown here). The model was 

designed to enable comparison with the recommended TPs. 

To categorize deviations, we identified the most similar 

recommended TP in the CPGs. The most similar 

recommended TP was found by assessing the degree of 

similarity between recommended and actual TPs. The 

differences between an actual deviating TP and its most 

similar recommended TP were classified into different 

categories. 

The comparison approach used in this study had three stages. 

First, we analyzed the abundance of treatment elements to find 

extra or missing elements. We next used permutation 

comparison to detected changes in treatment element 

sequence. The final step was a comparison of the content of 

every treatment element itself; the specific properties of 

treatment element were compared. The third step enabled the 

detection of different chemotherapy drugs, different numbers 

of chemotherapy cycles, and different surgery types. 

Extracting reasons for deviation 

We used the same NLP techniques described above to extract 

reasons for deviation from CPGs. This was done by 

identifying relationships between extracted annotations using 

semantic parsing rules. For example, one can consider the 

following machine-translated sentence: “In light of extension 

of illness, the patient's age and preliminary activity of 

molecule in this particular histotype, starting chemotherapy 
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with gemcitabine”. By detecting that the conjunction “in light 

of” connects the two parts of the sentence, we deduced that the 

first part of the sentence describes reasons for the given 

treatment, whereas the second part (“starting chemotherapy 

…”) describes the treatment itself. 

Manual validation 

We performed manual validation of our computational results 

on a subset of randomly selected TPs (see results). Four 

human validators were exposed to the entire EHR records and 

CPGs. Different subsets of the validation dataset were 

allocated to each reviewer and results were compiled. 

Results 

Study setting, patient selection, and data cleansing 

Our patient data contained adult STS patients treated at the 

Fondazione IRCCS Istituto Nazionale dei Tumori between 

November 2006 and November 2012. We acquired 5598 

electronic patient discharge letters representing 2699 STS 

treatment programs on a total of 2151 different patients. 948 

TPs with missing data were excluded consisting of: TPs that 

were follow-ups, where the actual TP was unknown, did not 

have at least one CPG recommendation due to CPG 

incompleteness, or were clinical studies not mentioned in the 

CPGs. This resulted in 1751 TPs consisting of 1431 patients 

for analysis (Table 1). 

Table 1– Summary of TPs included in the study 

Feature Value 

Number of TPs 1751 

     Male 957 

     Female 794 

Duration Nov 2006 – Nov 2012 

Age range 18 – 100 (median 57) 

Unique patients 1431 

Quantifying factors that impact deviation frequency 

Our computational approach identified deviations in 48.9% of 

the actual TPs, meaning that most given treatments were 

found to not fully comply with the CPG recommended TPs. 

We next assessed non-clinical parameter correlation with 

deviation frequency. Strikingly, 35% of the TPs prescribed 

according to CPG recommendations in reality deviated from 

the CPG recommendations (Figure 2A). TPs that were 

prescribed discordantly to CPG recommendations did in fact 

deviate in 80% cases. Gender and age (cutoff set at median 

age) were not associated with deviation frequency. 

Upon analysis of clinical parameters (Figure 2B), we observed 

that all disease and tumor parameters were associated with 

deviation frequencies, except for tumor location. This analysis 

portrays an expected trend in which poorer prognostic status 

(large, high grade, and deep tumors) is linked to substantially 

higher deviation levels. Indeed, the highest deviation 

frequency was found in metastatic disease (78%).  

 

Figure 2 - Features associated with deviation frequency.     

(A) Demographic/adherence features (B) Clinical parameters. 

Not all features were specified in each TP. N=: limb/torso 

(1037), retroperitoneum (304), high gr (661), low gr (512), 

>5cm (371), ≤5cm (110), deep (445), superficial (331), local 

(1206), metastatic (359), locally adv. (57), recurrence (183). 

Measuring prevalence of different deviation types 

TP deviations can be classified using non-mutually exclusive 

categories. Tabel 2 presents the abundance of deviations that 

have added or removed treatment elements, exhibited 

differences in chemotherapy drugs, differences in number of 

chemotherapy cycles, and differences in surgery type. 

The most abundant source of deviation was overtreatment, 

consisting of 39.7% of all cases in contrast to 12.7% for 

missing treatments. Notably, metastatic presentations had no 

excluded elements despite an overall average of 12.7% for all 

TPs. Also prominent was the observation that there was only a  

Table 2 - Frequency of deviation types. Chemotherapy/surgery percentages shown with respect to TPs that included those elements. 

Parameters 

Added/Removed elements Chemotherapy differences Surgery differences 

N 

(Dev 

TPs) 

Added 

element 

Missing 

element 

Added 

and 

missing 

Different 

order of 

elements 

N (Dev 

TPs with 

chemo) 

Different 

drug 

Different 

cycles 

N (Dev 

TPs with 

surgery) 

Different 

surgery 

type 

Prescribed 

according 

to CPGs 

431 25.5% 17.6% 0.5% 13.9% 277 34.7% 36.8% 335 32.8% 

Prescribed 

discordantly 

426 54% 7.7% 1.6% 7% 301 44.2% 19.6% 239 16.3% 

           

High grade 336 12.8% 24.1% 1.5% 17.6% 220 32.3% 35.5% 278 40.6% 

Low grade 66 34.8% 10.6% 4.5% 7.6% 29 3.4% 0% 51 58.8% 

           

>5cm size 258 13.6% 22.5% 0.8% 14% 138 27.5% 41.3% 225 50.2% 

≤5cm size 28 46.4% 7.1% 3.6% 7.1% 19 5.3% 15.8% 23 39.1% 

           

Deep 261 13% 23% 1.1% 13% 141 27% 39% 224 52.7% 

Superficial 33 42.4% 18.2% 6.1% 15.2% 21 14.3% 14.3% 23 43.5% 

           

Local 441 17.5% 20.6% 1.8% 17% 283 29% 31.4% 355 41.7% 

Metastatic 279 57.3% 0% 0% 3.2% 232 10.3% 7.8% 113 0.9% 

Loc. advan. 40 27.5% 37.5% 2.5% 12.5% 40 50% 12.5% 19 0% 

Recurrence 143 41.3% 9.8% 2.1% 5.6% 98 48% 15.3% 84 16.7% 

           

All TPs 857 39.7% 12.7% 1.1% 10.5% 578 39.6% 27.9% 574 26% 
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10.3% deviation rate of type ‘different chemotherapy drug’ for 

metastatic cases with administered chemotherapy. In general, 

disease parameters were more strongly associated with 

chemotherapy differences than surgical differences, with an 

exception being local/metastatic clinical presentations. 

Identification of potential reasons for deviation 

NLP parsing identified 1191 potential reasons for deviation 

among the 857 TPs that we labeled as deviations (average 1.4 

per TP). 67.3% of the deviating TPs had one to four reasons 

and 29.7% had no identified reasons (Figure 3A).  

Potential reasons for deviation were classified into five 

categories: cancer status, other clinical, current treatment 

related, previous treatment related, and patient preference 

related. Reasons for deviation that were based on cancer status 

represented the majority (59%) of all deviations (Figure 3B).  

Deviation reasons were further classified into lower-level 

categories (Figure 3C). The cancer status category consisted 

of different tumor and disease progression parameters. Other 

clinically related reasons included demographics, oncological 

and non-oncological comorbidities, acute symptoms and 

overall clinical condition. The previous treatment related 

reasons include amount of previous treatment, poor previous 

response, previously severe side effects, and presence of 

residual margins after surgery. The patient preferences 

category included patient treatment requests or refusals. 

Lastly, current treatment related reasons consisted of 

anticipated treatment efficacy, impact on quality of life, and 

newly available clinical evidence. Deviations due to 

environmental constraints including lack of personnel or 

resources were rare and thus not presented. 

 

Figure 3 – Potential reasons for deviation. (A) Number of 

reasons of deviation per TP ( N=857 deviating TPs). (B) 

Different categories of deviations. (C) Deviation subtype 

analysis (subtypes with n≥4 deviating TPs are shown). 

The largest fraction of deviations appear to result from disease 

progression or a lack thereof, together with presence of acute 

symptoms. Interestingly, new medical knowledge was only a 

small fraction of potential deviation causes.  

Manual validation 

We performed manual validation on a dataset of 222 TPs that 

were randomly selected from the entire dataset. The validation 

dataset contained 136 TPs prescribed according to CPG 

recommendations and 86 discordant TPs. 

We first searched for exact matches between NLP-retreived 

actual TPs to manually retreived TPs. Given this approach, 

minor or large differences between manually detected and 

NLP-retrieved actual TPs had the same effect on scoring. The 

recall for all TPs, TPs prescribed according to CPGs, and 

discordantly prescribed TPs was 0.71, 0.73, and 0.67, 

respectively. Chemotherapy cycles were not evaluated for 

comparison. The TP comparison framework detected 

differences between actual and CPG recommended TPs. As 

expected, manual validation showed that the comparison had 

rather high recall (0.88). 

We also assessed deviation labeling. Deviation labeling relies 

on the accuracy of actual TP extraction and the TP 

comparison. We compared the quality of our deviation 

labeling algorithm to a default algorithm that labels TPs 

prescribed accordingly to CPG recommendations as ‘no 

deviation’ and discordantly prescribed TPs as ‘deviation’ 

(Table 3). The results show better performance in cases that 

were prescribed discordantly to the CPGs, while good recall 

was achieved in the remaining cases.  

Finally, a random subset of 60 deviating TPs were selected 

from the validation dataset for manual analysis of detected 

reasons for deviation. Validation of detected reasons had the 

following recall: 0.67, precision: 0.78, and F1 score: 0.72.  

Table 3 - Deviation labeling validation (algorithm vs default) 

  

Entire da-

taset 

(n=222) 

TP prescribed 

according to 

CPGs (n=136) 

TP prescribed 

discordantly to 

CPGs (n=86) 

  Alg Def Alg Def Alg Def 

Recall 0.87 0.62 0.80 NA 0.91 1 

Prec. 0.65 0.66 0.47 NA 0.81 0.66 

F1 val 0.74 0.64 0.60 NA 0.86 0.79 

Discussion 

In this work we developed computational techniques to 

characterize deviations from CPGs in adult STS across 

thousands of patient records. We identified deviations, 

classified them by types, and proposed reasons that may 

reflect the physicians rationale in deviation cases. Beyond the 

value of understanding clinical deviations, this analysis makes 

multiple findings that may be useful to sarcoma researchers 

and the decision support community. 

One interesting finding was that approximately half (48.9%) 

of all TPs deviated from the CPGs. Noting the error present in 

NLP-based analysis, this value is comparable to a study 

published in 2012 that reported 54% adherence levels [10] and 

is higher than a study published eight years prior that had 32% 

[11]. While being a small sample size, this may suggest that 

compliance to CPGs is increasing for sarcoma over time.  

In contrast to the above, we found that the current deviation 

level is roughly twice that of a recently published study 

showing 24% deviation frequency, a study whose data have 

included many of the same patients as in this work [12]. This 

discrepancy is due to the fact that deviations in the former 

study were defined as discordantly prescribed TPs, whereas in 

this study we analyzed whether the actual given TP deviated. 

This helps explain the observation that 19% of TPs originally 

prescribed discordantly to CPG recommendations were not in 

fact deviations. Conversely, we also found that 35% of all TPs 

prescribed according to the CPGs were actually deviations.  
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The observation that adherence to, or deviation from CPGs 

does not strongly predict if the administered TP adheres to the 

CPG, may have several causes. For instance, physicians may 

incautiously select a CPG recommendation with a genuine 

intent to write the actual prescription in free-text. 

Alternatively, CPG recommendations may not be clear and 

their selection may not be sufficiently simple. EHR quality 

may also play a role if detailed treatment documentation is 

challenging. 

Deviation type analysis identified a large tendency to overtreat 

patients, representing 39.7% of deviation cases. Overtreatment 

(reviewed in reference [16]) was 3.1-fold more prevalent than 

missing treatments. The actual number is likely even higher 

since we manually observed upon inspection of EHR data that 

documents are missing for some patients. This issue was 

addressed by analyzing the treatment program fields, as these 

tend to summarize the complete course of prior treatment.  

Overtreatment was especially evident for metastatic patients 

(Table 2), whom in general where prone to higher deviation 

levels (Figure 2). This is interesting when considering that 

metastatic patients had a relatively small amount of drug 

related deviations due to the large variety of different 

chemotherapy options at this disease stage. Deeper 

investigation of overtreatment cases can potentially assist in 

reducing treatment cost and improving quality of life. 

Mining for deviation reasons can help inform physicians of 

their medical behavior during the decision making process. 

This knowledge can motivate specific questions that may 

impact care, for example why does tumor histological type 

potentially account for 8.5% of all deviations (Figure 3C). 

Several factors that impacted our results warrant mention. 

First, as with most NLP based studies, our study was also 

subject to inaccuracies resulting from variability in the free-

text representation of medical data. Second, our EHR-based 

dataset was composed of patient discharge letters, with an 

average of 2.6 documents per patient. As mentioned, a fraction 

of patients had missing discharge letters that we were not able 

to access. We partially addressed this issue by analyzing the 

treatment program fields. Finally, the study was performed 

assuming correctness of clinical presentations, although 

misdiagnosis is expected to be present in oncology care.  

Our work focused on developing an integrated framework for 

understanding physician medical decisions in relation to CPG 

recommendations. In the future it may be possible to extend 

this analysis with outcome data, which could subsequently be 

integrated into EHRs to assist in decision making. 

Conclusion 

In this study we developed a methodology for a deeper 

understanding of adherence to CPG recommendations and 

implemented it in an adult STS use case. The resulting 

insights from this approach can be used to improve CPGs, to 

understand the decision making process of physicians, to 

identify cases where deviations may be beneficial, and to 

increase adherence to CPGs when deemed appropriate. 
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Abstract 

Exposure to a large volume of alerts generated by medical 

Alert Generating Systems (AGS) such as drug-drug interac-

tion softwares or clinical decision support systems over-

whelms users and causes alert fatigue in them. Some of alert 

fatigue effects are ignoring crucial alerts and longer response 

times. A common approach to avoid alert fatigue is to devise 

mechanisms in AGS to stop them from generating alerts that 

are deemed irrelevant. In this paper, we present a novel 

framework called INITIATE: an INtellIgent adapTIve AlerT 

Environment to avoid alert fatigue by managing alerts gener-

ated by one or more AGS. We have identified and categories 

the lifecycle of different alerts and have developed alert man-

agement logic as per the alerts’ lifecycle. Our framework in-

corporates an ontology that represents the alert management 

strategy and an alert management engine that executes this 

strategy. Our alert management framework offers the follow-

ing features: (1) Adaptability based on users’ feedback; (2) 

Personalization and aggregation of messages; and (3) Con-

nection to Electronic Medical Records by implementing a 

HL7 Clinical Document Architecture parser.  

Keywords: 

Alert Fatigue; Alert Management Engine; Alert Management 

Strategy; Semantic Web; HL7-CDA. 

Introduction 

In recent years, medical Alert Generating Systems (AGS), 

such as vital signs monitoring devices, drug-drug interaction 

systems, and clinical decision support systems, have become 

prevalent in health-care environments. Extensive exposure to 

a large volume of alerts, especially irrelevant alerts, over-

whelms users of these systems and causes alert fatigue. Alert 

fatigue leads to ignoring vital alerts, longer response times, 

anxiety in healthcare professionals and incorrect decisions [1]. 

Due to these undesirable effects, several attempts have been 

made to address the issue of alert fatigue. Existing approaches 

can be classified under two general categories: (a) Suppress-

ing alerts: the rules generating alerts in AGS are modified so 

that irrelevant alerts are generated less frequently. For in-

stance, in drug-drug interaction systems, if route of admin-

istration is considered in the head of rule, several alerts per-

taining to nonexistent interactions will be avoided. In this ap-

proach, since the alert management strategy is implemented in 

the AGS, it cannot be reused in other AGS. Moreover, this 

approach is not readily applicable to situations where several 

AGS are operating concurrently; and (b) Managing alerts: in 

this approach, an alert management strategy is defined for 

each type of alert. An alert management engine monitors the 

generated alerts by the AGS and manages their lifecycles 

based on their management strategy. Hence, alert fatigue is 

prevented by less frequent and smarter generation of alerts as 

they can only be raised when they are in critical stages of their 

lifecycle and certain conditions are met. Since alert manage-

ment is performed externally, this alert management strategy 

can scaled across multiple concurrent AGS.  

In this paper, we present a novel alert management framework 

featuring an Alert Management Strategy Language (AMSL) 

represented as a Web Ontology Language (OWL) ontology; 

and, coupled with an Alert Management Engine (AME) that 

executes the alert management strategy based on patient in-

formation accessible from a Health Level 7 (HL7) compliant 

Electronic Medical Records (EMR) using the Clinical Docu-

ment Architecture (HL7-CDA [2]). We have identified and 

categorized the lifecycle of different alerts and have devel-

oped alert management logic as per the alerts’ lifecycle. Our 

framework implements a set of unique features to address 

alerts fatigue, such as a smart alert counter that filters out ir-

relevant alerts based on their time stamps, alert notification 

adaptability based on users’ feedback, aggregation of alerts to 

a unified alert, responding to the alert delivery medium and 

possibility of connecting to commercial EMR systems. We 

leverage semantic web technologies to represent the alerts and 

to manage them.  

Related Work 

Approaches to avoid alert fatigue can be categorized into three 

categories. In the first approach, the underlying rules generat-

ing the alerts are modified to limit the generation of irrele-

vant/repetitive alerts or to delay the notification of the alerts 

until a point that the alert becomes critical. For instance, in 

vital signs monitoring devices, generation of an alert regard-

ing high heart rate can be delayed until a certain amount of 

time has passed since the heart rate has been more than a pre-

defined threshold [3]. In another example, Rule1 that repre-

sents theophylline–cimetidine interaction in a drug-drug inter-

action system is modified in terms of Modified_Rule1 so that 

route of administration is taken into consideration to make the 

rule fire less frequently and more accurately [4]:  

Rule1: If (theophylline and cimetidine)� Alert (Name: theo-

phylline –cimetidine, Message: “….”) 

Modified_Rule1: If (theophylline and (oral cimetidine)� 

Alert (Name: theophylline –cimetidine, Message: “…”) 

The approach to modify alert generation rules to address alert 

fatigue has the following limitations: (1) the alert generation 

logic is encoded within the rules, and hence, modifications to 

the rules is local to the AGS and it cannot be reused by other 

AGS; and (2) if several sources of alerts exist, each AGS rule 

set needs to be modified which may eventually lead to incon-

sistencies across the multiple alert generation rules.   
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The second approach to address alert fatigue is to allow the 

AGS to generate the alerts, but subsequently filter the irrele-

vant alerts using an auxiliary alert management engine. To 

filter irrelevant alerts, domain experts’ knowledge regarding 

relevancy of alerts is captured in terms of a classifier. In this 

approach, AGS users tag the alerts, as either relevant or irrel-

evant, in a normal no alert fatigue prevention setting. These 

tags are, then, used by machine learning algorithms to train a 

classifier to determine if an alert should be suppressed or pre-

sented to the user [5]. Disadvantage of this approach is the 

need for a large vole of training data that cover the entire 

breath of the alerts in different clinical scenarios, and the fact 

that the decision logic of such classifiers cannot be interpreted 

by healthcare professionals.  

The third approach to avoid alert fatigue is to capture domain 

experts’ knowledge in terms of an alert management language 

and represent the lifecycle of an alert—i.e. describing when 

and how often an alert should be shown to the user. Klimov et 

al. [6] have defined a comprehensive language to define alert 

lifecycles.  

In our work, we pursue the third approach as it allows an ex-

plicit description of alerts and their lifecycles, which can be 

used to develop generic AGS. In comparison to Klimov et al. 

[6], our approach is different in the following ways: we define 

the concept of a counter that filters the alerts based on their 

currency—i.e. either the alerts are deemed too old to be rele-

vant or are regarded as too soon to the previous alert in order 

for it to be meaningful. We also enhanced our framework by 

adding a set of desirable features such as adaptability based on 

user feedback, aggregation of messages, consistent alert man-

agement framework across several AGS operating concurrent-

ly, and connecting to EMR to be able to use patient infor-

mation in alert lifecycle definition. 

INITIATE: an INtellIgent adapTIve AlerT En-

vironment 

Our alert management framework shown in Figure 1 compris-

es the following components: 

 (1) An OWL ontology that represent our Alert Management 

Strategy Language (AMSL).  

(2) Alert Management Engine (AME) that exposes RESTful 

web services for AGS to submit their generated alerts. This 

engine manages alerts based on the alert management 

knowledge encapsulated in an instantiation of the AMSL. To 

interpret the expressions that make use of lab test result and 

medication conditions, this engine contains an HL7-CDA par-

ser that evaluates validity of expressions such as allopurinol 

on hold and Synthroid dosage > 100mg, which are represent-

able in AMSL. 

(3) CouchDB that is a NoSQL (JSON document based) data-

base storing the following items: 

a. HL7-CDA documents each representing a patient medical 

record. 

b. Instantiation of the AMSL ontology stored as a 

RDF/JSON document that represents the lifecycle of 

alerts generated by the connected AGS. 

c. Alert Status: each alert status represents how many times 

and when a specific alert has been generated for a patient. 

We will see an example of this later in the paper. 

We used a document-based database to avoid normalizing our 

ontology and HL7-CDA documents into a relational table in 

order to store the documents as a whole.  

Alert Management Strategy Language 

In this section, we discuss AMSL, which is formalized using 

an OWL ontology. Instead of describing the ontology struc-

ture, we discuss the grammar of AMSL in the grammar dis-

cussed in this section, where [] represents an optional element, 

* represent an element that can be repeated from 0 to n num-

ber of times, and terminals are put between double quotes. An 

alert management strategy is represented by a sextuple: 

Alert � ([AGSName], AlertName, [LifeCycle], 

[AlertConfig], PatientID*, UserID*). 

UserID and PatientID show the list of users and patients that 

use this strategy for this alert. AlertConfig and LifeCycle are 

discussed in the rest of this section. AGSName names the AGS 

that is the source of the generated alert. 

LifeCycle 

LifeCycle represents the lifecycle of alerts and is defined as 

follows:  

• LifeCycle � ([CfounterConfig], [SeverityConfig], 

[ActivationExpression], [InactivationExpression]). 

CounterConfig of a LifeCycle defines a counter that represents 

the number of times an alert has been generated for a patient. 

• CounterConfig � ([ResetDuration], 

[DurationBeforeIncrease]). 

Alerts that are too old are deemed to be irrelevant, and hence 

should not be considered in the counter of that alert. The logic 

is as follows: if the time when the alert was last generated is 

more than ResetDuration, the counter for that alert is set to 

zero. Likewise, alerts that are generated too close to the previ-

ous one may be irrelevant as well. To account for this situa-

tion, if the duration between the last time the counter was in-

cremented and the generation of the current alert is less than 

DurationBeforeIncrease, the counter will not be increased. As 

we will describe later, this counter is used in the calculation of 

severity and evaluation of activation and inactivation condi-

tions. 

• SeverityConfig� ([MinSeverity], [MaxSeverity], 

[NumOfSteps]). 

Severity of an alert during its lifecycle may change based on 

its counter number. Severity changes from MinSeverity to 

MaxSeverity in NumOfSteps steps as the counter increases. 

For instance, if the severity configuration is (0,1,10), severity 

of alert will linearly increase from 0 to 1 in 10 steps. 

Figure 1 – Our Alert Management Framework 
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To avoid alert fatigue, an alert generated for a patient can be 

suppressed until the alert (or the patient) meets certain criteria. 

Until these criteria have not been met, the alert will not be 

activated (i.e. notified to the user). As an example, when a 

patient enters a high value for the blood pressure it will lead to 

generation of an alert. However, one high blood pressure val-

ue does not warrant immediate attention, as it may be a mis-

reading or inaccurate measurement, hence such an alert can be 

suppressed, and only high blood pressure alerts that are gener-

ated within a specific time span may need medical attention. 

Another mechanism to avoid alert fatigue is to inactivate 

alerts that are not relevant anymore. An alert may be deemed 

irrelevant because its purpose has been accomplished. For 

instance, an active alert “Warfarin is recommended” can au-

tomatically become inactivated (i.e. hidden from user) when 

the patient is prescribed Warfarin. AME uses 

ActivationExpression and InactivationExpression in order to 

activate or inactivate an alert. An expression is defined as fol-

lows.  

• Expression � Condition | (Expression | Condition, 

Operator, Expression | Condition). 

• Operator � “or” | “and” . 

Several types of conditions based on medications of a patient, 

lab test results, counter of the generated alert, or its severity 

may be defined: 

• Condition � CounterCondition | 

MedicationCondition | SeverityCondition | 

LabResultCondition. 

A CounterCondition is defined as follows: 

• CounterCondition � (Comparator, Threshold ). 

• Comparator � “<” | “>” | “=” | “<=” | “>=”. 

Activation and inactivation of alerts may be based on their 

counter. For instance counter condition {“Comparator” : “>” , 

“Threshold” : 5} will be satisfied for a condition when its 

counter is 6 or greater. 

• SeverityCondition � (Comparator, Threshold). 

As we discussed previously, severity of a condition may 

change as the counter of the alert is changing. For instance, 

the severity condition (<, 0.5) is satisfied if severity of the 

generated alert is less than 0.5.  

• MedicationCondition � (MedStatus | DosageChange 

| (Comparator, Threshold ), MedicationName | 

MedicationCategory) . 

• MedStatus � “active” | “onHold”. 

We can define conditions based on medications that exist in 

the health record of the patient. For instance, we can define a 

medication condition that is satisfied when a specific medica-

tion is on hold. Upon satisfaction of this condition based on 

patient record, the corresponding alert will be inactivated and 

removed from the list of active alerts shown to the user. 

• LabTestCondition � (“existence” | (Comparator, 

threshold, unit) | TimesUpperLimit ), labTestName. 

Conditions based on lab test information of patients can also 

be defined. This type of condition can check existence of a 

specific lab test and whether its result is less or more than a 

specific threshold. The TimesUpperLimit value shows how 

many times value of the lab test result should be greater than 

the upper normal limit so that the corresponding condition is 

satisfied. For instance, {“existence”, “labTestName” : “TSH”} 

will be satisfied if a TSH test result is present in the electronic 

medical record of the patient.  

AlertConfig 

AlertConfig represents how alerts are communicated with the 

user and aggregated in our framework. Receiving several 

alerts in one communication can potentially reduce the alert 

fatigue as relevant alerts are communicated and attended to-

gether. 

• AlertConfig� ( CommunicationMedium, 

[AggregationConfig])  

• CommunicationMedium � “SMS” | “e-mail” | “web-

dashboard”. 

• AggregationConfig � (“non-aggregatable” | 

(“aggregatable”, maxWait4Aggregation)). 

CommunicationMedium represents the medium of communi-

cation for the generated alert. Alerts sent through a common 

communication medium can be aggregated if they are 

“aggregatable”. MaxWaitForAggregation shows the maxi-

mum amount of time that sending a message can be delayed 

so that it can be aggregated with other messages. We will see 

an example of AlertConfig and alert aggregation in the next 

section. 

Alert Management Engine (AME) 

AME exposes RESTful web services that can be used by AGS 

to submit their generated alerts. Each incoming alert is a quad-

ruple representing the AGS that has generated the alert, pa-

tient ID, the generated alert, and its time stamp. Incoming 

alerts will be used to update the corresponding JSON docu-

ments in CouchDB that represent the history and status of that 

alert-patient-user combination. In the rest of this section, we 

describe components and capabilities of AME. 

Alert Management Algorithm 

Upon receiving and incoming alert by AME, the following 

steps are performed in order to manage an alert:  

1. Update alert’s time stamps in CouchDB. 

2. Update the alert’s counter based on the time stamps. 

3. Update alert’s severity based on the counter. 

4. Evaluate conditions. 

5. Evaluate expressions based on conditions. 

6. Alter state of alerts based on satisfaction of Inactivation 

and Activation Expressions. 

7. Perform aggregation if possible. 

HL7-CDA Parser 

Medication and lab test conditions are evaluated based on 

patients’ records. To connect to EMR, we assume patient rec-

ords are received in Clinical Document Architecture (CDA) 

documents that is an XML based HL7 standard. HL7-CDA 

documents represent a snapshot of the patients’ record at the 

time of creation. HL7-CDA documents are transformed to 

JSON and stored in CouchDB. HL7-CDA parser uses the Java 

JSON library to evaluate medication and lab test conditions. 

AME uses these evaluation results to calculate satisfaction of 

medication and lab test results conditions. 

Adaptability and Personalization 

We enable personalization in our framework by allowing each 

user-patient combination to have a separate configuration for 

each alert. Adaptability enables an alert management engine 

to tune its parameters in order to fit the needs of a specific 

user. Existing AGS provide this capability by enabling users 

to modify parts of the alert generation rules such as the 
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threshold for the blood pressure alert rules. Tuning AGS rules 

can be time-consuming and requires extensive knowledge of 

the AGS domain. We propose a mechanism to provide adapt-

ability based on user feedback. Users of AME can provide 

two types of feedback: (1) an alert is being activated too fre-

quently for a patient, and (2) an alert is being activated less 

frequently than necessary. This feedback can be used to tune 

the alert lifecycle parameters accordingly in the following two 

ways:  

(a) Based on the received feedback, parameters that are re-

sponsible for the activation frequency of the alert are 

multiplied by a pre-defined coefficient. For instance, if 

the feedback is that an alert is being activated less fre-

quent than necessary, frequency parameters are modified 

in the following way: resetDuration *= 1.05, 

DurationBeforeIncrease *=0.95, MinSeverity *= 1/0.95, 

steps = round (1/0.95 * step). Hence, our alert manage-

ment framework can adapt to users’ needs based on the 

received feedback from them.  

(b) If the user is knowledgeable about the internal workings 

of AME, he can choose a specific lifecycle parameter 

such as ResetDuration or MinSeverity to be modified 

based on his feedback. As a result, that specific lifecycle 

parameter is multiplied by a predefined coefficient. For 

instance, if the user indicates that an alert is generated 

more often than needed because of ResetDuration param-

eter, this value is multiplied by 0.8 so that the counter is 

reset more often leading to less frequent activation of that 

alert. 

Aggregation 

To understand how aggregation is performed, we go through a 

simple example. Suppose that two alerts are of the same 

AlertConfig as listed below: 

{“AlertConfig”: { “Aggregatable” : “yes” ,  

   “AggregationMedium” : “e-mail”, 

   “maxWait4Aggregation” : “15m”}} 

Imagine the following alerts are generated for two different 

patients (PatientIDs = 12 and 33) and are supposed to be sent 

to a specific physician (UserID = 7):  

{“alert”: “Warfarin is recommended”, 

 “patientID”: 33, “UserID”: 7, “Status” : “active” 

 “DocumentID” : “1eb7ee96b33fa120c89”} 

{“alert”: “patient at high risk of bleeding”, 

 “patientID”: 12, “UserID”: 7, “Status” : “active” 

 “DocumentID” : “9eb9ee96b88fa000c57”} 

These two alerts are aggregated by creating the following 

document in CouchDB by AME: 

{“DocumentType” : “aggregatedAlert” 

 “AlertDocumentIDs” : [“9eb9ee96b88fa000c57”, 

                       “1eb7ee96b33fa120c89”]} 

Alert Lifecycle Categories 

In order to define the lifecycle of alerts in the IMPACT-AF 

project
1

, we defined 3 general categories of alert lifecycles, 

made a template for each category, and fleshed out that tem-

plate for each alert in that category. In the remainder of this 

section, we review these categories. 

Category1: Cut Off Point Alteration 

This category represents the lifecycle of alerts that compare 

patient data to a pre-defined cut off value. To avoid alert fa-

                                                           

1 http://impact-af.ca/ 

tigue, these alerts can be ignored until that patient’s value 

passes an alternative cut off value. As an example, according 

to the domain expert, output of the rule “IF bilirubin is great-

er than its upper normal limit THEN patient might have ab-

normal liver function” can be ignored until bilirubin is greater 

than two times the upper normal limit: 

{“ActivationExpression” : 

  {“LabTestCondition” :   

      {“ TimesUpperLimit” : 2, 

       “ MedicationName” : “bilirubin”}} 

Bolded values in the above example can be replaced to repre-

sent lifecycle of other alerts in this category. In the same fash-

ion, different alternative cut off values can be defined for dos-

age of medications  

Category2: Medication and Lab Test based Lifecycles 

By considering the type and dosage of medications taken by 

patients, several irrelevant alerts can be suppressed. As an 

example, according to the following rule, a heart rate below 

60 bpm is considered abnormal: “If (heart rate < 60) � pa-

tient’s heart rate is abnormal”. However, this alert would be 

of less clinical significant if it is not associated with taking a 

rate control medication. Filtering low heart rate alerts that are 

not accompanied by such a medication will potentially avoid 

alert fatigue without compromising patients’ safety or unnec-

essarily interrupting clinicians’ workflow. We define the cor-

responding lifecycle as follows for this purpose:  

{“ActivationExpression” :  

  {“MedicationConditon” : {“MedStatus”  : “active” ,  

        “MedicationCategory” : “rate control”}}} 

As long as the above expression is not satisfied, alert patient’s 

heart rate is abnormal will not be shown to the user. Bolded 

values in the above example can be replaced to represent 

lifecycle of other alerts in this category. As another example 

of this category, to avoid alert fatigue, alert pertaining to the 

following rule should be inactivated when patient starts taking 

warfarin: “If the patient has CHA2DS2-VASc score >= 2 

THEN alert physician that Warfarin is recommended”. To 

accommodate this alert fatigue prevention strategy, we define 

the lifecycle of the above rule as follows: 

{ “InactivationExpression” :  

  { “MedicationConditon” :  

    {“MedStatus”  : “active” ,  

       “MedicationName” : “Warfarin”}}} 

Category3: Counter and Severity based Lifecycles 

Some alerts can be suppressed until they are generated a cer-

tain number of times over a predefined period. For instance, 

Canadian guideline for management of Atrial Fibrillation rec-

ommend tailoring dose of heart rate control medications to 

bring resting heart rate of a patient to < 100 bpm. The corre-

sponding rule is implemented as follows in the IMPACT-AF 

rule engine: “If (heartrate > 100) � patient’s heart rate is 

uncontrolled.” Setting 100 as a cut point will probably fire too 

frequent alerts if patient is right on the edge. When presented 

this matter to the Cardiologist acting as the principal investi-

gator in the IMPACT-AF project, he suggested ignoring this 

alert unless the average heart rate is more than 120 bpm over 

72 hours with readings recorded at least 12 hours apart. If 24 

hours passes and the rule engine does not generates any alerts, 

we start counting again. To accommodate this alert fatigue 

prevention logic, we defined the lifecycle of this alert as fol-

lows:  

{“counterConfig” :  {“ResetDuration” : “24h” ,  

  “DurationBeforeIncrease” : “12h”}, 

  “ActivationExpression” :  {“CounterCondition” :  

”{“Comparator” : “>”, “Threshold” : 5}}} 
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Evaluation 

To evaluate AMSL, five general practitioners were given a 20 

minutes presentation on purpose of this language, its role in 

our framework, and several real world examples. Subsequent-

ly, participants were asked to assign an integer score from the 

range 1 to 5 (score 1 means that physician does not agree with 

the statement at all, and score 5 means that she completely 

agrees with the corresponding statement). Table 1 represents 

the percentage each score is chosen by the domain expert for 

the corresponding statement. 

Table 1- AMSL Evaluation Statements and Percentages Each 

Score Is Give to each Statement
2

 

Statements 

Received Score 

1 2 3 4 5 

1.Purpose of AML ele-

ments are clear 

0% 0% 0% 40% 60%

2. AML is easy to use 0% 0% 20% 60% 20%

3. AML can represent all 

aspects of alert fatigue 

prevention strategies 

0% 40% 20% 20% 20%

4. All concepts in AML 

are useful for alert fatigue 

prevention 

0% 20% 20% 40% 20%

 

Table 1 shows that majority of the participants find AMSL 

clear, easy to use, useful for and capable of representing alert 

fatigue prevention strategies. In the second part of the evalua-

tion, we asked a domain expert to design 10 patient scenarios 

each composed of a sequence of 15 events making changes to 

health record of a patient (e.g., addition of a blood work or 

heart rate). Feeding these events to the IMPACT-AF rule en-

gine generated 63 alerts. AME suppressed 34 of these mes-

sages. The remaining 29 alerts were aggregated into 14 atomic 

and composite alerts. We asked 5 general physicians to assign 

a number from the range 1 to 5 to statements 1, 2 and 3 for 

each aggregated alert, suppressed alert, and inactivated alert 

respectively. Table 2 represents the percentage that each score 

is given to the corresponding statement by domain experts. 

Table 2 – AME Evaluation Statements and Percentages Each 

Score Is Give to each Statement
2

 

Statements 

Received Score 

1 2 3 4 5 

1. Aggregation is correct 3% 3% 11% 20% 63%

2. Suppression is correct 0% 1% 7% 21% 71%

3. Inactivation is correct 0% 0% 6% 4% 90%

 

Table 2 shows that most of the aggregations, suppression, and 

inactivation of messages have been performed successfully by 

AME according to the participants. 

Conclusion 

In this paper, we proposed a novel alert management frame-

work that introduces unique features, such as: (1) a counter 

that filters effects of alerts that are too old or too new to be 

relevant, (2) alert severities that change by time, (3) possibil-

                                                           

2 Score 1 means that physician does not agree with the 

corresponding statement at all and score 5 means that he completely 

agrees with it 

ity of defining conditions related to patients medications and 

lab test results, (4) adaptability based on users’ feedback, (5) 

centralized management of alerts in case several AGS are 

generating alerts concurrently, (6) aggregation of alerts (pos-

sibly from different AGS) to reduce the number of alerts 

shown to the user, and (7) capturing communication medium 

information.  

Moreover, our review of the literature shows that most of the 

alert management strategies are implemented for rule based 

decision support systems. Since our alert management frame-

work is AGS dependent and does not make any assumptions 

regarding alert generation mechanism, it can be used to avoid 

alert fatigue in a variety of clinical decision support systems 

that use alternative technologies, such as neural networks or 

Bayesian belief networks. 

An interesting future work is to explore the effects of alert 

management in general, adaptation, and personalization of 

alerts, in particular on patients’ safety. For instance, in cases 

where physicians are heavily reliant on specific alerts for pa-

tients’ safety, unpredictability of alerts due to varying parame-

ters may potentially have perilous effects. In our framework, 

we defined a minimum severity to avoid this scenario. Other 

potentially dangerous scenarios should be identified and taken 

into consideration. 
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Abstract 

An influence diagram (ID) is a method of graphical 

representation of uncertain knowledge, which can be 

employed to support decisions in health care using 

probabilistic reasoning. We aimed to describe the 

development of an ID to support the decision-making process 

in phase II at Cardiopulmonary and Metabolic Rehabilitation 

Program (CPMR). The development of the ID was carried out 

through the identification of relevant variables and their 

possible values, as well as the identification of details of each 

variable, in order to find a network structure that 

appropriately connects the nodes that represent the variables, 

with arcs linking acyclic graphs, and to build the graph using 

specialized knowledge and the conditional probability table 

for each node in the graph.  In spite of the complexity of the 

interactions, the model obtained with the ID seems to 

contribute in the decision-making process in phase II CPMR, 

providing a second opinion to the health pratictioner and 

helping in diagnostic, therapeutic and decision-making 

processes, since it is useful in situations with non-linear 

modeling or with absent or uncertain information.     

Keywords: 

Cardiovascular diseases; clinical decision support systems; 

influence diagram; physical and rehabilitation medicine, 

probabilistc networks; rehabilitation. 

Introduction 

The Influence Diagram (ID) appeared for the first time in the 

United States during the 1980’s as a way to represent a 

decision-making problem [1]. It is even more compact than a 

decision tree and can make explicit the probabilistic 

dependencies among variables. An ID is a graphical structure 

that allows the modeling of uncertain variables and decisions 

that explicitly reveal probabilistic dependency in a flow of 

information [2].  

There are several benefits in the evaluation of a problem 

through ID operations such as: the algorithm executing the 

entire inference and analysis automatically; the analysis being 

made available in a representation which is natural for 

decision making; and the use of ID resulting in gains in 

processing, as it considerably reduces the size of intermediary 

calculations and the need for greater memory spaces. 

Recent work has shown the viability in the use of ID in 

processes where variables are uncertain and decisions need to 

be taken starting from the probabilistic dependency in a flow 

of information as, for instance, in the  Medical field [3-5], and 

Risk Evaluation [6]. 

The ID is presented in this paper is the selection of the best 

Cardiopulmonary and Metabolic Rehabilitation (CPMR) op-

tion for cardiac patients chosen in a safe and effective way. 

Many studies about the enormous prevalence of heart disease 

suggested some treatment possibilities to minimize the 

negative effects of these disorders in a patient’s quality of life 

[7-9]. There emerged the possibility of a non-pharmacological 

treatment: the Cardiopulmonary and Metabolic Rehabilitation 

(CPMR) [10, 11].  

CPMR is the sum of the activities needed to ensure patients 

with heart disease achieve better physical, mental and social 

conditions [8-10]. Patients who adhere to CPMR programs 

experience improved quality of life, hemodynamic 

stabilization, metabolic changes, and improved vascular and 

psychological states, which are associated with better control 

of risk factors and improvement in lifestyle [15-16]. Studies 

have already demonstrated the cost-effectiveness of CPMR, 

which became necessary for the rehabilitation of patients 

affected by these diseases [8-9, 12]. 

However, there are several uncertainties surrounding the 

professionals who work in CPMR. Although the beliefs are 

strengthened and the uncertainties are reduced over years of 

experience and professional practice, there will always be a 

degree of uncertainty in each decision. A classic example 

observed in clinical practice is the prevalent use of the 

treadmill, with the use of the stationary bicycle restricted to 

patients who have a physical or mental limitation that prevents 

treadmill training. However, there are still uncertainties about 

whether the equipment chosen by the professional is suitable 

for the patient’s specific clinical picture [11, 13]. 

Thus, based on the technological advances, the possibility of 

building decision support systems, the high prevalence of 

heart disease and the growth and recognition of the CPMR, 

this study aims to build a ID to support clinical decision for 

phase II CPMR in cardiac patients. This aims to assist non-

specialist professionals in choosing the best CPMR option for 

cardiac patients in a safe and effective way. 

Methods 

This is a methodological study approved by the Research 

Committee (ComPesq) of the Federal University of Health 

Sciences of Porto Alegre (UFCSPA) under number 011/2013. 
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Participants 

The data used in this study were obtained from the medical 

records of a cohort of cardiac patients in phase II CPMR, 

assigned by a referral center for cardiopulmonary and 

metabolic rehabilitation in the state of Rio Grande do Sul, 

Brazil. 

Influence Diagram development 

The methodology used to generate the ID began by reading 

the selected references and isolating clinical information that 

may influence the diagnosis [13], prognosis and treatment, or 

be related to the measures taken. The bibliography search and 

choice of variables was done by a field expert, with the choice 

of variables and future connections between them based on 

his knowledge of the field. This study used the variables listed 

in the scientific literature through consensus, guidelines and 

norms for CPMR [7, 10, 14, 17, 18].  

The structure building can be carried out manually and was 

designed precisely this way, taking into account the causal 

relationships between selected variables [13]. The estimating 

probabilities was obtained from a cohort of data provided by a 

referral center for CPMR.  

However, this does not invalidate the ID, because remains the 

exact same principle used by the expert to make the decision 

in scenarios where the quantitative knowledge of the problem 

is not known or clear [21, 23-25]. At this point, the cohort 

data provided by the referral center was critical, because it 

helped to quantify the frequency of clinical outcomes. 

Validation 

Data for validation [13] of the ID were obtained from the 

records of another cohort of patients in phase II CPMR, 

kindly provided by a referral center for CPMR  in the State of 

Rio Grande do Sul called Instituto de Cardiologia do Rio 

Grande do Sul. Therefore, to assist with the observed 

frequencies, both situations were considered: the frequency of 

observations performed on data from the referral center and 

the decision based on expert’s opinion. 

Results 

The quantitative data used for modeling the shape ID were 

obtained from a cohort of patients who attended a referral 

center from April 2012 to April 2013. Characterization of 

variables in this sample is described in the tables below. 

Table I - Characteristics of the sample of 264 patients in 

phase II CPMR from a referral center 

Variables Mean ±SD 

Age (years) 62 ±12.35 

Weight (Kg) 81 ±16.67 

Height (m) 1.65 ±0.09 

Systolic blood pressure (mmHg) 125 ±19.35 

Diastolic blood pressure (mmHg) 74 ±12.11 

Heart rate (bpm) 72 ±13.18 

Partial pressure of O
2
 (%) 96 ±10.54 

Indirect Vo2  15 ±5.61 

Maximum voluntary ventilation (L) 51 ±23.48 

Predicted percentage of maximum 

voluntary ventilation 

90 ±46.81 

Sits and stands 11 ±3.51 

Maximum inspiratory pressure 74 ±33.08 

Predicted percentage of maximum 

inspiratory pressure 

79 ±37.95 

Maximum expiratory pressure 88 ±42.91 

Predicted percentage of maximum 

expiratory pressure 

91 ±49.29 

6-minute walk test (m) 406 108.18 

Predicted percentage of 6-minute walk 

test 

82 ±35.69 

Gender-n(%)   

Male 160 (60.6) 

Female 104 (39.4) 

Ethnic group - n(%)   

Caucasian 223 (84.5) 

Black 32 (12.1) 

Other 9 (3.4) 

Body Mass Index - n (%)   

Underweight 4 (1.5) 

Normal weight 48 (18.2) 

Overweight 102 (38.8) 

Obesity (Grade I) 71 (26.9) 

Obesity (Grade II) 27 (10.2) 

Obesity (Grade III) 12 (4.5) 

Main complaint -n(%)   

Fatigue 79 (29.9) 

Dyspnea 26 (9.8) 

Fatigue associated to dyspnea 29 (11) 

Pain in lower limbs 13 (4.9) 

Thoracic pain 13 (4.9) 

Medicated for cardiac condition - 

n(%) 

244 (92.4) 

Time from event to recovery - 

(months)(median - Q1-Q3) 

1 (1-3) 

Main symptoms - n(%)   

Asymptomatic 72 (27.3) 

Dyspnea 115 (43.6) 

NYHA CFI 38 (14.4) 

NYHA CFII 42 (15.9) 

NYHA CFIII 31 (11.7) 

NYHA CFIV 4 (1.5) 

Cough 64 (24.2) 

Orthopnea 7 (2.7) 

Paroxysmal nocturnal dyspnea 23 (8.7) 

Chest pain 56 (21.2) 

Typical chest pain 30 (11.4) 

Functional Class I 7 (2.7) 

Functional Class II 12 (4.5) 

Functional Class III 7 (2.7) 

Functional Class IV 4 (1.5) 

Palpitations 75 (28.4) 

Dizziness 97 (36.7) 

Syncope 13 (4.9) 

Intermittent claudication 26 (9.8) 

Legend: SD – standard deviation; n=absolute frequency, 

%=relative frequency. 

Table II – Major etiologies diagnosed in the sample of 264 

patients in phase II CPMR reference center 

Etiologies Yes n % 

Ischemic 153 (58.0) 

Valvular 11 (4.2) 

Myocardiopathic 24 (9.0) 

Others 76 (28.8) 

Total 264 (100.0) 

Legend: n=absolute frequency, %=relative frequency. 
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Table III – Major risk factors presented by 264 patients in 

phase II CPMR reference center 

Risk Factor 

Yes 

n 

% 

Dyslipidemia 150 56.8 

Systemic hypertension 210 79.5 

Sedentary 186 70.5 

Diabetes mellitus 78 29.5 

Obesity 73 27.7 

Smoker 17 6.4 

Former smoker 116 44.0 

Active alcoholism 34 12.9 

Ex-alcoholic 16 6.1 

Positive family history 173 65.5 

Legend: n=absolute frequency, %=relative frequency. 

 

From the variables defined according to the guidelines and 

consensus and the data obtained in the cohort of patients, we 

obtained the ID below: 

 

Figure 1: Influence diagram structured to assist in decision 

making to perform cardiopulmonary and metabolic 

rehabilitation. 

The DI can represent the mutual and hierarchical relationships 

among many variables using probabilistic rules and therefore, 

in many cases, their application is more suitable for prognosis 

and diagnosis. 

 

Figure 2: Influence diagram structured to assist in decision 

making (after entering the cardiopulmonary and metabolic 

rehabilitation program) regarding type of equipment and 

training to be used. 

We present 3 randomly selected cases from the database to 

display the variables, the decision of the expert and the 

decision of the ID. 

1. Patient W.L.B., male, 86 years old, 83Kg, 1.60 m 

height, BMI (body mass index) = 32 kg/m2, resting 

HR (heart rate) 41bpm. Main complaint is fatigue that 

comes to feel dizzy, but also refers severe pain in 

lower and upper limbs. Has positive family history of 

CAD, is sedentary, stress test is abnormal, predicted 

maximum inspiratory pressure at 115%. The decision 

of the expert is to send this patient for the following 

conduct:.  Stretches (flexibility), bike to a HR of 

96bpm working with the Borg scale below 3. There is 

no need for FES (functional electrical stimulation) and 

IMT (inspiratory muscle training) at the time and 

would not tolerate the treadmill. 

The decision proposed by the ID was: In failure to 

perform treadmill, perform bike; indicates the FES, 

with lower value indicates the RML (located muscle 

strengthening), does not indicate the IMT and indicates 

the flexibility. ID also makes reference to the 

preferable aerobic intensity. 

2. Patient L.A.P., male, 48 years old, 76.5 kg, 1.68 m 

height, BMI (body mass index) = 27kg/m2, resting HR 

67 bpm. Main complaint is chest pain. Patient referred 

not having other symptoms or risk factors such as 

dyslipidemia, hypertension and family history. Was 

treated with beta-blockers, anticoagulants and statins; 

lacked effort and the predicted maximum inspiratory 

pressure is 105%. The decision of the expert is to send 

this patient for the following conduct: Stretches 

(Flexibility); if the patient was not on betablockers, he 

could be working at a HR of 130bpm, with a range of 

less than 4 borg There is no need for FES and the IMT.  

The decision proposed by the ID was: Biggest 

indication to perform the wake of that bike, indicates 

the FES, with lower value indicates the RML, and does 

not indicate the IMT; indicates flexibility. The most 

indicated type of training is aerobic rather than 

anaerobic. 

3. Patient A. D. S.,  female, 58 years old, 142Kg, 1.60 m 

height, BMI = 55Kg/m2, resting HR 136 bpm. AP 

(arterial pressure) 190/140. Main complaint is fatigue 

associated with shortness of breath at rest, chest pain, 

which in some cases reaches fainting and dizziness. 

Among the risk factors are dyslipidemia, hypertension, 

decompensated DM, smoking, family history of CAD. 

Patient states that she has prescriptions but forgets to 

take the medication. Referred pain in MIE; when the 

expert did a physical examination he noticed swelling, 

heat, redness and increased local temperature. The 

decision of the expert is to send this patient to consult 

with the specialist because he believes that under such 

conditions the patient is not able to perform CPMR. 

The decision proposed by ID contraindicated CPMR. 

The predictions obtained with this method can inform the 

patient and the health practitioner whether a given treatment is 

being effective or whether a given condition is under control. 

Discussion 

In the simulation of case 1, ID agreed with the expert 

regarding CPMR and all conducts suggested by the expert are 

also suggested by the ID, such as opting for bicycle due to 

advanced age and dizziness presented by the patient. 

However, the expert, in his daily routine practice, does not  
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normally use the FES as a therapeutic resource and neglects 

this feature. Nevertheless, the ID patterned to act as an expert 

does not rule out the possibility of using the FES, and it 

indicates the treatment since there is no absolute 

contraindication [17] for possible use. The ID suggests the 

most appropriate type of training against HR proposed work, 

which is too often overlooked to the detriment of a care with 

the Borg scale and not HR work. 

In case 2, the expert, based on information obtained from the 

patient, opted for the treadmill rather than the bike [19], but 

the ID, while proposing higher value which realizes the 

treadmill it, also elected the bicycle as an option. This is 

because for the ID there is a contraindication to prevent the 

person from doing bicycle, and only values the use of the 

treadmill by the patient's condition as favorable for further 

improvement when using the treadmill. The specialist 

professional unconsciously and routinely chooses the 

treadmill over the bike, forgetting that this is also a treatment 

option in some moments [20]. Since the patient has no 

inspiratory muscle weakness, both the expert and the ID do 

not suggest the use of IMT [18, 19]. 

In the third case, the instability presented by the patient is so 

great that the expert believed that the risks outweighed the 

benefits and chose not to indicate the CPMR. The expert 

guided the patient to return to the doctor and redo the query to 

stabilize her clinical condition, and then return to CPMR only 

after that [20,21]. The proposed ID according to the consensus 

of cardiac rehabilitation when informed with the information 

available on the patient also indicated that the ideal choice is 

to not perform CPMR at the moment [8, 10, 11, 14, 16, 22]. 

In the present study, we attempted to integrate the information 

obtained in the consensus guidelines, the current scientific 

literature, and the data obtained in a cohort of patients with 

the interpretation by experts in order to propose a model to 

implement a ID. This method explains all the relationships 

between the predictors and outcomes in a graphical model that 

incorporates uncertainty through the conditional probability 

associated with each node [21, 23-25]. 

The ID subsequently provides the possibility to interpret the 

relations between the variables and the possibility of 

intervening in the one that is actually negatively influencing 

the others. Despite the complexity of interactions, the model 

obtained in the implementation of an ID seems to be able to 

adequately describe the relations among the variables. 

We understand that the BN and ID can be used in decision 

support systems in the CPMR. The influence diagram, which 

is a BN modified [22] for decision making, can provide the 

necessary tools to generate ideas about the decisions to be 

made [24, 25]. 

After defining the outcomes to be considered and the 

observed frequencies, the ID was modeled to support decision 

making regarding two moments in the CPMR process.  At 

first, the ID was modeled to help decide whether the patient 

should perform CPMR. In a second stage, another ID was 

modeled so that if the answer to the first is "YES", the patient 

performs CPMR, while the second ID should help to define 

the modalities of CPMR and what type of equipment and 

training are best recommended to the studied patients.  

Our study was limited regarding validation and statistical 

analysis of the first ID, since it considers the variables from 

medical records prior to CPMR and this information was not 

available in the databank. The databank was exclusive for 

patients already assigned to CPMR, and theoretically the first 

ID answered “yes” to follow to the second propagation. 

It is expected to continue in the evolution of this research and 

to associate the ID built to the Simulator of Clinical Cases in 

Health, in order to obtain a tool to be used in cardiac 

rehabilitation classes. We also intend to develop an 

application software for smartphones based on this ID, and 

make it available to academic students of physical therapy to 

assist in the learning of phase II CPMR.  

Furthermore, our research group aims to improve the 

development of this ID for CPMR and to develop an ID that 

addresses all phases of CPMR. 

Our group will continue with this form of work and wants to 

further address the temporal matter. The temporality of the 

relations between the nodes of the BN is known and generates 

problems in building them due to false causal effects. 

This difficulty is already known and described, and is 

especially important for networks that express this type of 

causal relationship between variables (nodes) over time. 

However, causality can arise from multiple contexts where 

every node has an influence on a child node. The structural 

contingencies that may modify these influences, if modified 

over time, make it more difficult to adequately represent the 

knowledge in the form of a BN. Many clinical decisions have 

temporal relationship. Appropriate measures in the initial 

phase of a condition may be inadequate in the late phase, and 

vice versa. 

Conclusion 

It is believed that the ID can significantly contribute to the 

construction of knowledge, assist in the decision making 

process and encourage future physical therapists to associate 

health with biomedical informatics. 

Despite the complexity of the interactions, the model for the 

implementation of the ID seems to be able to predict the 

scenarios in which the new variables can be incorporated or 

analyzed, contributes in the health customization process, and 

ultimately provides a second opinion for the health 

professional helping the diagnostic, therapeutic process and 

decision making of the physiotherapist. 

Acknowledgments 

We thank CAPES for financial support in the form of a 

scholarship to researcher Patricia da Silva Klahr. 

References 

[1] Clemen  RT.   Making  hard  decisions:  An  introduction  

to  decision  analysis.  Duxbury Press, Belmont, CA 

(1991) 

[2] Shachter RD. Evaluating Influence Diagrams. Operat. Res. 

34, 871-882 (1986) 

[3] Kendrick DC, Bu D, Pan E, Middleton B. Crossing the 

evidence chasm: building evidence bridges from process 

changes to clinical outcomes. J. Am Med. Inform. Assoc. 

14, 329-339 (2007) 

[4] Gómes M, Bielza C, Pozo JAF, Ríos-Insua S. A Graphical 

decision – theoretic model for neonatal Jaundice. Med. 

Decis. Making 27, 250-265 (2007) 

P. da Silva Klahr et al. / Influence Diagram as a Support Tool for Clinical Decisions 293



[5] Lee RC, Ekaette E, Kelly KL, Craighead P, Newcomb C, 

Dunscombe P. Implications of cancer staging uncertainties 

in radiation therapy decisions. Med. Decis.  Making 26, 

226-238 (2006)  

[6] Liu H, Zhang C, Wan Y. Research on information 

engineering surveillance risk evaluation based on 

probabilistic influence diagram. In: 2nd IEEE International 

Conference on Information Management and Engineering, 

ICIME 2010. vol. 5, pp. 362-366(2010). 

[7] Fletcher GF, Ades PA, Kligfield P. Exercise Standards dor 

Testing and Training: A scientific Statement from the 

American Heart Association. Circulation Journal of the 

Americam Heart Association (2013) 872-934. 

[8]  Taylor RS, Brown A, Ebrahin S, Jolliffe J, Nooroni H, 

Rees K, et al. Exercise-based cardiac rehabilitation in 

patients with coronary heart disease: systematic review 

and meta-analysisof randomized controlled trials. The 

american journal of medicine. 2004, 116 (1): 682-92. 

[9]  Cortes-Bergoderi M, Lopez-Jimenez F, Herdy AH, 

Zeballos C, Anchique C, Santibañez C, et al. Availability 

and characteristics of cardiovascular rehabilitation 

programs in South America. J. Cardiopulm Rehabil Prev. 

2013 Jan-Feb;33(1):33-41. 

[10] Carvalho T, Cortez AA, Ferraz A, Nóbrega ACL, 

Brunetto AF, Herdy AH, et al. Diretriz de reabilitação 

cardiopulmonar e metabólica: aspectos práticos e 

responsabilidades. Arq Bras Cardiol. 2006; 86(1):74-82. 

[11] Perk J, Backer GD, Gohlke H, Graham I, Reiner Z, 

Verschuren WMM, et al. European guidelines on 

cardiovascular disease prevention in clinical practice 

(version 2012). European Heart Journal. 2012; 33(1): 

1635–1701. 

[12] Wong WP, Feng J, Pwee KH, Lim J. A systematic review 

of economic evaluations of cardiac rehabilitation. BMC 

Health Services Research 2012;12:243. 

[13] Flores CD, Höher CL, Ladeira M, Vicari RM. Uma 

experiência do uso de redes probabilísticas no diagnóstico 

médico. Argentine Symposium on Artificial Intelligence, 

2000.  

[14] Ghorayeb N, Costa RVC, Castro I, Daher DJ, Oliveira 

Filho JÁ, Oliveira MAB. et al. Diretriz em Cardiologia do 

Esporte e do Exercício da Sociedade Brasileira de 

Cardiologia e da Sociedade Brasileira de Medicina do 

Esporte. Arq Bras Cardiol 2013, 100(1Supl.2):1-41. 

[15] Moreira PBB. Custo-efetividade de programas de 

reabilitação cardiovascular. Jornal do Departamento de 

Ergometria e Reabilitação Cardíaca. 2004; 27: 14-6. 

[16] Muela HCS, Bassan R, Serra SM. Avaliação dos 

Benefícios Funcionais de um Programa de Reabilitação 

Cardíaca. Rev Bras Cardiol. 2011;24(4):241-250 

julho/agosto.  

[17] Smart NA, Dieberg G, Giallaura F. Functional electrical 

stimulation for chronic heart failure: A meta-analysis. 

International. Journal of Cardiology 167 (2013) 80–86.  

[18]Smart NA, Giallauria F, Dieberg G. Efficacy of 

inspiratory muscle training in chronic heart failure 

patients: A systematic review and meta-analysis. Int J 

Cardiol (2012). 

[19] Marco E, Ramirez-Sarmiento AL, Coloma A, Sartor M, 

Comin-Colet J, Vila J, et al. High-intensity vs. sham 

inspiratory muscle training in patients with chronic heart 

failure: a prospective randomized trial. European Journal 

of Heart Failure Advance Access published March 19, 

2013. 

[20] Araújo CGS, Carvalho T,  Castro CLB, Costa RV, 

Moraes RS, Oliveira Filho JA. Normatização dos 

Equipamentos e Técnicas da Reabilitação Cardiovascular 

Supervisionada. Arq Bras Cardiol. 2004;83(5):448-52. 

[21] Berchialla P, Foltran F, Bigi R, Gregori D. Integrating 

stress-related ventricular funtional and angiographic data 

in preventive cardiology: a unified approach implementing 

a Bayesian Network. Journal of Evaluation in Clinical 

Practice 18 (2012) 637-643. 

[22] Moraes RS, Nóbrega ACL, Castro RRT, Negrão CE, 

Stein R, Serra SM, et al. Diretriz de Reabilitação Cardíaca. 

Arq Bras Cardiol. 2005; 84(5):431-440.  

[23] Roshanov PS, Fernandes N, Wilczynski JM, Hemens BJ, 

You JJ, Handler SM, et al. Features of effective 

computerised clinical decision support systems: meta-

regression of 162 randomised trials. BMJ 2013:346:f657. 

[24] Verduijn M, Peek N, Rosseel PMJ, Jonge E, Mol BAJM. 

Prognostic Bayesian networks I: Rationale, learning 

procedure, and clinical use. Journal of Biomedical 

Informatics 40 (2007) 609-618. 

[25] Vicari RM, Flores CD, Silvestre AM, Seixas LJ, Ladeira; 

M, Coelho H. A multi-agent inteligente environment for 

medical knowlwdge. Artificial Intelligence in Medicine 27 

(2003) 335-366.  

Address for correspondence  

Rodrigo Della Méa Plentz. Universidade Federal de Ciências da 

Saúde de Porto Alegre (UFCSPA). Rua Sarmento Leite, 245, Porto 

Alegre, Rio Grande do Sul, Brazil. Post Code 90050-170. Phone +55 

(51) 3303-9000. Fax +55 (51) 3303-8810. e-mail: 

rodrigop@ufcspa.edu.br. 

 

 

 

 

 

P. da Silva Klahr et al. / Influence Diagram as a Support Tool for Clinical Decisions294



Advances In Infection Surveillance and Clinical Decision Support  

With Fuzzy Sets and Fuzzy Logic 

Walter Koller
a

, Jeroen S. de Bruin
b

, Andrea Rappelsberger
b

, Klaus-Peter Adlassnig
b,c

 

a

 Clinical Institute of Hospital Hygiene, Medical University of Vienna and Vienna General Hospital, Austria  

b

 Section for Medical Expert and Knowledge-Based Systems, CeMSIIS, Medical University of Vienna, Austria  

c

 Medexter Healthcare GmbH, Vienna, Austria 

 

Abstract 

By the use of extended intelligent information technology tools 

for fully automated healthcare-associated infection (HAI) 

surveillance, clinicians can be informed and alerted about the 

emergence of infection-related conditions in their patients. 

Moni—a system for monitoring nosocomial infections in 

intensive care units for adult and neonatal patients—employs 

knowledge bases that were written with extensive use of fuzzy 

sets and fuzzy logic, allowing the inherent un-sharpness of 

clinical terms and the inherent uncertainty of clinical 

conclusions to be a part of Moni’s output. Thus, linguistic as 

well as propositional uncertainty became a part of Moni, 

which can now report retrospectively on HAIs according to 

traditional crisp HAI surveillance definitions, as well as 

support clinical bedside work by more complex crisp and 

fuzzy alerts and reminders. This improved approach can 

bridge the gap between classical retrospective surveillance of 

HAIs and ongoing prospective clinical-decision-oriented HAI 

support. 

Keywords:  

Healthcare-associated infections; Automated surveillance and 

monitoring; Clinical alerts; Fuzzy sets and fuzzy logic; Moni. 

Introduction 

During the last two decades, healthcare-associated infection 

(HAI) surveillance evolved from rather limited research 

projects to widespread mandatory quality management (QM). 

Since HAI surveillance depends on clinical data collected by 

experienced healthcare workers and infection control 

practitioners (ICPs), it requires human resources that are 

usually not continuously available or interfere with other 

equally important healthcare requirements. 

Provided that relevant data can be automatically collected and 

analyzed by intelligent software, fewer human resources are 

required to make surveillance data available for infection 

prevention and control (IP&C), adverse event monitoring, and 

other fields of patient safety and clinical QM. 

Now that systems for IP&C have been established and 

become more sophisticated, we seem to have reached a point 

where the actual benefit of these measures is questionable and 

needs to be assessed [1]. Although HAI surveillance and 

control have a strong ethical background, the demand for 

evaluating IP&C in terms of its cost-effectiveness and its 

relevance in health economy is justified. 

This infers a higher level of complexity, calling for new 

methodological measures to deal with the system 

appropriately and economically. Here information technology 

(IT) will play a significant role. With the transformation and 

results of the Moni system for IT-backed clinical HAI 

monitoring, we show the potential of this new approach. 

Moni was initially designed as a bacteria and antimicrobial 

resistance monitoring tool. Later it was expanded to clinical 

data acquisition and was attached to a complex knowledge-

processing rule engine, allowing for the interpretation and 

aggregation of clinical and laboratory findings in patient 

records. It was intended for automated detection and 

surveillance of HAIs and their retrospective reporting [2].  

From our clinical colleagues we learned that the generally 

accepted international HAI definitions are of limited value in 

routine bedside work. Using almost the same dataset, they 

prefer sensing changes in their patients’ clinical condition in a 

prospective patient-specific manner. This implied extension of 

terms and definitions in the existing surveillance systems. In 

particular, uncertainties in definitions and propositions must 

be considered when trying to assess borderline cases. To 

address these aspects, fuzzy-set- and fuzzy-logic-based 

technology was implemented for data and rule processing in 

Moni. This fundamentally new approach opened new 

perspectives.  

Methods 

Moni IT system 

Moni is a system for automated nosocomial infection 

monitoring and surveys, alerts, and reports. This large-scale 

IT system is in operation at the Vienna General Hospital 

(VGH), the main teaching hospital of the Medical University 

of Vienna, with approximately 2,100 beds and 14 intensive 

care units (ICUs).  

The system provides two separate clinical applications: Moni-

ICU for adult patients and Moni-NICU for neonates. Moni’s 

main characteristics are fully automated data transfer from 

electronic sources, the implementation of medical knowledge 

bases, and the use of specific processing algorithms that rely 

on these knowledge bases and evaluate, aggregate, and 

interpret clinical data in a stepwise manner until patient data 

can be mapped to the included HAI definitions. 
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Data sources 

Moni’s data sources are the ICU’s patient data management 

systems (PDMSs), which include administrative and clinical 

patient data as well as data from the central medical-chemical 

laboratory information system (LIS). In addition, 

microbiology data are derived from a separate LIS. All data 

are sent through a communication interface to Moni’s data 

warehouse, which is the starting point of all subsequent data 

processing steps. 

HAI surveillance and alert definitions 

Moni’s surveillance is based on the criteria and textual 

definitions issued by CDC/NHSN, Atlanta [3], ECDC, 

Stockholm [4], and the KISS criteria issued by the German 

National Reference Center for Surveillance of Nosocomial 

Infections, Berlin [5]. Moni’s alert criteria are based on 

established surveillance rules, but were adapted to clinical 

needs. For instance, parameter definitions of clinical concepts 

were changed to avoid over-alerting [6]. 

Arden Syntax 

The HAI surveillance and alert definitions were translated into 

Arden Syntax, version 2.7 [7], by a small team of clinical 

informaticians and experienced infection control specialists 

and clinicians. Arden Syntax is a medical knowledge 

representation and processing scheme for the development of 

clinical decision support systems. The syntax is maintained by 

Health Level Seven International [8], and new versions are 

regularly approved by the American National Standards 

Institute. A recent report on the Arden Syntax software 

(compiler, engine, server, database connector) embedded into 

state-of-the-art service-oriented software architecture can be 

found in [9]. 

Data and knowledge processing 

Administrative, clinical, laboratory, and microbiological 

patient data from the PDMSs and the LISs are processed in a 

stepwise pipeline of aggregation, interpretation, and 

evaluation [10]. The first steps are pre-processing (checking 

for missing data and plausibility) and feature extraction (e.g., 

calculation of means and scores). This is followed by 

interpretation and intermediate to high-level clinical concept 

evaluation, for which a package of hierarchically interwoven 

medical logic modules (MLMs)—the building blocks of 

Arden-Syntax-based knowledge representation—was 

established. The topmost clinical concepts are the HAI 

surveillance and alert definitions to be evaluated. Many of the 

encoded clinical entities are modeled as fuzzy sets and the 

inference steps are performed by applying fuzzy logic. 

The result of this automated processing is a list of HAIs 

whose definitions are either fulfilled or fulfilled to a certain 

degree. This evaluation is based on all available patient data, 

not only of the selected day but dating back to seven days. 

HAIs whose definitions are not fulfilled are not displayed. 

Fuzzy terms and fuzzy logic 

When trying to model uncertainty in clinical medicine, a 

distinction must be made between linguistic and propositional 

uncertainty. 

Most clinical entities, such as fever or leukopenia, are 

linguistic concepts with gradual or fuzzy transitions between 

normal and pathological states—this is known as linguistic 

uncertainty. Such entities are formally modeled by fuzzy sets 

introducing a borderline range or transition zone between 

neighboring concepts. 

Propositional uncertainty, in contrast, refers to uncertainty in 

medical conclusions. This is modeled by truth values between 

zero and one. One example is a patient in intensive care 

whose body temperature is in the normal range, but the patient 

is on external thermoregulation. He/She needs external 

cooling to decrease his/her body temperature and reduce risk. 

Since we have a strong but indirect hint towards “fever”, the 

proposition “if thermoregulation then fever” is assigned a 

truth value smaller than 1.0 (here we assigned 0.8). 

Table 1 shows the thresholds of the clinical concepts 

increased body temperature, increased C-reactive protein, 

leukopenia, and leukocytosis. The column “pathological 

range” contains thresholds as defined in the HAI surveillance 

definitions published by CDC/NHSN [3], ECDC [4], and 

KISS [5]. Data assigned to this column are constitutive 

elements of the surveillance results of these HAIs—provided 

the other relevant clinical concepts for this infection also fall 

into this definite pathological range.  

The column “borderline range” is an additional range for 

borderline values and for assigning fuzzy degrees to the 

respective concept under consideration. By doing so, a body 

temperature of 37.9 °C signifies increased body temperature 

to the degree of 0.8. This column will include those patient 

days for which the clinical concept evaluation yields a near-

pathological value, but misses the crisp thresholds defined for 

classical surveillance.  

In classical surveillance, all data in the “normal range” and 

under the “borderline range” will be regarded as non-

pathological and not concurring with the respective HAI 

surveillance definition. They are cut by a crisp threshold into 

“black and white”. In contrast, the HAI alert criteria are 

furnished with borderline ranges to recognize tendencies and 

sense clinically important developments in the patient’s state. 

Table 1 – Four clinical concepts and their definition by fuzzy sets in the Moni-ICU knowledge base 

Clinical Concept (Unit) Fuzzy Set 

Normal Range Borderline Range Pathological Range 

Increased body temperature (fever) (°C) < 37.5 37.5 – 38.0 
1)

 > 38.0 
2)

 

Increased C-reactive protein (CRP) (mg/dl) < 1.0  1.0 – 6.0 
3)

 > 6.0 
3)

 

Leukopenia (WBC/mm
3

) > 5,000 4,000 – 5,000 
4)

 < 4,000 
2)

 

Leukocytosis (WBC/mm
3

) < 11,000 11,000 – 12,000 
4)

 > 12,000 
2)

 

 
1)

 as defined by clinicians 

 
2)

 as defined by CDC/NHSN [3], ECDC [4], and KISS [5] for retrospective surveillance purposes 

 
3)

 as defined by clinicians; CRP is an early phase protein, useful as an “infection radar” for prospective purposes 

 
4)

 as defined by clinicians; white blood cell count (WBC) is a slowly reacting indicator, important for surveillance purposes 
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Study on fuzzy terms and fuzzy logic 

In a retrospective study encompassing data for the whole of 

the year 2011, we analyzed all patient stays in ten ICUs for 

adult patients of the VGH. All patients aged 18 years or older 

were included, except admissions for less than 48 hours and 

the first 48 hours of longer admissions [4]. All clinical 

concepts and all included HAI surveillance definitions were 

established according to [4]. However, the borderline ranges 

were defined by clinical experts from the VGH in our group, 

referred to as clinicians.  

The aim of the study was to determine the extent of borderline 

pathological states and borderline HAI results in the 

population under investigation, as a result of applying fuzzy 

terms and fuzzy logic. 

For the analysis, data filtering and cleaning were done in both 

Python and Microsoft Excel 2007.  

Results 

Moni’s routine operation 

At present Moni is established at the VGH for ten ICUs with 

87 beds for adults, and four neonatal ICUs with 51 positions. 

The ICUs and the microbiology department provide about 

30,000 relevant data items for Moni-ICU and Moni-NICU 

every day. For each of the 138 patients, the available 

knowledge packages containing 72 MLMs for Moni-ICU and 

160 MLMs for Moni-NICU are invoked automatically. 

Clinical concepts, higher-level intermediate clinical concepts, 

and the topmost HAI definitions are evaluated. 

Results of fuzzy terms and fuzzy logic study 

During the study period, 2,105 patients stayed at one or more 

of the selected ICUs; 1,253 patients were male (59.5%) and 

844 female (40.1%); gender was not recorded for eight 

patients. The patients’ ages ranged from 18 to 98 years 

(median 61 years; inter-quartile range 22). In total, 2,429 

patient stays were recorded, amounting to 24,487 patient days. 

The duration of the stay ranged from 2 to 135 days (median 6 

days; inter-quartile range 8). Of the 24,487 patient days, 162 

were unaccounted for due to export and registration problems, 

which left 24,325 for data analysis. 

For the analysis, we considered the definitions of bloodstream 

infection (BSI), general central-venous-catheter-associated 

infection (CRI2), microbiologically confirmed symptomatic 

urinary tract infection (UTI-A), and not microbiologically 

confirmed symptomatic urinary tract infection (UTI-B) [4]. 

Pneumonia was omitted because radiology findings are not 

yet part of the automated data importation into Moni-ICU. We 

also did not include local central-venous-catheter-associated 

infection (CRI1) because its definition in the knowledge base 

did not contain any fuzzy sets or fuzzy rules. 

Table 2 (the first four lines) shows that a significant number 

of patient data fall into the established borderline ranges 

(11,474 of 97,300 = 11.8%). This is a relatively high number 

and indicates a possible near miss in case of HAI surveillance, 

but a clinically useful indication for HAI alerting.  

As shown in Table 2 (last line), in 12.5% of the patient days, 

at least one of the definitions of the included HAIs (BSI or 

CRI2 or UTI-A or UTI-B) was fulfilled; a further 2.5% 

yielded a borderline result, i.e., fulfilled to a certain degree. 

Notably, in the case of several fulfilled HAI definitions only 

one was counted, where “present” superseded “borderline” 

and “borderline” superseded “absent”. Moreover, in 606 

patient days these data constellations obviously yielded an 

HAI borderline result. These borderline HAI results are 

shown, the data are explained fully, and clinicians have the 

option to explore and judge these results. 

Furthermore, the majority of HAI surveillance definitions 

require microbiology test results. If not available (no 

specimen for culture taken), classical surveillance would 

record the respective patient day with “no HAI” despite the 

presence of clinical signs of infection. Applying “weaker” 

definitions of HAI surveillance definitions, many of those 

patient days will fall into the “borderline” category.  

Validation of fuzzy sets 

Whether the definitions of the fuzzy sets for clinical concepts 

were adequately chosen to capture those borderline values that 

rightly generate borderline HAI surveillance results were 

tested and reported on in a previous study [11]. This 

investigation was based on central-venous-catheter-associated 

infections (CRIs) and confirmed, in statistical terms, that most 

of the expert-defined fuzzy sets and logical constructs 

currently included in the knowledge base of Moni-ICU are an 

accurate representation of the CRI borderline patient 

population. 

Clinical studies 

Studies addressing the aspect of efficacy have shown the 

excellent conformance of Moni-ICU with an established 

clinical reference standard, as well as Moni-ICU’s superiority 

in minimizing time demands on the infection control team 

with respect to electronically supported versus purely human 

surveillance. The results can be found in [12, 13].

Table 2 – Frequency distribution of the results of four clinical concepts modeled by fuzzy sets, as well as the topmost HAI definitions 

(based on a total of 24,325 patient days) 

Clinical Concept  Absent n (%) Borderline n (%) Present n (%)

Increased body temperature (fever) 16,074 (66.1) 3,421 (14.0) 4,830 (19.9) 

Increased C-reactive protein (CRP) 4,383 (18.0) 5,841 (24.0)  14,101 (58.0)

Leukopenia 22,991 (94.5) 668  (2.8) 666  (2.7) 

Leukocytosis 15,169 (62.4) 1,544  (6.3) 7,612 (31.3) 

BSI or
1)

 CRI2 or UTI-A or UTI-B 20,687 (85.0) 606  (2.5) 3,032 (12.5) 

 
1)

 inclusive disjunction with precedence of “present” over “borderline” over “absent” 
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Table 3 – 3x3 contingency tables for four clinical concepts and the topmost HAI definitions  

Clinical Concept BSI or
1)

 CRI2 or UTI-A or UTI-B 

Absent  Borderline  Present 

Increased body temperature (fever) Absent 13,911 (57.2) 484 (2.0) 1,679   (6.9) 

Borderline 2,855 (11.7) 122 (0.5) 444   (1.8) 

Present 3,921 (16.1) 0 909   (3.7) 

Increased C-reactive protein (CRP) Absent 4,130 (17.0) 152 (0.6) 101   (0.4) 

Borderline 4,890 (20.1) 453 (1.9) 498   (2.0) 

Present 11,667 (48.0) 1 (0.0) 2,433 (10.0) 

Leukopenia Absent 19,578 (80.5) 564 (2.3) 2,849 (11.7) 

Borderline 569   (2.3) 42 (0.2) 57   (0.2) 

Present 540   (2.2) 0 126   (0.5) 

Leukocytosis Absent 13,201 (54.3) 551 (2.3) 1,417   (5.8) 

Borderline 1,306   (5.4) 54 (0.2) 184   (0.8) 

Present 6,180 (25.4) 1 (0.0) 1,431   (5.9) 

 
1)

 inclusive disjunction 

 

Discussion 

“Crisp” and “fuzzy” definitions 

Surveillance as well as benchmarking count on unambiguous 

consensus definitions, which can easily be shared in networks, 

but are often compromises negotiated in long expert 

discussions. Clinicians and intensive care specialists dislike 

stolid definitions; they prefer a more flexible interpretation of 

patient data with focus on transition from normal to 

pathological states, and on borderline situations. 

The Moni IT system provides retrospective population-

specific infection surveillance related to classical infection 

surveillance, as well as prospective patient-specific high-level 

data aggregation for clinical support in early detection of 

infection. Here, fuzzy logic revealed its potential and aroused 

the interest as well as cooperation of intensive care specialists. 

Benefit of borderline 

It should be noted that our analysis counted patient days in 

which HAI criteria were present and not HAI episodes, each 

of which usually lasts for several days. International networks 

report their rates in numbers of HAI episodes per, such as 

1,000 patient days or device days (which means days under 

specific exposure).  

Patient days with fever, increased CRP, or leukocytosis were 

counted more often than days with fulfilled HAI definitions 

(see last column in Table 2). This can be explained by two 

facts: a) infection is only one of several conditions which 

trigger such pathologies, b) HAI definitions are composed of a 

number of pathologies, often including microbiological 

verification of the infective agent, all of which must be 

present. Since microbiological verification of the infective 

agent is a significant part of many HAI definitions, omission 

of specimens for microbiological investigations leads to 

underreporting of HAIs and might explain at least part of the 

borderline group in our analysis. 

The borderline HAI group (2.5% of the totally tested 24,325 

patient days) is not very large, but adds another fifth to the 

number of days with HAIs. It is—by the design of 

surveillance definitions—not relevant for retrospective 

surveillance. For the clinician, however (especially when 

he/she checks Moni’s results at least once a day), it might 

serve as a “radar” for early detection of an incipient HAI. This 

is very valuable prospective information and a priceless 

benefit for the individual patient. 

The absence of elevated body temperature in 6.9% of patient 

days, although the patients’ data were fully compatible with 

one of the HAIs (Table 3, first line), might be explained by 

the frequent use of external thermoregulation for patients with 

fever (for instance with a cooling blanket). Hence, body 

temperature was considered normal in patients receiving 

external thermoregulation. The latter is captured by a separate 

fuzzy rule, which was not investigated in the present study.  

Patient days with fever, increased CRP, leukopenia or 

leukocytosis fell either into the “absent” or the “present” class 

of the topmost HAI definitions, but never in the respective 

“borderline” class—except for one patient day with increased 

CRP and one with leukocytosis (Table 3, middle column). 

This can be explained by the following: a) a single clinical 

concept may or may not be part of a specific HAI definition, 

and b) a HAI definition is fulfilled when only one of a number 

of clinical concepts applies (i.e., when the rule defines that 

either A or B or C is present). We regard this as further proof 

of the previously reported [12] excellent precision of Moni’s 

interpretation of infection-relevant clinical data. 

The numbers and percentages in Table 3 in the borderline 

categories need further analysis, which will be the subject of 

another study. It may be stated here, however, that the 

numbers reflect the previously mentioned difference between 

clinical concepts as part of HAI definitions and the entire HAI 

definition itself, as well as different “constituents” of different 

HAI definitions. 

Legal considerations 

As long as Moni is applied for surveillance purpose—whether 

for in-hospital, national, or international quality 

benchmarking—it is not regarded as a medical device in 

accordance with the European Medical Device Directive 

93/42/EEC. Even when the surveillance functionality of Moni 

is used by ward physicians at the patient’s bedside to evaluate 

the patient’s clinical condition (with potential impact on 

diagnosis and therapy), the intended use of Moni—as defined 

by the manufacturer—is strictly confined to surveillance. 

W. Koller et al. / Advances in Infection Surveillance and Clinical Decision Support with Fuzzy Sets and Fuzzy Logic298



Moni’s alert component differs in this regard. The medical 

purpose here—as defined by the manufacturer—is to alert the 

attending physician, identify infection as early as possible, 

and incorporate the fact into the patient’s treatment and care. 

Thus, the alert component is a medical device. 

At present, the application of Moni’s alert section is under 

clinical evaluation. It is being used and tested by several key 

clinical users who have received appropriate instructions. 

Methodological perspectives 

Moni-ICU was designed as a purely knowledge-based system 

with detailed explanatory capabilities. It does not rely on 

machine learning. The applied clinical knowledge for HAI 

surveillance is based on international consensus surveillance 

criteria, which are well known to the medical community. In 

addition, extended clinical experience is employed to establish 

useful alert criteria. The explanatory system clearly states 

what is included in the system and what is not, thus providing 

full transparency of any inferred clinical result. The approach 

of stepwise abstraction and aggregation is very similar to 

human reasoning in clinical medicine. Fuzzy set theory and 

logic avoid “jumps” in reasoning. 

Conclusion 

High precision of surveillance results, fully automated 

acquisition of relevant clinical and laboratory data, and 

significant time saving for ICPs have been prominent features 

of earlier versions of this electronic surveillance tool. Now, 

with broad application of fuzzy set theory and fuzzy logic, the 

scope of the system has been widened significantly. 

Comprehension of the inherent uncertainty of linguistic 

clinical terms and clinical or practice-based propositions, and 

thus straightforward “intelligent” processing of patients’ 

borderline values, make it a powerful clinical extension of 

classical infection surveillance. 
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Abstract 

Treatment recommendation is a nontrivial task – it requires 

not only domain knowledge from evidence-based medicine, 

but also data insights from descriptive, predictive and 

prescriptive analysis. A single treatment recommendation 

system is usually trained or modeled with a limited (size or 

quality) source. This paper proposes a decision fusion 

framework, combining both knowledge-driven and data-

driven decision engines for  treatment recommendation. End 

users (e.g. using the clinician workstation or mobile apps) 

could have a comprehensive view of various engines’ 

opinions, as well as the final decision after fusion. For 

implementation, we leverage several well-known fusion 

algorithms, such as decision templates and meta classifiers (of 

logistic and SVM, etc.). Using an outcome-driven evaluation 

metric, we compare the fusion engine with base engines, and 

our experimental results show that decision fusion is a 

promising way towards a more valuable treatment 

recommendation.  

Keywords: 

Clinical decision support system, Decision fusion, Treatment 

recommendation. 

Introduction 

Clinical Decision Support (CDS) provides recommendations 

from organized medical knowledge and patient information to 

improve healthcare delivery. A variety of CDS systems have 

been proposed and implemented. From the perspective of 

methodology, some CDS systems are knowledge-driven, such 

as the computerization of clinical practice guidelines, and 

some are data-driven, such as the discovery of unknown 

patterns and trends in a large volume of patient data. From the 

perspective of analytics, some CDS systems are descriptive, 

such as getting the most frequently used drugs from similar 

patients, some are predictive, such as the estimation of clinical 

outcome for taking a certain drug, and some are prescriptive, 

such as a long-term planning for the optimal intervention at 

every possible patient state.  

Considering that each CDS system has its own strength and 

weakness, we might not only leverage a single CDS system, 

but also apply decision fusion technologies to combine 

multiple CDS systems’ results. Actually, in real life, it is 

natural to consult “several experts” before making a final 

decision. As it si said, two heads are better than one. The 

extensive benefits of decision fusion have been shown up in 

the Netflix Grand Prize in 2009 [1], which was an open 

competition to predict user ratings for films, and the winner 

combined the previous three teams’ results to achieve a 

10.09% improvement. In addition, the Heritage Health Prize 

in 2012 [2] was an open competition to predict how many 

days a patient would spend in a hospital in the next year. 

Again, fusion methods were widely used by both milestone 

winners and final winners in this competition. 

In literature, the research field of “decision fusion” is known 

under various names, such as multiple classifier systems, 

mixture of experts and ensemble learning [3]. A general 

solution of prior arts is the fusion of different (data-driven) 

learning algorithms with different parameter settings, e.g., 

trying various features and datasets. However, for clinical 

decision support, esp. in evidence-based medcine, not only the 

data-driven learning algorithms are useful, but also the 

knowledge-driven modeling techniques are greatly helpful. In 

this paper, we propose a decision fusion framework for a 

treatment recommendation system, which combines both 

knowledge-driven and data-driven approaches.  

To be convinced of the benefits of decision fusion, we need 

evaluation metrics, comparing the results from base decision 

engines with the results from our fusion engine. However, we 

observe that state-of-the-art evaluation metrics [4], such as 

precision, recall and RMSE (Root Mean Square Error), are 

not applicable for evaluating treatment recommendation 

systems, due to the partially observed ground truth. In 

machine learning, the term “ground truth” refers to the known 

facts about the training data set in terms of the learning tasks. 

Taking the Netflix Grand Prize as an example, the ground 

truth is the actual user ratings for films, while taking the 

Heritage Health Prize as another example, the ground truth is 

the actual days a patient would spend in a hospital in the next 

year. However, as far as for treatment recommendation, 

what’s the ground truth? A naïve answer might be the actual 

prescription in real data. But, is that right? Suppose that drug 

A was recommended by a decision engine, and the physician 

did choose drug A as the prescription, but unfortunately, the 

patient outcome of using drug A was bad. In this respect, 

could we mark the recommendation of drug A as correct? 

Another story is that drug B was recommended by an analysis 

module, but the physician chose drug C as the prescription, 

and the patient outcome of using drug C appeared good. Thus, 

could we mark the recommendation of drug B as incorrect? 

What if the patient outcome of using drug B becomes better 

than using drug C? Therefore, we call it the partially observed 

ground truth (i.e., not all decision options are completely 

observed with outcomes), and in this paper, we propose an 

outcome-driven measure for evaluating treatment 

recommendation systems. Here, we remark that the fusion 

itself has no impact on the “partialness” of the ground truth. 

Actaully, it is the “partialness” that brings challenges for 

evalution of treatment recommendation systems, including the 

base and fusioned ones. 

For experiments, we implement a decision fusion framework, 

which combines three base decision engines. The first engine 

is a knowledge-driven engine based on clinical practice 
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guidelines (CPG [5]). The other two are data-driven engines, 

of which one is a descriptive analytics based on patient 

similarity (PSA [6]), and the other engine is a predictive 

analytics based on outcome prediction (PRE). Using different 

fusion algorithms (such as decision templates and meta 

classifiers), we compare the evaluation results and conclude 

that fusion does help to provide treatment recommedations in 

a more valuable way. 

Methods 

We first present a decision fusion framework, followed by the 

introduction of three base decision engines. Next, we describe 

the fusion engine with a variety of fusion algorithms. Finally, 

an outcome-driven evaluation metric is defined, which will be 

used to compare the fusion engine with base decision engines. 

Decision fusion framework 

As shown in Fig 1, we propose an open framework for 

decision fusion. A number of decision engines can contribute 

to the fusion framework. We implement a fusion engine that 

gets input from base decision engines. On the client side (such 

as the clinical workstation or mobile apps), we display the 

treatment recommendations from each of the component, as 

well as the final decision from the fusion engine. End users 

have the privilege to see the outcome from  all engines. 

The fusion engine has two phases. First is the training phase, 

where all the results from base decision engines will be fed 

into a fusion engine to learn a fusion model. Second is the 

testing phase, where an instance that uses the output of base 

decision engines as features is created, and the trained fusion 

model predicts the final outcome. Every base decision engine 

has been either trained well by its own data source (such as 

PSA and PRE) or modeled well by its own knowledge source 

(such as CPG). The training and testing phases are meant for 

the fusion, rather than any base decision engine. 

 

Figure 1 - The decision fusion framework 

Decision engine 

A decision engine itself provides treatment recommendations, 

but its methodology and analytical principles may differ from 

each other. Table 1 shows three different perspectives. The 

differentiation of decision engines results in the requirement 

to consult “several engines” before making a final decision. 

Technically, CPG [5] is a knowledge-driven decision engine, 

which computerizes the NICE clinical guideline for Type 2 

diabetes. At design time, guidelines are defined as standard 

(XPDL)-based business processes, where clinical conditions 

are represented using GELLO expressions. At run-time, a 

process engine would invoke a query adaptor to retrieve 

clinical data and a GELLO engine to evaluate clinical 

conditions whenever a decision-making is needed during the 

care process. Consequently, clinical recommendations are 

generated for lifestyle intervention and drug therapy, etc. For 

example, given a patient who is overweight and whose blood 

glucose is inadequately controlled by lifestyle interventions 

alone, CPG would recommend to start Metformin. 

Table 1 – Decision engines  

 Methodology Analytics Source 

PSA Data-driven Descriptive  An EHR dataset 

PRE Data-driven Predictive  An EHR dataset* 

CPG Knowldege-

driven 

Prescriptive  The NICE clinical 

guideline for Type 2 

diabetes 

 

Whereas, PSA [6] is a data-driven decision engine based on 

the patient similarity analytics that uses an EHR dataset from 

one of the largest hospitals in China and its affiliated 

community centers in order to manage type 2 diabetic 

patients. For example, given a patient encounter, the 

descriptive analytics of PSA reports that 75% similar patients 

take Metformin, while 15% similar patients take Insulin, and 

the rest take a combination of Insulin with oral anti-diabetic 

drugs. We employ various feature selection algorithms to 

identify the factors that affect physicians’ prescription 

decisions. Given a patient encounter, his/her clinical 

conditions are represented using a vector of selected features, 

and we would find out the K most similar prescription 

instances, where the similarity is measured by the Euclidean 

distance between the representing feature vectors. Finally, 

PSA outputs a list of frequently presented medication options 

(among the K most similar prescription instances), and each 

option is attached with its occurrence percentage. 

PRE is also a data-driven decision engine based on the 

outcome prediction analytics. The engine uses the same EHR 

dataset used by PSA but different features. For example, given 

a patient encounter, the predictive analytics of PRE reports 

that taking Insulin would get good outcome with support 

degree of 0.78, while taking Metformin would get good 

outcome with support degree of 0.54. Given a decision option, 

we collect the instances whose prescription is the same as the 

given decision option, and label its outcome as good or bad by 

comparing the next HbA1c test result after treatment with the 

current one. Thus, instances are grouped by different decision 

options, and we perform the feature selection (correlation 

based) and model training (logistic regression) per group 

separately. Then, given a patient encounter, for each decision 

option, his/her clinical conditions are represented using a 

vector of selected features, and we test it with the 

corresponding trained model. Finally, PRE outputs a list of 

decision options, and each option is attached with its support 

degree of good outcome.  

Fusion engine 

In the book [3], numerous methods for decision fusion have 

been presented. Based on the output of base decision engine, 

the fusion types are categorized into two: one is the fusion of 

label outputs, and the other is the fusion of value outputs. As 

described earlier, our base decision engines, CPG outputs 

labels, while PSA and PRE output values. It’s easy to 

transform the CPG outputs as values, by assigning the label 

(which CPG recommended) with value of 1, and others 

(which CPG did not recommended) with value of 0,  given a 

J. Mei et al. / A Decision Fusion Framework for Treatment Recommendation Systems 301



patient at an encounter. Also, we can transform the PSA and 

PRE outputs as labels, but unavoidably, would have 

information loss. For instance, we could choose the most 

frequently presented medication option as the label for 

recommendation in PSA, and we could choose the decision 

option with the highest support degree as the label for 

recommendation in PRE. In this way we only keep the top one 

recommendation and ignore the lower ranked decision options 

– such a transformation from values to labels is not desirable. 

Consequently, our decision fusion framework is unified as a 

fusion of value outputs (and we will do a transformation from 

labels to values, if any base engine outputs labels). 

Next, we will present a formal definition for our fusion 

engine. Suppose E = {e
1
, …, e

n
} be the set of base decision 

engines, O = {o
1
, …, o

m
} be the set of decision options, v

ij
(x) 

is the value that a decision engine e
j
 gives to the decision 

option o
i
, for an instance x, 1<=i<=m and 1<=j<=n. The 

fusion engine will take the following matrix v(x) as an input, 

for each instance x.  

⎟
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For fusion algorithm, we first apply the approach of decision 

templates [7]. At training phase, we calculate a decision 

template DT
i
 (as defined below) for each decision option o

i
, 

where S
i
 is the set of training instances whose presecription is 

the same as the decision option o
i
 with good outcome, and N

i
 

is the number of S
i
. That is, DT

i
 is the mean of values of all 

training instances who take the decision option and get good 

outcome. Here, we highlight that S
i
 consists of training 

instances with good outcome, because our fusion is outcome-

driven, instead of just learning the physicians’ decisions (i.e. 

prescriptions, which do not always result in good outcomes). 
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At testing phase, we calculate the squared Euclidean distance 

d
i
(x) between a decision template DT

i
 and v(x) for an instance 

x, where DT
i
(k, j) is the (k, j)

th

 entry in DT
i
.  
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The fusion engine outputs a list of decision options, and each 

option is attached with its distance value. 

Besides decision templates, we also leverage various meta 

classifiers provided by Weka (a Java libarary for data mining 

[9]) to implement fusion algorithms. The main idea is to 

consider the values generated by base decision engines as new 

features, and feed them into a classifier for classification. 

Specifically, for each decision option o
i
, we learn a model Mi, 

and the training data consists of instances x whose 

prescription is the same as the decision option o
i
. The feature 

vector of x is <v
i1

(x), …, v
in

(x)>, with label of 1 for good 

outcome and label of 0 for bad outcome, where v
ij
(x) is the 

value that a decision engine e
j
 gives to the decision option o

i
, 

for 1<=j<=n. Thus, a variety of classifiers such as logistic and 

SVM (support vector machine) could be used for this meta-

classification problem to decide whether the decision option o
i
 

is a recommendation for an instance x. 

Evaluation metrics 

The motivation of decision fusion is “to do better” than base 

decision engines. This wish of “to do better” needs some 

evaluation metrics. As mentioned above, the often used 

metrics [4] such as precision, recall and RMSE are not 

applicable, when evaluating treatment recommendation 

systems, because we have only the partially observed ground 

truth – i.e., not all decision options are completely observed 

with outcomes. Formally, we denote q(x)∈O as the 

prescription of an instance x, i.e., q(x) is one of the decision 

option in O. Next, we denote t(x, q(x)) as the outcome of an 

instance x taking the prescription q(x), where t(x, q(x))=1 

means good outcome and t(x, q(x))=0 means bad outcome. 

Back to the output of engines. All engines ouput values, but 

the values have different meanings. For example, PSA outputs 

the percentage of similar patients who takes the same decision 

option, and PRE outputs the support degree of good outcome 

which takes the given decision option, while the fusion engine 

outputs the distance between the decision template and the 

given decision option. Therefore, a value itself contributes 

little for evaluation, but a ranked list ordered by values does 

mean a lot. In particular, a rank score is calculated according 

to the position of prescription in a ranked list, which avoids to 

be overlooked when it’s lowerly ranked.  

For a formal representation, we denote r
j
(x) = <p

1
, …, p

m
> as 

the ranked list of an instance x recommended by an engine e
j
 

∈ E∪{e
0
} where each p

k
 ∈ O is a decision option in O, and 

the subscript k means its position at the ranked list. Here, the 

base decision engine set E is union of the fusion engine e
0
. 

We note that both PSA and PRE approach gets the 

recommended ranked list in descending order (because the 

more similar patients or the more supports, the better for 

recommendation), while our fusion algorithm of decision 

templates would get the recommended ranked list in 

ascending order (because the shorter distance, the better for 

recommendation).  

Next, we denote g
j
(x) as the rank score of an instance x, given 

an engine e
j
 ∈ E∪{e

0
}. The following calculation means that, 

given a ranked list r
j
(x) = <p

1
, …, p

m
> as recommended by an 

engine e
j
, for any 0<=j<=n, the prescription q(x) = p

k
 is 

located at the position k, if an instance x taking the 

prescription p(x) has good outcome, then g
j
(x)=(m-k)/(m-1), 

else g
j
(x)=(k-1)/(m-1). In particular, if the ranked list for 

recommendation does not contain the prescription, then its 

position is set as k=m. We note that, in spite of the partially 

observed ground truth (i.e. prescription with its outcome in 

real data),  this calculation takes all recommended decision 

options into account, with information loss as little as 

possible. 
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The score of an engine e
j
 is calculated as 

∑
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for any 0<=j<=n. Using this outcome-driven evaluation 

metric, we can directly compare the score g
0
 of our fusion 

engine e
0
 with other scores g

j
 of base decision engines e

j
∈E. 
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Results 

Our experimental dataset is an EHR dataset from one of the 

largest hospitals in China and its affiliated community centers 

that manage type 2 diabetic patients. After anonymity, it 

consists of 3150 encounter instances of diabetic patients. 

Their prescriptions are categoried as 7 types of decision 

options: METFORMIN (metformin alone), ARFA (either 

insulin secretagogues or α-glucosidase inhibitors), TZD 

(either thiazolidinediones or DPP-IV inhibitors), BI (two oral 

anti-diabetic drugs), TRI (three oral anti-diabetic drugs), 

INSULIN (insulin alone), and COMBINED (insulin and oral 

anti-diabetic drugs). For the outcome of glucose control, we 

use the widely adopted clinical ranges (also cited in [8]): 

HbA1c <= 6.4: normal; 6.5 <= HbA1c < 7: well controlled; 7 

<= HbA1c<9: moderately controlled and 9 <= HbA1c: poorly 

controlled. Each patient’s prescription outcome is labeled by 

comparing the next HbA1c test result after prescription with 

the current one. The outcome is labeled 1 (good) if the HbA1c 

level moves into a lower range, or remains in the well-

controlled range, otherwise it is labeled as 0 (bad). In our 

dataset, there are 2574 instances of 3150 as labeled 1. 

Given an instance, different base decision engines use 

different feature vectors as the input. Specially, CPG has 19 

features, including overweight (BMI>24), old (age>70), etc. 

By feature selection, PSA identifies 39 features, such as 

average of glucose, value of HbA1c, and maximum value of 

HbA1c, etc. It’s interesting that CPG considers the age status 

(e.g. old if age>70), while PSA considers the age (e.g. age of 

72) and the age at the earliest diabetes diagnosis (e.g. age of 

45). A more complicated case is PRE, which has 7 learning 

models for the 7 types of decision options. For example, the 

METFORMIN model in PRE has 13 features,  while the 

ARFA model in PRE has 8 features. 

In spite of different input features,  the base decision engines 

have a uniform output format, i.e. vij, the value that a decision 

engine e
j
 gives to the decision option o

i
, for an instance x, 

where e
1
=CPG, e

2
=PSA, e

3
=PRE, and o

1
=METFORMIN, 

o
2
=ARFA, o

3
=TZD, o

4
=BI, o

5
=TRI, o

6
=INSULIN, 

o
7
=COMBINED. 

Regarding the fusion engine as e
0
, it also follows the unified 

output format, and below is the sample output for an instance 

x. According to the real data, this instance x is prescribed  

o
2
=ARFA, as having good outcome. 

6164.0

4961.0

6454.0

5817.0

3196.0

2772.0

4286.0

5939.001.007

6674.009.006

5761.0005

6580.018.004

7489.001.003

6943.031.002

6068.04.011

FUSION

o

o

o

o

o

o

o

PREPSACPG

⇒  

The ranked list of x recommended by CPG is r
1
(x)=<o

1
>, 

PSA is r
2
(x)=<o

1
,o

2
,o

4
,o

6
,o

7
,o

3
,o

5
> in descending order, PRE 

is r
3
(x)=<o

3
,o

2
,o

6
,o

4
,o

1
,o

7
,o

5
> in descending order, and after 

fusion using algorithm of decision templates, it is 

r
0
(x)=<o

2
,o

3
,o

1
,o

6
,o

4
,o

7
,o

5
> in ascending order.  

The rank score of x given by CPG is g
1
(x)=(7-7)/(7-1)=0, 

because r
1
(x)=<o

1
> does not contain o

2
, and its position is set 

as k=m, where m = 7 is the number of decision options. It 

makes sense, since CPG does not recommend o
2
 which 

however results in good outcome in real data, and such a CPG 

recommendation gets the score of 0. For PSA, g
2
(x)=(7-2)/(7-

1)=5/6, because the position of o
2
 in r

2
(x) is k=2 and m=7. It 

also makes sense, since o
1
 is preferred by PSA than o

2
, and 

such a PSA recommendation cannot get the full score of 1, but 

only 5/6. Similarly for PRE, g
3
(x)=(7-2)/(7-1)=5/6. Here, we 

point out that, although PSA prefers o
1
 while PRE prefers o

3
 

for the top one recommendation, the prescription o
2
 is located 

at the same position k=2 in both PSA and PRE, so the rank 

scores g
2
(x) and g

3
(x) are the same. Finally, for fusion, 

g
0
(x)=(7-1)/(7-1)=1, because the position of o

2
 in r

0
(x) is k=1 

and m=7. It matches the practice that such a fusion 

recommendation is appreciated.  

Fig. 2 illustrates these treatment recommendation results, 

which could be integrated to the clinician workstation or 

mobile apps, and end users could have an overview about the 

engines’ opinions in a comprehensive way. 

 

Figure 2 – Treatment recommendation results 

To compare the evaluation results, we do 10-fold cross 

validation. That is, the total of 3150 instances is randomly 

partitioned into 10 equal size subsamples. Of the 10 

subsamples, a single subsample (of 315 instances) is retained 

as the validation data for testing, and the remaining 9 

subsamples (of 2835 instances) are used as training data.  

Table 2 – Evaluation results  

Treatment recommendation systems Rank score 

Decision 

engine 

CPG 0.6771 

PSA 0.6815 

PRE 0.6062 

Fusion engine Decision templates 0.6917 

Logisic classifier 0.6826 

SVM classifier 0.6773 

SVM classifier –s 3 0.6823 

Naïve Bayes 0.6776 

Naïve Bayes -K 0.6824 

 

As shown in Table 2, among base decision engines, PSA has a 

higher rank score (0.6815) than CPG (0.6771) and PRE 

(0.6062). After fusion, the engine of decision templates 

outforms all of the base decision engines, getting the highest 

rank score (0.6917). Also, the logistic classifier is promising 

and gets the rank score of 0.6826. Although we observe that 
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fusion engines using the default SVM classifier and Naïve 

Bayes have the rank scores lower than the base decision 

engine PSA, it’s not a big drop since using machine learning 

algorithms always require careful tuning. Actually, we set an 

option “–K” for Naïve Bayes, which indicates to use kernel 

density estimator rather than normal distribution for numeric 

attributes, the rank score improves from 0.6776 to 0.6824. 

Similarly, we set an option “–s 3” for the SVM classifier, 

which indicates to use the SVM type of Epsilon-SVR rather 

than C-SVC, the rank score improves from 0.6773 to 0.6823. 

Discussion 

Fusion is not a new topic in machine learning and data 

mining, and its great success has been shown in a series of 

KDD Cup competitions from 2007 to 2014, as well as other 

open competitions such as the Neflix Grand Prize in 2009 [1] 

and the Heritage Health Prize in 2012 [2]. However, related 

work mainly focuses on the fusion of different learning 

algorithms with different parameter settings, and pays little 

attention to the knowledge sources. Furthermore, the 

evaluation metrics used in prior arts are based on the ground 

truth, but we have only the partially observed ground truth in 

treatment recommendation. To address these problems, we 

have two contributions as presented in this paper. First is a 

decision fusion framework for treatment recommendation 

systems, which combines both knowledge-driven and data-

driven decision engines.  Second is an outcome-driven 

evaluation metric, which has no information loss while facing 

the partially observed ground truth. As for experimental 

results, the fusion engine gets better performance than base 

decision engines. 

Also, we realize our limitations. First, we assume that base 

decision engines output a uniform format. However, this 

assumption is challenged, if the labels (from different decision 

engines) are heterogenous. For example, suppose CPG just 

recommends using one of oral anti-diabetic drugs, but does 

not specify which one. Meanwhile, the decision options of 

PSA are still the 7 types: METFORMIN, ARFA, TZD, BI, 

TRI, INSULIN, and COMBINED. Now, one of oral anti-

diabetic drugs could be METFORMIN, ARFA or TZD, how 

to assign values for such  CPG recommendation? In our 

current work, CPG outputs label all the 7 types, and we do a 

simple transformation from these labels to the value of 1 or 0. 

Actually, we observe that normalization of heterogenous 

labels with values has not been mentioned or well addressed 

in previous work, because previous work is about multiple 

classifier systems, whose base engines are all classifiers to be 

trained for the homegenous labels. However, in our 

framework, we take both knowledge-driven and data-driven 

modules into account, which are heterogenous in nature. This 

situation would become more common, when facing the 

cloud-based decision services. We cannot assume each cloud-

based decision service outputs a uniform format, but we still 

want to leverage the fusion of those services towards a better 

final decision. Therefore, the normalization for fusion would 

be our ongoing work.  

Besides, in this paper, we only use three base decision engines 

of CPG, PSA and PRE for fusion. This is not enough, and we 

are planning to inclue more base decision engines involved 

towards an open (e.g. cloud-based) fusion platform. 

Moreover, we observe there is some contraindication 

information in the domain knowledge for treatment 

recommendation, e.g. you should not use statins for a woman 

becoming pregnant. Such contraindication information is hard 

to  discover for learning algorithms, but it can be easily 

represented by knowledge modeling. Our future work will 

develop some novel fusion algorithm to get more benefits 

from both knowledge and data.  

Last but not least, the so-called “partialness” of the ground 

truth deserves more investigation. For intervention in diabetes, 

we could regard the HbA1c value as partially observed, 

however, for a more nebulous topic, like antibiotics for fever, 

the partially observed ground truth may actually never have a 

known answer. 
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Abstract 

Health organization management is facing a high amount of 

complexity due to the inherent dynamics of the processes and 

the distributed organization of hospitals. It is therefore 

necessary for health care institutions to focus on this issue in 

order to deal with patients’ requirements and satisfy their 

needs. The main objective of this study is to develop and 

implement a Decision Support System which can help 

physicians to better manage their organization, to anticipate 

the overcrowding feature, and to establish avoidance 

proposals for it. This work is a part of HOST project 

(Hospital: Optimization, Simulation, and Crowding 

Avoidance) of the French National Research Agency (ANR). It 

aims to optimize the functioning of the Pediatric Emergency 

Department characterized by stochastic arrivals of patients 

which leads to its overcrowding and services overload. Our 

study is a set of tools to smooth out patient flows, enhance 

care quality and minimize long waiting times and costs due to 

resources allocation. So we defined a decision aided tool 

based on Multi-agent Systems where actors negotiate and 

cooperate under some constraints in a dynamic environment. 

These entities which can be either physical agents 

representing real actors in the health care institution or 

software agents allowing the implementation of optimizing 

tools, cooperate to satisfy the demands of patients while 

respecting emergency degrees. This paper is concerned with 

agents’ negotiation. It proposes a new approach for multi-skill 

tasks scheduling based on interactions between agents. 

Keywords:  

Decision Support System; Overcrowding; Pediatric 

Emergency Department; Multi-agent Systems; Physical 

Agents; Software Agents; Negotiation; Multi-skill tasks 

scheduling. 

Introduction 

The rapid technological advances in computer science, 

telecommunication, and networking fields have led to the birth 

of a new paradigm for health care field referred to as eHealth; 

and also the integration of modern networking technologies in 

the medical process. In fact, in the last decades the link 

between engineering and medicine has become closer. 

Intelligent systems are created in order to automatically 

process medical data and provide support for medical 

decisions [1]. Information Technologies (IT) have provided 

major breakthroughs over the last several decades. 

Breakthroughs in health care emergency structures which have 

decided to work out an information system of health control 

supplied by the emergency services; and the establishment of 

internal information systems supporting the pre-hospital 

activities and downstream emergency services. An effective 

information system is considered by emergency professionals 

as a major element in the efficient functioning of the 

emergency structure. It should allow patient flow and medical 

records management, knowledge of availability of medical 

staff members, and a qualitative and quantitative knowledge 

of the service activity [2]. This information system can also 

promote more effective management of health care systems 

(dashboards, personalized program information system, 

summary measure of activity, computerization of medical 

practices, coding acts, etc.). Health care systems are being 

developed to provide support for medical decisions using 

health information networks; and portable communicable 

systems combined with many other tools and applications 

based on Information and Communications Technology (ICT) 

in order to assist physicians/medical experts in patients’ 

treatment and health monitoring and management [3, 4]. 

Our collaboration with the Regional University Hospital 

(RUH) of Lille has led to the HOST ANR national project. 

This project is a scientific research work aimed at health care 

field with fallouts for the Pediatric Emergency Department 

(PED) of Lille RUH. The ubiquity of the emergency problem 

in France and in Europe, the strategic place of the PED in 

health establishments, patients’ dissatisfaction, and rising 

costs of health care services are primarily responsible for the 

high level of our interest in PED. We aim through this project 

to study PED modeling, optimization of its functioning, and 

development and implementation of a Decision Support 

System (DSS). This is to anticipate overcrowding feature in 

the hospital and to establish avoidance proposals for it. 

In this paper, we propose a distributed architecture designed 

for health care organization management, where actors 

provide smart negotiation in order to execute and control 

health care treatment tasks. The presented solution comprises 

use of an agent-based framework including an optimization 

and negotiation scheme to solve multi-skill health care tasks 

scheduling. 

Methods 

Multi-agent system architecture 

Several models exist to design a dynamic system with a 

collective behavior. Since patients’ health care in emergency 

department is a complex problem that requires a good division 

of tasks and data, a Multi Agent System (MAS) is used to 

model the PED organization. It is capable of identifying the 
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main functions of the system, as well as tasks, goals, and 

missions. Intelligent agents are therefore a good option for 

designing a decision support system for emergencies services 

[5, 6]. 

The literature on health care logistics shows that distributed 

decision-making agent-based paradigm provides an interesting 

approach to improve quality of care services provided by 

health care facilities. The Telemedicine-Oriented Medical 

Assistant (TOMAS) is a health research project developed 

using agent-based architecture. It is used by each specialist to 

transfer microscopic images and patient data in order to 

develop a diagnostic in collaboration with other colleagues in 

pathology department [7]. The Intelligent Healthcare 

Knowledge Assistant (IHKA) is an intelligent assistant in 

health care field using MAS for dynamic collection of 

knowledge, filtering, adapting, and care units acquiring [2]. 

Zachewitz developed an agent-based system to improve 

immunization rates in Germany [8]. Agents have been 

developed to maintain the consistency of patient's medical file 

at the pharmacy, at the level of specialists, and assigned 

doctors. 

To improve logistics planning, we propose a dynamic multi-

agent architecture (Figure 1).  

 

Figure 1- The proposed agent based architecture 

It considers each actor in the PED as an autonomous agent 

capable of exchanging information with other actors in a self-

sufficient way [9]. An agent can represent a real physical 

entity involved in the system as patient, medical staff, etc. or 

functional entity to resolve to solve complex problems such as 

scheduling, identification, etc. Autonomous agents and MAS 

have led to a new way to view, analyze, model, and design 

complex software systems. 

Physical agents 

Physical agents represent the parts which are really acting in 

the PED. These include different members of the medical staff 

charged to treat patients, reception nurses, orientation nurses, 

etc. In the proposed architecture we have: 

Home Agent (HA): It represents activities of the reception 

nurse. When a patient arrives to the PED, it is responsible for 

receiving patients, their orientation, and for process pathology 

identification. HA has all skills required by the rules of 

registration plan, medical diagnosis plan, and patient 

orientation plan. HA deals with the problem formulation and 

then sends it to the Identifier Agent (IA) corresponding to the 

creation of a medical record through the IA triggered by an 

administrative nurse. 

Identifier Agent (IA): It models the orientation nurse activity. 

It receives different information from HA about the medical 

problem and identifies skills needed for treatment referring to 

medical protocols. It consults the database of different 

pathologies and needed resources for patients’ treatment. 

Medical Staff Agent (MSA): MSA models medical staff 

activities. It is a mobile software agent which can move 

intelligently from one medical team to another in the PED in 

order to treat patients. It is characterized by two variables 

(skills and availability). In our proposed system, we use 

mobile medical staff agents to travel through the PED 

architecture to treat patients according to their availabilities 

and to the emergency degree of patients; and to collect 

intelligently, needed information related to patient health state 

in order to update the system data. This special type of agent 

has a smart behavior and is composed of data, states, and a 

code. Once MSA achieves a treatment task, it can shift to 

another medical team for new task execution. Therefore, while 

scheduling we must take into account this aspect when 

assigning human resources to tasks. Each task represents a 

service which can be performed by different possible MSAs, 

with different cost. 

Software agents 

These agents have the role to insure functioning of proposed 

systems. They allow development and implementation of 

various optimizing tools, different interactions, and 

communication protocols. The software agents in our system 

include: 

Scheduling Agent (SA): This agent is responsible for 

optimizing choice of resources for patients’ treatment taking 

into account our system constraints. It has to assign resources 

to patients’ treatment tasks minimizing total cost and patients 

waiting time in order to respect emergency degrees. It 

organizes queue of patients who need treatment taking into 

account their emergency degree. It then assigns resources to 

different tasks. 

Integration and Evaluation Agent (IEA): This agent is 

responsible for the whole system performance control. It 

calculates performance indicators of the system such as 

waiting time of patients and treatment costs in order to 

evaluate overall schedule of patients in PED. 

GUI Agent (GA): This agent interacts with system users 

particularly medical staff in PED. 

Resource Agent (RA): This agent is responsible for resources 

monitoring. 

Monitoring Agent (MoA): This agent is notified of every 

decision taken and every task completed. It represents the 

coordinator between all software agents; and an informer for 

the physical agents about actions and patients status. 

Scheduling strategy: Negotiation protocols 

The coordination of distributed planning approach focuses on 

interactions between agents' plans. An interaction protocol 

allows agents to have conversations in the form of structured 

exchanges of messages [10]. In an emergency service, medical 

staff members are often faced with treating multiple patients 

simultaneously. Thus, a patient can be treated by various 

doctors and nurses. Consequently, medical staff in the PED is 

organized in a cooperative group that shares same resources, 

that is to say, patients. The medical staff of the PED is 

working on basis of dynamically generated plans by SA which 

contains details of treatment tasks operations to execute. This 

coordination is achieved by appropriate protocols of 

interaction between agents. 

To carry out scheduling, SA needs information about medical 

staff availabilities to execute treatment tasks. SA sends a 

request to MSA for execution of processing task and 

negotiations between SA and various mobile agents modelling 

medical staff members occur. 

The SA is the initiator of the negotiation. It ignores relevant 

information to various resources to be allocated to patients’ 
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treatment tasks, but it knows all information about patients, 

their pathologies, and their requests. 

 

Figure 2 - Negotiation Protocol 

The initiator (SA) sends a request to MSA deemed qualified to 

execute health care operations. The message form is as 

follows: 

<SA, MSA
k
, Request, AvailabilityDate (k), V

m
(t)>, where ; 

AvailabilityDate (k) is earliest time at which medical staff 

member MS
k
 is able to execute the set of treatment tasks 

V
m
(t). 

Vm (t) is set of operations to be treated by MS
k
 on different 

patients at time t. 

When a MSA receives a query, it analyses, calculates in real 

time its availability date, and sends response to SA which 

makes a comparison between availability dates provided by all 

MSA then  decides (accept or reject proposal). The MSA with 

the earliest availability date is chosen. The availability date of 

each medical staff member depends on his skills as well as 

current medical treatment task evolution.  

Simulation and Results 

Our partner is the PED “Jeanne de Flandre” of RUH of Lille 

(North France). We noted 47,188 visits during 2011-2012 

ranging from neonates to 18 years. 19% of them were 

hospitalized in Short-stay Observation Unit while 81% of the 

patients were of Outpatient Care Unit. We focused our study 

on the second population, the source of crowding. In fact, 

length of stay usually does not exceed 8 hours otherwise 

patient is transferred to Short-stay Observation Unit. 

System implementation 

Our system is developed with JADE (Java Agent 

DEvelopment framework) platform [11]. JADE simplifies 

implementation of MAS through a middleware that complies 

with FIPA (Foundation for Intelligent Physical Agents) 

specifications and provides a set of graphical tools supporting 

debugging and deployment phases. Figure 3 shows evolution 

of message exchange between the different agents through 

“sniffer” tool useful for debugging. 

 

 

Figure 3 - Messages exchange 

JADE system supports coordination between several agents 

and provides a standard implementation of communication 

language FIPA-ACL, which facilitates communication 

between agents which complies with FIPA specifications [12]. 

JADE is written in java language. It supports mobility. In this 

paper, we used a JADE graphical tool which sniffs message 

exchange between agents. This tool is useful to debug a 

conversation between agents.  

All the system is implemented as a decision support tool; 

software based on a MAS. So, we programmed scheduling 

approach and we have integrated different calculation 

formulas. It is a flexible tool where we can adjust and act 

directly through ergonomic interfaces. 

To better explain our approach solving the discussed 

scheduling and optimization problem; and functioning of our 

system, we propose the following illustrative example 

showing different aspects and logic followed by our proposed 

scheduling system. We start with the system up and running in 

PED department with patients already signed up with 

registration nurse. The initial situation is thus with medical 

staff already treating patients. We start from t=t
0
, where a new 

patient arrives at the PED reception. Patients’ information is 

requested by nurse and processed into our system in order to 

make new patient’s data available to HA. Data received by 

HA will then pass through a pathology test in order to collect 

various data including emergency degree, pathologies, and 

needed resources. 

 

 

Figure 4 - Adding a new patient 

These data will be used to generate a priority degree affected 

to the newly arrived patient giving him a position in the 

waiting queue.  

 

 

Figure 5 - Patients’ identification and scheduling 

The position is generated using List Algorithm with dynamic 

and flexible priority rules. Therefore, all patients’ position will 

change according to the new scheduling in order to satisfy all 

patients in a matter of emergencies and waiting time. 

As a result we will have an initial scheduling (Figure 6) 

consists of 9 care operations, for example, assigned to two 

medical staff “nurse” and “doctor” able to execute them. 

Medical care procedures can be done at the same time (for 

example, in case of concussion, a doctor makes a diagnosis 
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while a nurse is doing a careful neurological exam for the 

same patient). Therefore, operation can be performed carefully 

by mobilizing members of Medical Staff at same time and 

with same duration; or with varying execution times according 

to the skills required for the treatment realization.  

 

 

Figure 6 - Tasks scheduling 

The affectation of medical staff is based on needed skills and 

on availabilities. Therefore, we use a real time and dynamic 

Time Table algorithm for human resources scheduling aiming 

to reduce idle time which leads to costs minimization. This 

scheduling takes advantage of agents’ mobility to optimize 

patients’ treating and waiting time; and also to optimize 

medical staff operating time which leads to cost minimization. 

We always start by treating the most urgent request using 

available resources. For human resources, if the member of 

medical staff has needed skills to treat a treatment request, the 

most urgent treatment task is allocated to him. The decisions 

are the result of coordination and negotiation between our 

system’s agents and are taken in a dynamic manner. 

At t=t
1
, a new patient arrives. A doctor is needed for his 

treatment. Thus, the doctor (MSA) leaves the box where 

patient 1 is being treated to go to another box to treat patient 5. 

An operation may also be accomplished or interrupted by an 

emergency. 

The graph in Figure 7 represents evolution of patients’ 

pathways and health care activities being completed for each 

patient. The parallel line to x-axis represents time spent in 

PED. 

 

 

Figure 7 - Patients tracking 

For example we have in figure 7 above 4 patients; the first one 

has arrived first, then patient 2, patient 3, and 4. At t=t
1
, length 

of stay of first patient is the longest one, so he needs attention. 

However, the last patient has already arrived, so if his 

emergency degree is not high, we consider that he undergoes 

normal treatment process and there is no need to worry about 

him at the moment. This tracking helps to know at each 

moment how many patients we have as well as evolution of 

their treatment process. It also improves service quality and 

information delivery through indicating length of stay of each 

patient in the PED. 

Simulation scenario 

To characterize our model, we used the 3-year data collected in 

the PED of CHRU of Lille. We have information about 23,150 

patients’ admissions in 2011 and 24,039 in 2012 (Figure 8). In 

order to protect individual privacy, patients’ data were previously 

strictly anonymized.  

 

Figure 8 - 3-year data of CHRU of Lille PED 

We considered the scenario of November 28
th

, 2013 because it 

presents the highest level of crowding throughout the first 11 

months of 2013 according to physicians. So, we will use it as 

simulation scenario for our results validation. At 08:00, we 

had two patients, then arrivals gradually increased until 

reaching a first peak of 17 patients at 11:15, then three hours 

later, a second peak of 27 patients at 14:15. 

Figure 9 shows that the proposed decision support system 

allows smoothening of PED activities and absorption of large 

demand load. Indeed, use of the discussed methods reduces 

peaks of activity and minimizes patients waiting time. The 

green curve represents PED activities without using the 

decision support system and the black curve shows 

optimization effect. 

 

 

Figure 9 - PED activities smoothing 

 

Medical Staff Members Activities 

MSA in the PED, because of their different properties 

(autonomy, communication and interactions, cooperation, etc.) 

may have different features of activities. Indeed, at a given 

time t, some agents negotiate between them, others transmit 

commands while others are executing scheduling tasks. 

During an observation in the PED, we identified four modes 

of activity, according to Figure 10; 

• Parallel Activities: In this example, the four proposed 

agents are working simultaneously, non-sequentially. 

Agent waits at end of an activity to begin another.  

• Staggered Activities: All of the agents work with a lag. 

An agent can start a new activity even if a previous 

activity is still being executed.  

t=t1 
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• Interruption: A MSA that can stop an activity already 

begun, if it receives an update or a more urgent task to 

execute.  

• Different durations: The activities of agents are of 

different durations. These durations depend on type of 

activity being carried out. 

 

 

Figure 10 - Agents activities 

Discussion 

During our study, we noticed significant stress upon medical 

staff members; and dissatisfaction of some patients because of 

long waiting times. We have also noticed difficulties in 

management of patients especially in cases of an overcrowded 

PED. So, health care specialists should get involved in new 

actions aiming to improve care services. Requirements to 

satisfy patients’ requests impose need to adopt new 

approaches to solve problems related to patients’ treatment 

process management; and human and material resources 

allocation. 

Our primary consideration in this work is development of 

decision support solutions to simplify the work of medical 

staff in the PED. From monitoring screens, medical staff can 

have complete and accurate feedback of the global state of the 

PED. The proposed software is capable of determining 

medical staff availabilities which are uncertain and depend on 

the experience level of the health care provider; and evolution 

of the medical act being executed. Because time is important 

in emergency services, poor control of availability of 

professionals can generate a worsening of the condition and 

cause of preventable care. Our solution for rapid and effective 

treatment of patients is based on alliance between MAS 

paradigm and optimization tools; and improving use of human 

resources through cooperation of different members of the 

medical staff; and dynamic and reactive generation of 

treatment plans. The use of intelligent agents in medical field 

has been demonstrated as a complementary technique to 

improve performance of computer. Traditional centralized 

control mechanisms show insufficient flexibility to deal with 

sudden changes of needs. In fact, in the PED, information 

circulates poorly between medical staff members and is 

sometimes missing. So, to ensure real time negotiation 

between the different actors of PED, MAS is the most suited 

tool for real time interaction and negotiation. MAS modeling 

consists of modeling agents with their activities and 

interactions.  

Conclusion 

In this paper, we have proposed a distributed scheduling 

system for care of patients in the PED. This system can 

contribute to health care quality improvement, costs 

minimizing and waiting time reduction. Our research has 

therefore focused on definition of an agent-based approach to 

execute patient treatment tasks. This application displays 

utility of a decision support tool which can help to manage 

patients’ treatment in the PED. For future work, we believe 

that there is need for further improvement of the scheduling 

algorithm to be integrated in the system. 
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Abstract 

Process mining allows for discovery, monitoring, and improv-

ing processes identified in information systems from their 

event logs. In hospital environments, process analysis has 

been a crucial factor for cost reduction, control and proper 

use of resources, better patient care, and achieving service 

excellence. This paper presents a new component for event 

logs generation in the Hospital Information System or HIS, 

developed at University of Informatics Sciences. The event 

logs obtained are used for analysis of hospital processes with 

process mining techniques. The proposed solution intends to 

achieve the generation of event logs in the system with high 

quality. The performed analyses allowed for redefining func-

tions in the system and proposed proper flow of information. 

The study exposed the need to incorporate process mining 

techniques in hospital systems to analyze the processes execu-

tion. Moreover, we illustrate its application for making clini-

cal and administrative decisions for the management of hospi-

tal activities. 

Keywords: 

Hospital environment; Process mining; Event logs; Hospital 

Information System; Process model. 

Introduction 

Demand for medical services at an international level is in-

creasing. The costs related to search and implementation of 

strategies and tools to meet the medical needs of populations 

push for an improvement in the execution of clinical and ad-

ministrative tasks in health institutions. In order to address 

this situation, hospitals need to find alternatives that make 

their processes more efficient. The improvement in quality of 

processes implies higher productivity [1], so the design of 

new methods to optimize performance of processes is neces-

sary. 

The business process management approach allows for 

identification and management of processes that are 

interrelated; in order to analyze organizational performance 

and make continuous improvements of the results, eliminating 

errors, and redundant processes in the institution. Process 

mining allows for understanding how processes are really 

executed in the system. Its application helps to identify 

bottlenecks, anticipate problems, record policy violations, 

recommend countermeasures, and simplify processes [2] for 

improving business performance. This technology allows 

getting information about how the process has behaved, the 

times it takes in the executions, as well as variations between 

reality execution and the prescribed model. The complexity of 

this approach is proportional to the amount of data stored; 

making it invaluable information for decision-making. These 

data are usually stored in the databases of the systems that 

support organizational processes. From these databases, cer-

tain information could be extracted to create event logs. 

An event log is the evidence of events that occur in the com-

puter systems and the networks of an organization [3]. The 

records are composed of input events. Each entry contains 

related information to an action or specific operation that was 

executed on the information system and its corresponding 

timestamp. These event logs should be formatted as MXML 

[6] or XES [7]. 

Currently, to obtain event logs from information systems, it is 

necessary to use specialized tools like: XESame [4] and Nitro 

[5]. Even though these software are efficient, their high com-

plexity related to technical configurations and database struc-

tures make them inconvenient for inexperienced or non-expert 

users. 

With the aim to computerize, the processes of secondary 

healthcare level have been developed into a Hospital Infor-

mation System (HIS) at the University of Informatics Sciences 

(UCI),  in the Center for Medical Informatics (CESIM). This 

HIS supports the fundamental processes carried out at this 

level of healthcare and was designed to meet the needs of: 

storage, processing, gathering, and interpretation of the medi-

cal-administrative data generated. 

The HIS from UCI does not have a component to generate 

event logs from the execution traces stored in the system; thus 

precluding application of process mining techniques for anal-

ysis of running processes. Medical and administrative staff 

have limited access to this source of knowledge for clinical 

and administrative decision-making. 

Due to the above inconveniences, we propose to develop a 

software component that allows generation of event logs from 

the Hospital Information System without relying on other ex-

ternal tools. This system component generates event logs with 

the same characteristics, format, and structure as obtained 

with XESame tool; but can be used by non-expert users. This 

solution allows analysis of healthcare process using process 

mining techniques. 

This article has two main sections. The first deals with 

implementation of a software component to extract traces 

from the Hospital Information System. The second section 

focuses on process analysis with process mining techniques, 

starting from an event log generated using the developed 

component. 
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Materials and Methods 

Processes mining in a hospital environment 

An intelligent approach to healthcare is use of information to 

create knowledge about patient care and improve performance 

of the hospital institution. Healthcare organizations increas-

ingly have more data, which involves a large amount of in-

formation and few alternatives for analysis; a result of the lack 

of effective tools or methods that allow for obtaining the deci-

sion criteria about execution of the system processes. 

The process mining techniques allow extraction of useful and 

nontrivial information from execution logs stored in infor-

mation systems [8]. There are three types of process mining 

techniques: discovery, conformance checking, and 

enhancement or extension. All these techniques allow us to 

analyze actual execution of processes. The discovery tech-

nique is used to extract process models from an event log. 

Conformance checking techniques are used to monitor devia-

tions by comparing the model and the event log and improv-

ing existing models from its extension [9].  

Investigations carried out provided evidence that process 

mining is a novel and effective technology for analysis of 

hospital processes. In Gynecology and Oncology [10], process 

mining techniques helped to optimize, from dotted points, the 

trajectory of patients through the process of care. Also, 

discovering the busiest times in the area of Emergency [11] 

allowed for  control and allocation of resources to this hospital 

sector. Other research in the area of Emergency [12] presented 

the detection of eventualities (incomplete assignments, 

missing information, little correspondence between the 

business process and system) in the process activities using 

process mining techniques. Its application in the Electronic 

History Records [13] allowed for enhancement of patient care 

processes.  

Maruster [14] proposed the application of Petri Nets based on 

Process Mining for modeling hospital information. Moreover, 

the application of process mining on hospital systems allowed  

monitoring use of resources such as surgical implements, for 

nursing and external consultation. Process mining applications 

in other environments [15-18] demonstrate its effectiveness in 

detecting malfunctions, such as deviation of resources, extra 

stay time of a product in a warehouse stock or loss of any 

product, in such a way that allows for adjustment of product 

ordering frequency. From the engineering point of view, 

programming errors in the processes definition and activities 

that do not run properly or are simplified could be identified. 

Process mining techniques allows finding bottlenecks in 

information flow. 

Event Log 

To formalize the structure of event logs used in process min-

ing, two standards were defined: Mining eXtensible Markup 

Language (MXML) and eXtensible Event Stream (XES). 

MXML is a format based on XML for the exchange of event 

logs. MXML was the first standard that emerged in 2003 and 

was adopted by the process mining tool ProM [19]. 

MXML establishes a standard notation to store dates, re-

sources and types of transactions. In 2010, XES replaced 

MXML as the new process mining format independent of the 

tool [17]. XES is a standard based on practical experiences of 

MXML, and is less restrictive and truly extensible. Its main 

purpose is to provide an interchange format for event logs 

between tools and application domains [7]. 

To ensure a successful analysis of process mining, the quality 

of the storage format of the event log should be ensured. This 

is defined from three fundamental aspects: reliability, com-

pleteness, and security. Reliability stands for that ability to 

safely assume that the recorded events really occurred and that 

the attributes of the events are correct. Completeness is the 

characteristic of not missing any event in a certain context. In 

addition, any registered event must have well-defined seman-

tics. The event data are considered safe when considerations 

of privacy and security are taken on, when events are regis-

tered [18]. 

Attributes of Event Log  

An event log contains evidence of processes execution stored 

like traces. This record of elements can also contain attributes. 

As the registration of elements is created only once, the im-

pact of including many attributes in the registry is minimal 

[6]. It is important to include relevant information describing 

the contents and origin of the event log. The following attrib-

utes should be taken into consideration for trace recording: 

• Process Name: The name of the process under 

which the log will record its execution. 

• Data Source: A description of the information 

system from which the event log is extracted from. 

• Source  Organization: The name of the 

organization providing the data. 

• Description: A brief description of the contents of 

the event log. 

• Version: An identifier to differentiate versions of 

event logs. 

• Author: Name and contact details of who defined the 

conversion. 

• Process Mining Project: A reference to the Process 

Mining Project or purpose of the event log. 

Development environment 

We proceeded with the implementation of the software com-

ponent from the theoretical study of event logs. The following 

technologies and tools were used: 

Eclipse Ganymede 3.4.2: Eclipse is an IDE (Integrated De-

velopment Environment) open and multiplatform code that 

has achieved a high degree of maturity in the development of 

what are known as "rich client applications". It has tools to 

develop console applications and web services with different 

application servers such as JBoss, Websphere, and Glassfish. 

It was originally developed by IBM (International Business 

Machines) and its future is now in the hands of Eclipse Foun-

dation, an independent nonprofit organization that fosters an 

open source community and a set of complementary products, 

capabilities and services. 

JBoss Application Server 4.2.2: JBoss Application Server is 

a Java EE (Java Enterprise Edition) free software implement-

ed in pure Java. Being based in Java, it can be used on any 

operating system that supports it. It provides a full range of 

services for Java EE 5 and expansion of business services, 

including clustering, caching, and persistence. JBoss is ideal 

for Java applications and applications based on the web. It 

also supports EJB 3.0 (Enterprise Java), making applications 

development much simpler. 
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JBoss Seam V2.1.1: JBoss Seam is a powerful framework for 

developing Web 2.0 applications by unifying and integrating 

technologies such as AJAX, JSF, EJB, Java Portlets and BPM 

(Business Process Management). Another important feature is 

that POJOs (Plain Old Java Objects) can be validated in addi-

tion to directly handling the application logic and business 

sessions from beans. 

Java V1.6: Java is an object oriented programming language 

developed by Sun Microsystems in the early 1990s. The lan-

guage itself borrows much of its syntax from C and C ++ but 

has a simpler object model and eliminates tools of low level, 

which can cause many errors such as direct manipulation of 

pointers or memory. 

Hibernate V3.3: Hibernate is an ORM (Object Relational 

Mapping) tool for Java platform. It facilitates the mapping of 

attributes between a traditional relational database and the 

object model of an application using declarative XML files or 

annotations, on the beans of entities that allow for establishing 

these relationships. 

Facelets V1.1: Facelets is a simplified presentation frame-

work where it is possible to freely design a web page and then 

associate specific JSF components. It provides more freedom 

to the designer and improves error reporting, having JSF. It 

allows for definition of disposition of pages based on a tem-

plate, the composition of components, creating custom labels, 

and facilitates friendly development for the graphic designer 

and creation of component libraries. 

Results 

Figure 1 shows the user interface for the component devel-

oped to generate event logs in XES format. This component 

requires a process name as input, specified by the user to iden-

tify the process. It is needed to select the process to be ana-

lyzed and delimits start and end date for the events that will be 

inputted in the event log. 

 

Figure 1 - Component to generate an event log in the HIS. 

Below is an excerpt of the event log (see Figure. 2) obtained 

from the component developed. The extensions and attributes 

mentioned above are reflected in this image. 

 

Figure 2 – Event log excerpt. 

An event log related to the process: Request Product of HIS 

Warehouse module, was obtained from the developed 

component. The Warehouse module, among other activities, 

manages the flow of information on the various movements 

that a product can have in a warehouse. There are three types 

of product requests: tendering request, application warehouse, 

and request for surgical block (see Figure 3). To show the 

usefulness of the developed component, the Request Product 

process from Warehouse Module of the Hospital Information 

System created at UCI, was selected. An event log related to 

this process was extracted and analyzed with the ProM tool as 

shown below. 

 

 

Figure 3 – Business Process Diagram of Request Product. 

This event log was loaded on the ProM tool in order to con-

duct the process mining analysis. The process model showed 

on Figure 4 was obtained by applying the technique “Mine 

Net using Heuristic Miner”. This process model is a 

representation of the actual process behavior recorded in the 

event log during its executions on the HIS. 

 

Figure 4 – Model obtained by applying the technique Mine for 

a Heuristic Net using Heuristic Miner. 

This technique shows the similarities between the formal defi-

nition of the process and the event log obtained from the trac-

es of their execution. In this model, there exists a difference 

with respect to the reference model; the process never ends 

directly after see_details_tender_request activity and whether 

it should end.  

In comparing Figures 3 and 4, the applied technique shows 

that the process execution in the system is in concordance 

with the formal definition of the business process. The system 

has been implemented in the way it its business was con-

ceived. 

Figure 5 illustrates the observed result of the technique: "Ana-

lyze using Dotted Chart". The Dotted Chart shows an over-

view of the process where the X-axis shows the time, the Y-
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axis shows the process execution instances and each point 

represents an event; the colors of the points refer to the differ-

ent activities. 

 

Figure 5 – Aplication of technique “Analize using Dotted 

Chart” whit black circles representing noise. 

The runtime process was extended over seventeen months and 

three distinct moments with different behaviors could be dis-

tinguished. The first moment corresponds to system testing 

stage, where see_details_of_warehouse_request and 

authorize_dispatch activities were not executed. Afterwards, 

the system does not record any execution of the process for 

three months. The second and third phase were extended a 

month and a half to nine and a half months, respectively, with 

a downtime of two months between them; only 

see_details_of_warehouse_request and authorize_dispatch 

activities were running. Because of these characteristics, this 

process shows an anomalous behavior as 6 of the 8 activities 

making up the final version of the process are left to run. 

The next model (Figure 6) represent the technique Replay a 

log on Petri net for Performance/Conformance, that allows 

some cases to define in a simple way, for example, the more 

common activities flow that runs in the system process under 

analysis. 

 

Figure 6 – Aplication of technique “Replay a log on Petri net 

for Performance/Conformance”. 

This technique establishes that while darker and thicker lines 

in the figure indicate a transition, a greater amount of times 

have been carried out for the activity represented in the flow. 

This model allows identification of the flow of the more exe-

cuted activities in the processes under analysis. Therefore, in 

the process Product Request, the flow with more executed 

activities can be defined as composed by the activities 

see_details_of_warehouse_request and authorize_dispatch. 

In comparing the difference of maximum and minimum wait-

ing times between modify_request_of_surgical_block and 

authorize_dispatch activities, we see that: 

• The minimum waiting time of the first activity (3.29 

seconds) is less than the second one (4.43 minutes). 

• The timeout of the first activity (5 months) is greater 

than the second activity (7.45 days). 

• The average time of the first activity (14.38 hours) is 

less than the second activity (3.31 days). 

These analyses allowed  receipt and dispatch of products from 

the warehouse, as well as detection of a bottleneck in the ac-

tivity authorize_dispatch to be controlled. The understanding 

and correct interpretation of the process models obtained from 

process mining techniques have been discussed in the 

literature, as challenges [19] to analyze the behavior of 

computer systems by non-experts in the field of knowledge 

are the same.  

Conclusions and future works 

Process mining is presented as an effective alternative to show 

a radiograph of the actual process execution. However its 

models are far from favorable to non-experts. 

The application of process mining techniques in the hospital 

environment is novel because there are only a few cases of its 

study around the world. However there is support for its use 

in this key social sector. 

We developed a component for extracting traces of the HIS, 

which overcomes the problems raised above. From the analy-

sis of the traces generated by the developed component using 

process mining techniques, we concluded that they contain 

valuable information useful for process analysis.  

The solution developed guarantees that data persist perma-

nently in the trace processes records. As a part of the devel-

oped component, it ensures transformation of stored records 

in the HIS to processes event logs. It also allows to export the 

to XES format. 

After applying multiple modeling techniques to the event log 

obtained, was stated that the obtained models are not suitable 

for understanding by health personnel. The incorporation of 

process mining techniques to the HIS where models are gen-

erated, allowing for analysis by non-experts, is plotted as a 

goal of this research. Towards this goal, we conduct research 

on what elements are essential to the analysis and understand-

ing of process execution. 

The component developed is a starting point for incorporation 

of process mining techniques and algorithms of the HIS, in 

order to support clinical and administrative decision-making. 

This component becomes the first of its type, designed to 

analyze processes in the systems HIS. 

Understanding the process model (in terms of accuracy and 

efficiency of understanding) is a function of the characteristics 

of the model and the characteristics of the user who interprets 

the model [20]. The visual design of the model is a primary 

factor analysis. Recker has conducted research on how 

process models can be designed to maximize their 

understanding [21]. 
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Abstract 

The objective of this paper is to evaluate the extent to which 
early determination of diagnosis-related groups (DRGs) can 
be used for better allocation of scarce hospital resources. 
When elective patients seek admission, the true DRG, 
currently determined only at discharge, is unknown. We 
approach the problem of early DRG determination in three 
stages: (1) test how much a Naïve Bayes classifier can 
improve classification accuracy as compared to a hospital’s 
current approach; (2) develop a statistical program that 
makes admission and scheduling decisions based on the 
patients’ clincial pathways and scarce hospital resources; and 
(3) feed the DRG as classified by the Naïve Bayes classifier 
and the hospitals’ baseline approach into the model (which we 
evaluate in simulation). Our results reveal that the DRG 
grouper performs poorly in classifying the DRG correctly 
before admission while the Naïve Bayes approach 
substantially improves the classification task. The results from 
the connection of the classification method with the 
mathematical program also reveal that resource allocation 
decisions can be more effective and efficient with the hybrid 
approach. 

Keywords: 
Artificial Intelligence; Diagnosis-Related Groups; Hospital 
Costs; Linear Programming. 

Introduction 

Several recent studies have highlighted the challenges facing 
many OECD (Organization for Economic Cooperation and 
Development) countries with rising pressure on healthcare 
systems due to increasing demand and expenditures for 
healthcare [1]. As a countermeasure, cost-containment policies 
such as diagnosis-related groups (DRGs) were introduced [10] 
and are evaluated continuously [11]. When hospital resources 
such as beds, diagnostic devices, human resources and 
operating room availability become scarce, the coordination of 
patient care and patient flow becomes a challenge. The 
problem is even more complicated when detailed information 
about patients who seek hospital admission is captured in an 
unstructured form or is likely to be incomplete in early stages 
of care. 

DRG-based reimbursement of patient services 

Within DRG systems, patients are classified into groups with 
homogeneous clinical characteristics and resources required 
during treatment. After the treatment, patients' health 
insurance pays a fixed amount for treatment depending on the 
assigned DRG. Within this context, uncertainties in care 
delivery information play an important role in the effective 

planning of healthcare processes. In early stages of care, the 
patients' DRG is unclear, because of potentially missing 
information and unstructured documentation of patient 
information using free-text [6]. This introduces a significant 
challenge to the hospital’s operations management when 
assigning patients to scarce hospital resources while economic 
objectives such as contribution margin maximization are 
pursued [5]. 

The role of hospital information systems to improve 
hospital-wide patient scheduling decisions 

By structuring patient information that is documented when 
patients seek admission, hospitals can leverage this 
information to better predict patients’ resource requirements. 
When information about each patient’s DRG, resource 
requirements, and clinical pathway [12] is made available 
before admission, a hospital can potentially improve the 
effectiveness and the efficiency of resource allocation 
decisions. 

In this paper, we investigate whether machine learning 
methods can increase the classification accuracy of an 
inpatient's DRG as compared to the current approach of using 
a DRG grouper. In particular, our focus is to classify the 
patient’s DRG before admission in order to improve 
admission decisions via novel statistical models. 

We analyze inpatient data from one year consisting of more 
than 16,000 records from a 350-bed hospital. Our results show 
that, in general, machine learning approaches can substantially 
increase early DRG classification accuracy, especially for 
elective patients who contact the hospital before admission. 
Moreover, we demonstrate that machine learning techniques 
combined with mathematical programming can lead to 
improved resource allocation decisions. 

The remainder of this paper is structured as follows. In the 
next section, we present two approaches demonstrating how 
early DRGs can be classified. The first classification approach 
can be seen as the current approach used by our study site, 
while the second one uses a Naïve Bayes classifier. We then 
develop a statistical model for patient admission and 
scheduling under several constraints, such as precedence 
constraints between clinical activities and resource constraints. 
The results section describes the data that we employed in our 
analysis and presents results of the classification and resource 
allocation task followed by a discussion. In the final section, 
we summarize our results and provide directions for further 
research. 
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Methods 

In the following, we present two DRG classification 
approaches and a model for combining and planning patient 
flow with admission decisions. 

Early DRG classification techniques 

Current approach using a DRG grouper 

To determine a DRG at discharge, typically, a simple 
flowchart-based method is used. The method is implemented 
in a commercial software called DRG grouper. Figure 1 
illustrates the DRG-grouping. 

 

 
Figure 1 – DRG grouping using a DRG grouper, see 

Schreyögg et al. [9] 

Before the execution of the DRG grouper, parameter values 
such as the primary and secondary diagnoses, clinical 
procedures, age, gender, as well as weight in the case of 
newborns, have to be entered into the software. Diagnoses are 
coded using the International Statistical Classification of 
Diseases and Related Health Problems (ICD). The first 3 
letters of an ICD code correspond to DRGs. The algorithm 
first determines one of 23 Major Diagnostic Categories 
(MDC). These are defined by the primary diagnosis (i.e. the 
reason for the hospitalization). However, if the primary 
diagnosis is imprecisely documented, an error DRG will be 
returned. On the other hand, if the patient has a 
transplantation, for example, a Pre-MDC (a DRG with high-
cost procedures [2]) is returned. After determining the MDC, 
clinical procedures and co-morbidities lead to the patient's 
DRG which can be categorized into surgical, medical and 
other DRGs. Finally, within these categories, the age of the 
patient, or the weight in the case of newborns, may lead to a 
different DRG-subtype. 

When sufficient information is available, there is valid reason 
to use a DRG grouper not only at discharge, but at any stage 
of care in order to obtain real-time information about the 
patients’ DRGs. Therefore, we assume that in every stage of 
care of a patient and in particular before admission that 
sufficient information is available to classify the patient’s 
DRG. 

Naïve Bayes Classification 

Let D  be the set of all DRGs, A  the set of attributes (e.g. 
gender, free-text diagnoses) and I  be the set of labeled 
patient instances. The naïve Bayes classifier assumes that all 
the attributes are conditionally independent given the 
inpatient's DRG Dd ∈ . Under this assumption, the prior 
probability )(dp  of each DRG d  is learned from the training 
data by maximum likelihood estimation, i.e. )(dp  is set equal 
to the proportion of training examples which belong to the 

class d . Similarly, the conditional likelihood of each value 

aiv ,  given instance Ii∈  and attribute Aa∈  of each DRG 

Dd ∈  is learned from the training data by maximum 
likelihood estimation. This means that )|( , dvp ai  is set equal 
to the proportion of training examples of class d  which have 
value aiv ,  for attribute a  in instance i . Afterwards, the 

classifier assigns the DRG *
id  to the test instance i  by 

employing Equation (1): 

⎭
⎬
⎫

⎩
⎨
⎧

⋅= ∏
=

∈

||

1
,

* )|()(maxarg
A

a
aiDdi dvpdpd                   (1) 

Resource allocation model 

In what follows, we present our resource allocation model 
which is an extension of Gartner and Kolisch’s [5] patient 
flow problem with fixed admission dates. We further extend 
their model by taking into account admission decisions. 

Planning horizon, patients and activities 

We have a set of days in which patients can be scheduled and 
which represents our planning horizon. We have a set of 
patients who seek admission and can be planned during the 
planning horizon. The patients have a target admission date 
and a set of activities to be scheduled within the set of days. 
For example, an activity can be a computer tomography scan, 
a surgery or a therapy. Within each patient’s set of activities, 
we have a specific activity which we denote as the discharge 
activity and which is the final activity of the patient during 
his/her stay in the hospital. 

Time windows, clinical pathways, contribution margin 

Each patient’s activity has a time window in which it can be 
scheduled. Once we schedule the discharge activity, the 
hospital receives a length of stay-dependent contribution 
margin. The clinical pathway of each patient is represented by 
precedence relations; each of them can be assigned an integer 
time lag, which means that the successor activity cannot be 
scheduled until a certain (waiting) time after the predecessor 
activity has elapsed. This is necessary to capture recovery 
times, for example. 

Resources, resource capacity and resource requirement 

We split hospital resources into a set of day resources and 
overnight resources as follows: Day resources represent, for 
example diagnostic devices or the operating room; while 
overnight resources represent beds since they are typically 
allocated for at least one night. On the supply-side, each 
resource has a day-dependent capacity while on the demand-
side, each patient’s activity has a resource requirement. An 
activity can require multiple day-resources on the same day, 
such as when a surgical activity requires the surgery room and 
the surgeon. Also, an activity does not necessarily require the 
same amount of time from two distinct resources. For 
example, a surgical activity may require 100 minutes of 
surgery room time (including set up time, surgery time, 
cleaning time, etc.) while the actual time required from the 
physician may be no more than 80 minutes. Naturally, the 
documentation task executed by the surgeon follows the 
surgery and has to be executed before the patient’s discharge. 

Capacity requirement of overnight resources is typically 
measured in terms of bed utilization. An overview of all 
parameters is provided in Table 1 in the Technical Appendix. 
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Decision variables 

Our mathematical model uses binary decision variables to 
decide whether or not a clinical activity is executed on a day 
within the activity’s time window. Another set of decision 
variables decides whether the admission of a patient should be 
avoided. These decision variables inform a decision maker 
whether or not patients provide the hospital enough of a 
contribution margin to schedule them along their clinical 
pathway. 

Objective function and constraints 

Our mathematical model (its algebraic formulation is shown in 
the Technical Appendix) maximizes the overall contribution 
margin of all admitted patients in the hospital by assigning 
each patient to a discharge date within that patient’s discharge 
time window, see Objective Function (2). Constraints (3) 
ensure minimum time lags between clinical activities. Note 
that if we have a time lag of 0 days, the predecessor and 
successor activity, for example a magnetic resonance 
tomography and a neurosurgery procedure, respectively, can 
be performed on the same day. Incorporating the admission 
variables into the constraints ensures that the constraints are 
satisfied if the patient is not admitted. Constraints (4) depict 
the limited capacity of day resources. For each resource and 
day, capacity demands that all activities performed on that day 
must not exceed resource capacity. Note that the dimension of 
resource capacity can be, for example, time or slots in a 
master surgical schedule or minutes available by a physical 
therapist. Constraints (5) denote the resource constraints for 
overnight resources. For each patient, the bed allocation starts 
with the patient’s admission date and the discharge activity 
releases the bed. Naturally, a patient’s resource requirement 
only sums if he is admitted. Constraints (6) ensure that a 
patient's activity is scheduled at most one time within the 
activity’s time window. However, once the activity is 
scheduled, all of the activities corresponding to that patient are 
scheduled, as required by Constraints (7). Finally, expressions 
(8)-(9) are the decision variables and their domains. 

A bed allocation example 

Suppose we have a planning horizon which consists of 7 days 
and we have two patients to be admitted and scheduled within 
the planning horizon. Assume that both patients have the 
actual DRG F21C which means “other surgical procedures 
with cardiovascular diseases, without complex procedure, 
without complex skin transplantation and myocutaneous flap 
surgery of the lower limb admission”. The property of the 
contribution margin function of this DRG reveals that on day 
6, it has its maximum. Before that length of stay (LOS), the 
patient’s LOS is below the low LOS trim point. Accordingly, 
the hospital receives a deductible if the patient is discharged 
before that day. If the patient’s LOS is between the low and 
high LOS trim point, the contribution margin function is 
monotonicly decreasing due to LOS-dependent costs for 
activities such as bed cleaning. We assume that the clinical 
pathway of the patient requires a minimum time lag of 5 days 
between surgery and discharge. As a consequence, the time 
window of the discharge activity has a lower bound for the 
LOS, which is 5. Since the planning horizon is 7 days, the 
discharge time window is between 5 and 7 days. We assume 
that we have one overnight resource and no day resource. The 
overnight resource is required by both patients. Therefore, 
only one patient can be admitted and thus, only one admission 
decision variable is equal to 1. Table 2 in the Technical 
Appendix gives the algebraic solution of the bed allocation 
example. 

Results and Discussion 

In the following, a computational and economic analysis of 
the scheduling problem is provided. 

Data and instance generation 

We evaluated our model using data from a mid-sized hospital 
in the vicinity of Munich, Germany. We joined the hospital 
data with data from the German institute for reimbursement in 
hospitals [8]. The latter contains information on the DRG 
attributes such as low and high length of stay (LOS) trim 
points, fixed revenue as well as per day reduction and 
addition. We learned the classifier from January 2011 until 
June 2011. We ran the simulation experiments from July 1, 
2011 until the rest of the year, where each day is solved 
independently. 

Classification results 

The classification results of our experiments reveal that the 
DRG grouper could not classify any of the patients’ DRG 
before admission. One explanation for this phenomenon is that 
the grouper cannot deal with free-text information. A more 
detailed analysis revealed that the “error-DRG” 960Z was 
always assigned to the patients. In contrast, the true positive 
rate of the Naïve Bayes approach was, on average, 25.3%. 

Contribution margin analysis 

Our contribution margin analysis revealed that scheduling 
patients using their DRG, as classified by Naïve Bayes, can 
substantially increase the hospital’s contribution margin, 
depending on the input parameters of the model and their 
uncertainty. Our results revealed up to 17% improvement in 
contribution margin, depending on the planning day. A more 
detailed analysis reveals that patients classified by the DRG 
grouper may not be admitted at all because they compete for 
scarce resources with those patients whose contribution 
margin is obtained using the Naïve Bayes-classified DRG. 

Discussion 

The connection between our early DRG classification and the 
patient admission and scheduling problem should be seen as 
preliminary results of a sensitivity analysis regarding the 
extent to which better DRG prediction leads to more effective 
resource allocation. These models and methods can now be 
embedded in a real-time decision support system that can 
inform a decision maker in a hospital about the value of early 
availability of information about patients to increase 
classification accuracy and, as a consequence, lead to better 
resource allocation decisions. This approach for early 
classification of patients’ DRG is not only applicable for 
elective patients but can also be used for emergency patients, 
as shown in [6]. 

Another result of our decision support system based on the 
mathematical model is that a decision maker can be better 
informed about patients who would be admitted or scheduled 
based on a hospital’s patient admission and scheduling policy. 
Furthermore, the decision variables of the model could also 
reveal that admitting and scheduling patients based on the 
model’s recommendations may lead to higher contribution 
margins. Identifying these opportunities can also be supported 
by the approach and tool discussed in this paper which can be 
included in the platform of Gartner and Padman [7]. 

Finally, these models and methods provide a rigorous, 
systematic and evidence-based approach to integrating and 
analyzing financial objectives of healthcare delivery 
organizations with operational decisions that are driven by 
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clinical requirements as well as planning and resource 
allocation constraints. 

Conclusion 

In this paper we have presented a novel approach to link 
classification methods with a discrete optimization model for 
the problem of scheduling elective patients hospital-wide. The 
objective is to maximize the contribution margin for elective 
patients using real-world data from a mid-sized hospital. The 
results show that if hospitals pursue an objective of making 
admission decisions based on DRGs, basic machine learning 
techniques such as Naïve Bayes can lead to more efficient 
resource allocation decisions as compared to the use of a 
hospital’s current approach using a DRG grouper. 

Several streams deserve further research. In order to make the 
model more applicable in hospitals, our goal is to incorporate 
overtime flexibility into the model and to consider more 
specific assignments of patients to a variety of resources, for 
example, human resources such as surgical teams. Following 
the approach of Gartner and Arnolds [3], we will also 
incorporate uncertain clinical pathways into the scheduling 
process. Preliminary results on a simplified model are shown 
in prior work [4]. Furthermore, we will evaluate other 
machine learning techniques such as decision trees, Bayesian 
networks and logistic regression in combination with the early 
DRG classification and resource allocation task. Another task 
is to break down the results into a length of stay analysis, and 
an evaluation of the confusion matrix in combination with 
admission and scheduling decisions. 

Technical Appendix 

Sets, indices, parameters and decision variables 

Table 1 provides an overview of the sets, indices, parameters 
and decision variables. 

Table 1 – Sets, indices, parameters and decision variables 

Set Description 
A  Activities, Attributes 

pA  Activities for patient Pp∈  

D  DRGs 

pE  Precedence relations 

P  Patients 
R  Resources 

dR  Day resources 
nR  Overnight resources 

T  Days 

iW  Time window for activity Ai∈  

Index/parameter Description 

pα  Admission date of patient Pp∈  

Aa∈  Attribute 

pb  Specialty requirement of patient 
Pp∈  

d  DRG 
*
id  DRG to which instance i  is assigned 

0min
, ≥jid  Minimum time lag corresponding to 

precedence relation pEji ∈),(  

iE  Earliest day to schedule activity Ai∈  

i  Instance 
Ai∈  Activity 
),( ji  Precedence relation between activity 

Ai∈  and jiAj ≠∈ :  

iL  Latest day to schedule activity Ai∈  
Pp∈  Patient 
)(dp  Prior probability of DRG d  

)|( , dvp ai  Conditional probability of DRG d  
given instance i ’s value of attribute a  

tp ,π  Contribution margin for patient Pp∈  
discharged at day 

p
Wt φ∈  

pφ  Discharge activity for patient Pp∈  

kir ,  Resource requirement of activity i  
from resource k  

Tt∈  Day 

aiv ,  Value of instance i ’s attribute a   

Decision variable Description 

tix ,  1 if activity i  is scheduled for day t , 0 
otherwise 

pz  1 if patient p  is admitted, 0 otherwise 

Mathematical program 
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{ } iti WtAix ∈∈∀∈ ,1,0,  (8) 

{ } Ppz p ∈∀∈ 1,0  (9) 

A bed allocation example 

An example with two patients is presented in Table 1. 

Table 2 – A bed allocation example for two patients 

t  1 2 3 4 5 6 7 

tx ,1φ
 - - - - 0 1 0 

{ }

∑ ∑
≥= =

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛
−

1,1

,min

,1
1

1

1

1
tb

Lt

E
xz
φ

φτ
τφ

 1 1 1 1 1 1 1 

tx ,2φ
 - - - - 0 0 0 
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 0 0 0 0 0 0 0 

 

In this example, we assume that we have a planning horizon of 
{ }7,...,2,1=T  days and that both patients 1=p  and 2=p  

have an admission date 121 ==αα  and a discharge time 
window of { }7,6,5

21
== φφ WW . Moreover, we assume that we 

have one overnight resource {}1=nR  and, for simplicity, no 

day resource { }=dR . The overnight resource is required by 
both patients. Accordingly, the bed requirements for both 
patients come up to 121 == bb . Assume, that patient 2=p  
cannot be admitted and therefore decision variable 02 =z . 
The table reveals that a bed is allocated for patient 1=p  from 
his admission in period 1=t  until his discharge in period 

6=t . In contrast, patient 2=p  does not allocate a bed since 
he is not admitted and, because of constraints (7) he is not 
discharged. 

 
This study is exempt from IRB because it analyzes de-identified data. 
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Abstract 

There is an important knowledge gap in food allergy 

management in understanding the factors that determine 

allergic reactions to food, in gathering objective reports of 

reactions in real time, and in accessing patients’ reaction-

histories during consultations. We investigate how eHealth 

methods can close this knowledge gap. We report experiences 

with an online tool for reporting allergic reactions that we 

have developed as a web application. This application has 

been successfully validated by participants from Ireland and 

the UK, and is currently being used in a pilot where 

participants report allergic reactions in near-real time. 

Keywords:  

E-Epidemiology; Recall Bias; Web-based Reporting; Allergic 

Reaction; Food Allergy; Personal Health Record; Self-care. 

Introduction 

Allergic disease is a growing health risk [1],[2], while its 

management by clinicians and patients is challenging 

[3],[4],[5]. 

Food allergy has reached epidemic proportions in developed 

parts of the world [6],[7] with up to 20 million European 

citizens suffering from food allergy [8] and reports of 

increasing prevalence in developing countries [9]. The reasons 

for such an increase are not well understood. The estimated 

worldwide prevalence of food allergy varies according to age 

with 3-8% reported prevalence among children and 1-3% 

among the adults [10]. Unsurprisingly, food allergy is a 

leading cause of anaphylaxis seen in emergency departments 

across the USA and UK [11],[12]. 

 

We can identify the following problems in food allergy: 

1. There are gaps in current scientific and societal 

knowledge, in terms of linking food allergy 

complaints from patients to evidence. Correlates of 

risk perception, risk taking behaviours, and 

psychosocial aspects have been largely overlooked in 

the literature of the topic. 

2. During typical clinician consultations with food 

allergy patients, the clinician has only a short time 

(e.g., 20 minutes), and normally no access to 

consistent detailed information about the patient’s 

previous reactions. Inexperienced doctors may 

misinterpret  both mild and severe allergic reactions.  

Also, patients describing previous reactions tend to 

exhibit a recall bias, recalling better the more severe 

reactions, and failing to report the mild reactions. 

3. Food manufacturers often don’t have post-marketing 

information on the incidence of accidental allergic 

reactions due, for instance, to cross contamination as 

there is no system in place for reporting real-time 

allergic reactions in the community setting. 

Scientific aim and objectives 

Our aim was to improve the capture of objective information 

on accidental allergic reactions to food in order to address the 

knowledge gap in food allergy. 

Our primary objective was to develop a system that can be 

used by food allergy sufferers to report information about 

suspected allergic reactions. This system is intended for 

collecting data in validation and pilot studies as part of the 

iFAAM EU FP7 project (integrated approaches to food 

allergen and allergy risk management), seeking the factors 

related to food reactions. Data will be integrated into the 

iFAAM informatics platform Allerg-e-Lab.  

Our secondary objective was for this system to be developed 

as a prototype reporting tool that could be used by clinicians 

and patients to report and view previous allergic reactions in a 

clinical context. 

Relationship to similar existing systems 

There are a number of spontaneous reporting systems for 

reporting adverse events in areas of blood transfusion [13], 

medical equipment, drugs or tissues [14],[15], and foods [16]. 

These tend to be nationwide systems for the capture of reports 

of adverse reactions for regulatory reasons where there may be 

a mandatory requirement to enable adverse events to be 

reported; they never have a clinical function. In contrast, we 

are developing a system with eventual application in clinical 

consultations, giving clinicians access to patient-reported 

historical allergic reactions. 

Our approach has been to understand food allergy and the 

context of reactions as opposed to just a context of foodstuffs 

(i.e. a register of products leading to adverse events). We 

capture a range of factors specific to food allergy, photos, food 

sample descriptions, and a questionnaire regarding the 

reaction. 

Methods 

Developing the system requirements 

The stakeholders/users of the system are: 
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• clinicians, researchers, nurses, and study staff at 

University Hospital South Manchester (UHSM), 

UK; 

• research staff and clinicians at University College 

Cork, Ireland (UCC); 

• study participants recruited online, through the 

Anaphylaxis Ireland website, the Anaphylaxis 

campaign website, and UHSM allergy clinic. 

The system requirements were developed in an iterative cycle 

of discussing requirements, implementing a draft solution, and 

incorporating feedback from stakeholders into refinements. 

Questionnaire structure 

In order to capture necessary information about food allergy 

reports from participants, to address our primary objective, the 

allergic reaction in the community (AlleRiC) questionnaire 

instrument was developed. This took place between March-

October 2013 following 16 focus groups of adults and 

children diagnosed with food allergies. The instrument was 

developed in Ireland and the United Kingdom by experienced 

clinicians and researchers with an active contribution of 

patients’ organisations. Transcripts were then analysed using 

the grounded theory approach, which involved coding and 

categorising codes into emergent themes. Items selected from 

the themes found in the transcripts were taken verbatim and 

then rephrased into a question format. Items were constructed 

to reflect the most prevalent characteristics and circumstances 

of food-allergic incidents as experienced in the real world.  

Three experts in the field were consulted in person and via an 

exchange of e-mails; all disagreements were dealt with by 

negotiations till consensus was reached. Finally, the recent 

relevant literature in the field was reviewed to triangulate the 

above contributions. 

In total there are 81 question items including conditional 

questions. When the participant first logs in they are asked to 

complete four enrollment questions. The incident 

questionnaire is then answered for each future reported 

reaction. 

These questions were based on what consumers themselves 

told us were their main concerns related to the aims of the 

study, so are grounded in everyday lives and behaviours and 

therefore one aspect of good construct validity. 

The questionnaire captures information about the following 

factors: subjective intensity measure (Figure 1), location and 

social context, food/meal/allergen details, physical and 

psychological symptoms, co-factors such as exercise, trip 

abroad, period, medication used, and follow-up, labelling and 

other allergen information, community and professional 

support, and additional comments. 

Validation study 

We carried out an initial feasibility study in the form of a 

validation study, to check that participants are able to use the 

system to report reactions. A separate group of adult patients 

diagnosed with food allergies in Ireland and the UK was 

recruited between December 2013 - February 2014 to evaluate 

the system by reporting an historic reaction. Participants were 

recruited online through charities that support food allergy 

sufferers: the Anaphylaxis Ireland website 

(www.anaphylaxisireland.ie), the Anaphylaxis Campaign 

website (www.anaphylaxis.org.uk), and UHSM allergy clinic. 

Individual question items of the tool were psychometrically 

assessed via a novel Evaluative Scale (ES). ES was developed 

by researchers and patients to allow for the evaluation of five 

distinct aspects of the prototype questions: ease of 

understanding, reasonableness, usefulness, ease of answering, 

and clarity of instructions.  

Figure 2 shows the evaluative scale as implemented in the 

AlleRiC system graphically. 

 

ES uses a Likert-type response format on a five-point left-to-

right scale range from “0” standing for “very negative 

evaluation” to “4” standing for “very positive evaluation”. 

Hence, each question item consists of the question, and the 

validation section of five drag and drop scales, and a textbox 

for comments on the question item. 

Results 

Requirements 

Study participant requirements 

Study participants need to use the system for three main tasks: 

1) when using the system for the first time they should 

 

Figure 1 – Screenshot with reaction intensity question  

 

Figure 2 - Evaluative scale as implemented online 
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complete the consent form if they are have not done so in a 

clinic, view training materials and complete the enrollment 

questionnaire; 2) if they experience a suspected allergic 

reaction to food, they will need to complete an incident 

questionnaire to describe their reaction, if available they can 

upload photos of skin symptoms or food; and 3) users should 

be able to access a list of their reported reactions by date, but 

not extract any data from the system in the current stage of the 

project. 

Clinician requirements 

For the pilot study, clinicians needed to use the system to 

report severity scoring of any skin symptoms. They will view 

photographs of skin symptoms using a separate system, and 

select the severity of symptoms in this system using drop-

down menus within this application. 

Research study staff requirements  

Research study staff should be able to carry out activities such 

as adding and managing participant accounts, and viewing 

participants responses in the system. 

During the pilot stage of the study, the participants are asked 

to obtain food samples, and upload photographs of packaging 

where possible. Based on this information, the LanguaL [17] 

food thesaurus will be used by researchers to describe the 

food(s) identified by the participant, using relevant faceted 

classifications. After describing the food(s) with the LanguaL 

food product indexer [17], the classifications can be exported 

as XML and the system should allow these to be imported, 

with the data linked to the reported incident. 

The system should allow email notifications to be sent to 

research staff to assist in organizing the study. These should 

include: notifying them of participants starting/finishing 

reporting an allergic reaction; uploading photographs; 

availability of food samples, LanguaL
TM

 food descriptions 

being attached to an incident; and clinicians inputting severity 

scoring based on photos of skin symptoms. 

Lead research staff requirements 

The requirements of the lead research staff summarize the 

high level goals for the study using the system.  

Properties 

Realizing challenging requirements 

Here we discuss the realization of requirements into properties 

of the system. 

Recruitment and informed consent 

The system allows participants to be allocated to a centre (UK 

or Ireland for the validation and pilot studies) and will 

automatically generate their study ID. The system presents  an 

online consent form to participants recruited remotely and not 

in person through attendance at a clinic.  

Workflows 

When participants log in for the first time, if they are recruited 

remotely they are presented with the online informed consent 

form. The data captured by the system is divided into an 

enrollment questionnaire and an incident questionnaire. The 

enrollment questionnaire is done once (gender, age, diagnosed 

food allergy and asthma diagnosis). The incident questionnaire 

is completed each time the participant reports a suspected 

allergic reaction. Once the participant has answered the first 

question of the incident questionnaire, they can upload photos 

using the My reactions page, which lists the 

completed/uncompleted allergic reaction reports, with dates. 

Once the incident questionnaire is completed, the research 

study staff can use the system to allocate a food sample to be 

analysed (if one is available). The LanguaL
TM

 food 

descriptions and symptom severity scores can be uploaded at 

this point. The system has a list of incidents, and for each 

incident the status of questionnaire completion and upload of 

food descriptions and severity scores can be seen. 

Photographs 

Participants are requested to upload photos, including foods, 

packaging, and skin symptoms. The photos of skin symptoms 

are used by clinicians to carry out a reaction severity scoring. 

After participants upload the photos they can add descriptive 

text before confirming the upload. As these photos could be 

personally identifiable, the system only allows participants to 

upload the photos, after confirming the photo and providing a 

description, and displays information that photos have been 

uploaded but does not allow participants to download or view 

the photos from within the system. Also, clinicians use a 

separate secure system to view the photos when they complete 

the severity scoring. 

Customizations for mobile devices and tablets 

We made a number of modifications so that participants could 

access the system using a tablet or mobile device. For 

example, customizations so that more of the page is available 

to the question items for tablets. Tablets and mobiles do not 

have a cursor, so we made changes to the system based on 

hovering over items so that it would work correctly.  

Mobile accessibility/web browser 

We considered developing a mobile phone application, 

however due to resources and the large size of the 

questionnaire, we decided to develop a web application, with 

some modifications to enable it to work on mobile devices and 

tablets. However it requires use of a web browser and a 

network connection to communicate with the server. 

 

Developing a phone application would have the advantage that 

participants could complete the questionnaire without a 

network connection and submit the data once a network 

connection is found. Participants are reminded not to report 

reactions until they have fully dealt with their symptoms, and 

the system is a prototype, so we thought this was an 

acceptable trade-off. Developing a mobile application would 

consume more resources as we would have needed to use a 

number of different technologies to produce software for each 

operating system. With a web application we only need to 

develop and support one system.       

Participants have a My reactions page, listing their reported 

reaction incidents. Once participants start reporting a reaction 

and have answered the first question item, an incident is added 

to this list, and they can click a link to upload photos. If they 

log into the system from a mobile or tablet device supporting 

the HTML5 media capture camera tag they can upload a 

photograph directly from their device. As there are at most 42 

items, we expect most participants to complete the 

questionnaire via a web browser at a computer or via a tablet, 

and use a mobile phone primarily as a camera and not to 

answer the questionnaire. 

Source documentation 

There is a requirement from clinical staff to be able to print off 

source documentation, including online consent forms and 

report reaction incident questionnaire responses. 

As the system does not store any names of participants, when 

printing the consent form (for remotely recruited participants) 

the clinician can input the names of the participant, and 

clinical staff and print a hard copy. The system then records 

that the consent form has been printed.  
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Validation study results 

There were three separate units of analysis at this stage of 

validation: 81 items of the prototype evaluated using an ES; 

ES as a psychometric construct; and the initial questionnaire 

as a psychometric construct. 

Thirty-nine adults from Ireland and UK, diagnosed with food 

allergy, evaluated the prototype online. Tables 1 and 2 show 

the demographics of the 39 adults, with Figure 3 showing the 

age distribution. Fifty-four percent of the adults also had 

asthma, the most common allergies being peanut and treenut. 

Individual items were evaluated positively or very positively 

by participants (60-70% of positive scores across the ES). 

Qualitative thematic analyses identified four main topics of 

concern, however these did not relate to the prototype or any 

of the items, so this data was not used in the subsequent 

refinement of the prototype. 

Reliability of ES was assessed by Cronbach’s Alpha statistic 

with any figure over 0.7 being regarded as good validity. ES 

yielded .991 Cronbach’s Alpha demonstrating a very good 

internal reliability. 

Acceptance during validation study 

Our aim is to develop a system that is used to report reactions, 

here we assess basic measures of the use of the system: the 

number of questions answered, approximate time to complete 

the questionnaire, and the number of users evaluating the 

system by reporting a reaction. This is linked to what users 

want/need to be able to report accurately and conveniently. 

Sixty-three usernames were allocated for the validation study, 

39 questionnaires were successfully completed. For the 

uncompleted questionnaires, only four people started but 

failed to complete, the remainder did not start the 

questionnaire. 

We recorded the time the first and last question items were 

submitted to use the difference to crudely approximate the 

time taken to complete a response. This assumes that 

participants complete the questionnaire in one session, without 

stopping. This measure will not capture the duration correctly 

if for example they log out of the system and log back in later 

to resume the  questionnaire, or pause completing the 

questionnaire. We have discounted any reporting times over 

one hour which we can be reasonably sure involved leaving 

the questionnaire and returning later. The average time for the 

remaining completion times was 27.5 minutes (minimum 10, 

maximum 62 minutes). The time to complete the validation 

questionnaire is likely to be significantly longer than the pilot 

study, due to the evaluative scale present for each question 

item; this scale is not used during the pilot study.  

Participants did not need to complete all 81 items due to the 

conditional nature of some question items, the maximum 

number of items in a completed response was 42, and 

minimum 29 items. Tables 1 and 2 show baseline 

characteristics of the participants. 

Table 1– Baseline characteristics during validation study 

Gender Ireland UK 

 

Total 

 

 

Male 3 2 5  

Female 18 16 24  

 

Total 

 

21 

 

18 

  

 

 

Table 2 — Diagnosed allergies during validation study 

Allergy 

Participants 

with allergy Allergy 

 

Participants 

with allergy 

Peanuts 

Treenuts 

Seafood 

Egg 

28%

24% 

9% 

11% 

Milk 

Wheat 

Fruit/veg 

Other 

7%

3% 

13% 

5% 

Discussion 

We developed a prototype system to enable the reporting of 

suspected allergic reactions in near-real time, capturing a 

range of information about the context and nature of the 

reactions. This system has been successfully used in a 

validation study with 39 participants from the UK and Ireland 

using it to report an historical reaction. 

Our system has some limitations, for example, as it is accessed 

via a web browser, we require network connectivity to access 

the system. Participants are asked to upload photographs if 

these are available. This can be done either by uploading the 

photos via a web browser from a computer, or, by logging into 

the system on a phone/tablet with a web browser, in which 

case the camera on the device can be used. The results of the 

pilot study will enable us to see whether participants upload 

many photos; we did not ask participants to upload photos 

during the validation study. 

The validation data indicated some issues with distribution 

resulting from the voluntary nature of the recruitment, most 

notably, the sample was not representative of a wider 

population with 90% of all participants being female. This 

gender bias will need to be addressed in the next stages of the 

validation process. 

The study asks participants to deal with their symptoms before 

reporting a suspected allergic reaction, this will result in a 

delay between the reaction and reporting the reaction. The 

amount of time passing before reporting symptoms influences 

the reported symptoms. Therefore as the system captures the 

time of reaction as a question, and records the time the 

questionnaire was submitted, in the analysis we could control 

for time lag between reaction and report.   

In regard to the length of the questionnaire, and the validation 

process, it is important to note that during validation 

participants only used the system once. For the pilot study 

they may report along the full spectrum of severity – this is 

novel because usually only the severe end of the spectrum is 

presented in accident and emergency hospital departments. 

This type of information may be used to inform future 

integrated dynamic models of ‘severity’ and behaviours. 

The validation and pilot studies have involved recruiting 

participants through clinics, and anaphylaxis campaign 

websites, and these populations may not be representative of 

the general population in terms of engagement with the 

system.   

AlleRiC is currently undergoing further validation in its pilot 

stage, which involves live-reporting of food-allergic reactions. 

This phase runs from October 2014 for a period of 18 months. 

The recruitment strategy for the UK is the University of 

Manchester population, the UHSM allergy clinic, and 

Anaphylaxis campaign, and for Ireland includes University 

College Cork population (there is no clinical involvement in 

Ireland), GPs, private allergy clinics, Anaphylaxis Ireland 

members, and through social media. Both UK and Ireland use 

online recruitment. The eligibility criterion are: adults aged 

over 18, capable of giving consent, with a physician diagnosed 
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food allergy. Participants will use the system to report 

suspected allergic reactions over this period. The resulting 

dataset will be analysed quantitatively (aspects of food eaten, 

treatment etc.). A qualitative analysis will be done on suitable 

text fragments, e.g., open ended text questions, to investigate 

participant experiences related to allergic reactions to food. 

After the completion and analysis of results of the pilot study, 

cross cultural validation will be undertaken using a multi 

lingual version of the system across four distinct geographic 

regions in Europe.  

 

Figure 3 –Age distribution for initial feasibility study 

Conclusion 

A web based system, AlleRiC has been developed and now 

enables reporting of suspected allergic reactions to food in 

near-real time. The system has been used in a validation study 

with 39 adults from the UK and Ireland who have diagnosed 

food allergies – successfully reporting historical reactions and 

evaluating the system. The system is now deployed in a pilot 

study in the UK and Ireland where participants are reporting 

reactions prospectively in near real time. 

As more people spend more of their lives online there is an 

epidemiological opportunity to tackle recall bias in ways that 

might otherwise increase sampling bias due to diferences in 

technology access. We have used this e-epidemiology tipping-

point to address a big gap in food allergy knowledge. 
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Abstract 

Medical nutrition therapy has a pivotal role in the 

management of chronic gastrointestinal disorders, like 

chronic pancreatitis, inflammatory bowel diseases 

(Leśniowski-Crohn’s disease and ulcerative colitis) or 

irritable bowel syndrome. The aim of this study is to develop, 

deploy and evaluate an interactive application for Windows 

and Android operating systems, which could serve as a digital 

diet diary and as an analysis and a prediction tool both for 

the patient and the doctor. The software is gathering details 

about patients’ diet and associated fettle in order to estimate 

fettle change after future meals, specifically for an individual 

patient. In this paper we have described the process of idea 

development and  application design, feasibility assessment 

using a phone survey, a preliminary evaluation on 6 healthy 

individuals and early results of a clinical trial, which is still 

an ongoing study.  Results suggest that applied approximative 

approach (Shepard’s method of 6-dimensional metric 

interpolation) has a potential to predict the fettle accurately; 

as shown in leave-one-out cross-validation (LOOCV). 

Keywords: 

Personalized medicine; nutritional therapy: machine learning; 

chronic gastrointestinal disorders. 

Introduction 

The experience of pain and complaints associated with 

gastrointestinal disorders determines patient's fettle and has an 

impact on the recovery rate. Nutrition therapy, although 

complex in nature, has a meaningful role in various 

gastrointestinal disorders such as chronic pancreatitis [1], 

inflammatory bowel diseases (Leśniowski-Crohn’s disease 

and ulcerative colitis) or irritable bowel syndrome.  

Pancreatitis is commonly defined as a continuous, chronic, 

inflammatory process of the pancreas, characterized by 

irreversible morphologic changes. For the majority of patients 

with chronic pancreatitis, abdominal pain is the most common 

symptom. This intermittent pain may worsen after eating or 

drinking. There is a sizeable list of reported etiological factors 

of pancreatitis which can be categorized into: (1) toxic and 

metabolic (connected mostly with alcohol intake), (2) genetic, 

(3) autoimmune, (4) recurrent acute or severe acute 

pancreatitis, (5) obstructive and, lastly, (6) idiopathic. 

According to a paper from 2008 by Shallu et al. the main 

issues in chronic pancreatitis are exocrine insufficiency and 

pain – which are also the two main reasons of diet regime and 

malnutrition in pancreatitis patients. Unquestionably, the 

dietary regime can soothe inconveniences and thus self-

control is as crucial as clarity of recommendations [2]. 

However, guidelines may not be appropriate for every 

individual, thus personalization is needed. Lack of the 

individualization can affect directly the compliance, as 

guidelines are usually complex and can be misinterpreted by 

patients. Personalized therapy applied in other scenarios, has 

recently shown positive results [3, 4, 5]. 

Individualized diet can increase fettle and improve the 

compliance of patients suffering from chronic gastrointestinal 

disorders. Diet-related patterns are also being constantly 

searched for in inflammatory bowel diseases and in the 

irritable bowel syndrome. This is driven by the fact that 

etiology of these diseases is still unclear.  

The aim of this study is to develop and evaluate a solution 

with the purpose of supporting patients’ self-control and 

adjust diet to the best possible fettle based on an 

individualized machine learning model. The proposed solution 

iscalled – PancreApp (fig. 1). 

 

Figure 1 – Logo of PancreApp project. 

Materials and Methods 

This paper describes the process of idea development and 

application design, feasibility assessment using a phone 

survey, preliminary evaluation on 6 healthy individuals and 

the earliestresults of the clinical trial, which is still an ongoing 

study (21 patients involved so far). 

Idea development and application design 

PancreApp is designed as a multiplatform, cloud-based digital 

diet diary, which not only enables regular control of the 

disease, but also tries to predict diet-related changes of fettle 

using computational methods. The application  considers the 

details of diet and associated disease manifestations as input. 

The aim of the data processing is to provide patients with an 

individually computed multidimensional profile of their 
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disease which can be applied in the estimation of fettle for the 

next meals. In this model continuous acquisition of new data 

enables constant calibration of prediction; in general a concept 

of machine learning algorithms. (fig. 2) 

 

Figure 2 – Graphical representation of PancreApp core 

concept. 

We developed two distributions of the software. The first one, 

for Microsoft Windows OS (using C# programming language 

based on .NET Framework CRL, Microsoft Visual Studio 

2013 Professional) and the second one - a mobile version for 

Android OS users (JAVA programing language). 

Applications, being in bilateral connection with server 

(python-based, HTTPS protocol, XML format), allow the user 

to use software in every scenario. The application is 

harvesting data as the user is determining the diet and fettle 

after the meal (on a scale). 

Entering data is facilitated by the fact that food products 

available in the market are almost always described 

quantitatively, based on basic ingredient content. It offers  a 

possibility to count how much of the basic compositions (fat, 

carbohydrates, fiber, proteins and energy) the users  consume 

during a selected meal and also provides patients with a 

possibility to archive their diet faster (via simple selection, 

rather than manual calculation). Our product database 

contains over 2200 products that are available in the Polish 

market. When the diet is known, users can define their fettle 

(associated with a particular meal). The fettle can be 

determined by the user on a scale from 1 to 10 (where 10 is 

the best) and should reflect the severity of symptoms. 

Screenshots of the general user interface are shown in figure 

3. 

The application, in addition to the prediction model, contains 

a reach analysis module wherein the patient can find statistics 

and charts visualizing his diet. The user can ,for example,   put 

together the amount of of consumed fat and the associated 

fettle. This particular relationship may be clinically relevant in 

chronic pancreatitis.  

The prediction model allows the user to estimate the fettle of 

future meals based on previous meals and fettle (training set). 

Its screenshot is presented in figure 4. Among all the methods, 

we were looking for a simple one that would give users results 

quickly, even on devices where central processing units have 

low clock rates. -, PancreApp’s prediction model is using 

Shepard’s method of 6-dimensional (multivariate) metric 

interpolation; as inverse distance weighting is the simplest 

interpolation method. Specifically, multi-dimensional 

euclidean distance is calculated and then applied for 

weighting. Fettle is predicted on the previously described 

scale and its value is specific for each patient.  

 

Figure 3 – Screenshots of PancreApp’s general user 

interface. Right-sided pictures present the application for 

Microsoft Windows OS, left – for Android OS. 

The latest version of the application is available for 

MEDINFO participants to download and test. Links are 

attached in the references. [6] 

 

Figure 4 – Example of prediction. 

Preliminary evaluation 

Preliminary evaluation has been conducted on 6 healthy 

individuals that were using the software on a daily basis for 2 

weeks. We focused on a comparison of relative difference 

between a real fettle set by the user and a potential prediction 

that could be calculated using the rest of the training set. This 

applied technique is henceforth referred to as the leave-one-

out cross-validation (LOOCV). STATISTICA (StatSoft Inc.) 

and our proprietary software were used for data analysis. 

We have also conducted a phone survey on 9 patients with 

chronic pancreatitis after pancreatic drainage/resection during 

the last 3 years to assess if the proposed idea reflects the needs 

of the target group. We asked about pain, depression (PHQ-

9), food intolerance and access to a personal computer or to a 

mobile phone with Android. 

Clinical trial 

Since October 2014 this project has been financed by the 

Polish Ministry of Science and Education as a grant for 

student researchers. We enrolled adult patient-volunteers with 

chronic pancreatitis, inflammatory bowel diseases 
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(Leśniowski-Crohn’s disease and ulcerative colitis) or irritable 

bowel syndrome. The only requirement was possessing a 

device with continuous access to the internet and the 

completion of the application tutorial. Enrolled patients were 

randomly divided into the control and experimental group and 

were then  using the application for the 3 following weeks. 

The experimental group was able to use the prediction model, 

while the control group could use PancreApp only as a simple 

diet diary. At the beginning and at the end of the trial we 

measured patients’ basic physical parameters and PHQ-9 

score (assessment of depression that may affect compliance). 

To this day, 21 out of 100 patients (planned) have been 

enrolled into the trial, while 10 of them have finished it. In the 

analysis we want to assess how well this algorithm can predict 

fettle (by correlation coefficient and root mean squared error 

as well as LOOCV), how often  the prediction model is used 

(frequency) and if patients experience time-related changes in 

fettle. We also want to analyze z-scores of fettle, compared to 

the amount of consumed basic compositions. 

Results 

During preliminary evaluation, the study group consisted 

mainly of young people with normal BMI (mean: 20.06; mean 

age; 24.3; mean energy consumed: 1408.4 kcal). Related-

Samples Wilcoxon Signed Rank test showed that median 

difference between the well-being (fettle) value described by 

the tester and the well-being value predicted using Shepard’s 

algorithm (based on all data except for tested; LOOCV) was 

not statistically significant (p=1.00). The absolute error of 

prediction was equal to 0.6454, while the relative error of 

prediction equaled 7.59% of fettle value. 

The survey showed that studied patients with pancreatitis 

(mean age: 52.4) have a depression according to PHQ-9 score 

(fractions: minimal 0.11 vs. mild 0.55 vs. moderate 0.33). 

Food-specific intolerance was noted by 8 out of 9 surveyed 

patients. All surveyees were interested in participation. Only 

one of surveyed patients had a phone with Android OS. The 

rest of the patients would prefer using PC with Windows OS. 

In this paper we would also like to describe the early results of 

the clinical trial that will end in May 2015. As described 

above, 10 patients finished the trial so far, however only 4 of 

them completed it successfully (used the application over the 

full testing period). The analysis of patients who dropped out 

has shown that 2 out of 6 patients were using the application 

irregularly (despite of reminders), 3 out of 6 never used the 

application after training meetings and were unreachable for 

further contact, while one patient was affected by a 

compatibility issue between .NET Framework 4.5, ClickOnce 

installer and Windows XP. None of the enrolled patients have 

, so far, decided, to use the Android version of the application. 

There was no significant difference between patients who 

completed the study and patients who dropped out, also in the 

PHQ-9 score. Patients presented a mean age of 29.8, weight 

of 68.6 kg, height of 176.2 cm and PHQ-9 score of 8.  

The analysis of the 4 patients who have completed the trial so 

far, has shown good properties of Shepard’s method. Two of 

those patients have Crohn’s disease, one has ulcerative colitis 

and one  irritable bowel syndrome. The chart in figure 5  

presents the comparison  between the predicted value of fettle 

and the real one, set by the user. Please note the distance 

between native data and ideal prediction showed by the red 

line. It is visible that a 95% confidence interval of regression 

almost contains the line of ideal prediction. The root mean 

squared error is equal to 0.80, while Spearman's correlation 

coefficient between predicted and real values is equal to 0.87 

(p=0.000). Time-related changes and the usage of the 

prediction model will be assessed when the trial is completed. 

The performed analysis considered only whole days, without 

division into separate mealtimes. 

 

Figure 5 - Comparison  between the predicted value of fettle 

and the real one. The solid thick line presents ideal prediction 

(f(x) = x), while the thin one (with concomitant dashed lines) 

shows the linear regression (and 95% confidence intervals). 

Analyses were performed for whole days. Please note that 

days without determined fettle change were excluded. 

Discussion 

Doctors of medicine frequently complain about therapeutic 

compliance. Lack of faith in treatment is one of the factors 

predisposing  reduced compliance [7], while the therapeutic 

effect may be strictly dependent on feedback from a patient. 

PancreApp targets both problems. Machine learning and data-

mining techniques are very promising and widely used in 

various aspects of science. The algorithm applied here is one 

of the simplest. It can, however,  be quickly deployed in an 

everyday scenario (on low-end devices). It is also necessary  

to notice the need to test and compare different regression 

methods on data harvested from this study (retrospectively). 

So far, the idea of PancreApp is appreciated by  patients and 

doctors. Despite the fact that we have analyzed early results, 

from a clinical point of view the prediction accuracy of 

PancreApp is good. However, several limitations should be 

noted. Firstly, usage of fettle as a self-assessment of clinical 

state is disputable, and modern medicine is going to be 

focused  on the quality of life rather than on  simple survival. 

Also, the Hawthorne effect, or selection and technology bias 

cannot be excluded as a convenient sample is being enrolled. 

Patients without basic computer skills cannot either benefit 

from this study. However, based on the results, PancreApp 

seems to be intuitive enough for usage. Current compliance is 

in the expected range, as all patients (qualified so far) are in a 

remission state.  

It is also notable that not  one patient has chosen an Android 

device so far (even if they have such an opportunity), 

suggesting that personal computers are more approachable 

when it comes to complex data entry. 
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Conclusion 

In this paper we present an innovative approach to 

computational individualization of nutritional guidelines. 

Early results  from evaluation have shown that the applied 

approach has a potential to predict the fettle accurately and 

with low error. A possible broad spectrum of application 

(pancreatitis, obesity, kidney and liver disorders) encourages 

us not only to finish the current trail, but also to check 

whether PancreApp could be applied in different scenarios 

(diseases). Furthermore, PancreApp can be used in evidence 

based medicine  as an easy available data-gathering service. 

The main advantage is the flexibility achieved by 

individualized models. Data collected by this tool could also 

be used in retrospective analysis of studied disorders, and as a 

source of valuable inferences. The software has been 

approved by the local ethical committee. More details about 

the project can be found at www.pancreapp.pl 
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Abstract 

According to facts given by the World Health Organization, 

one in ten deaths worldwide is due to an external cause of 

injury. In the field of pre-hospital trauma care, adequate and 

timely treatment in the golden period can impact the survival 

of a patient. 

The aim of this paper is to show the design of a complete 

ecosystem proposed to support the evaluation and treatment of 

trauma victims, using standard tools and vocabulary such as 

OpenEHR, as well as mobile systems and expert systems to 

support decision-making. Preliminary results of the developed 

applications are presented, as well as trauma-related data 

from the city of Cuenca, Ecuador. 

Keywords:  

Clinical Decision Support Systems; Emergency Medicine; 

Mobile Applications; Injuries. 

Introduction 

Trauma is considered a pandemic worldwide that mostly af-

fects young persons. Therefore, it has a negative impact on the 

production system of any nation [1][2]. This situation is not 

different in Ecuador, where since 1995 the injury burden has 

been documented in a national statistics database [3][4][5]. In 

this database, external causes of injury are not grouped as a 

single category, but rather are identified as separate etiologies 

such as traffic accidents, falls, violence, burns, animal bites, 

among others [6][7]. 

According to the Ecuadorian Institute of Statistics and Census 

(INEC), in 2011, the leading cause of death was diabetes 

mellitus with 7.15%, while land transportation accidents were 

the fifth leading cause, and homicides occupied seventh place. 

f we add up all the traumatic events, trauma becomes the 

leading cause of mortality at 8.76% [8]. 

For almost two years now, trauma care in the province of 

Azuay ha-s been provided at the Vicente Corral Moscoso 

Regional Hospital, by an Integrated Security System (SIS 

ECU 911) [9], which coordinates relief agencies in pre-

hospital care (PHC) such as the Ministry of Public Health 

(MSP), the Fire Department, and the Ecuadorian Red Cross. 

During this period, trauma-related emergencies corresponded 

to 46% of all care provided, and 70% of this was managed at 

the public health hospital [4].  

On those grounds, we have analyzed the interaction between 

the pre-hospital primary attention services and the transfer to 

the hospital. Based on this general analysis (response times, 

false trauma alerts, etc.) we have determined that the 

communication system between ambulances and hospitals 

requires improvements. Therefore, implementation of an 

improved data transmission system was undertaken. The aim 

of this paper is to describe how an ecosystem-related software 

can accomplish this improvement in patient care. Likewise, in 

this paper we will present preliminary results of the first 

support application developed; a mobile tool to improve the 

trauma data collection, communication with the hospital, route 

planning, and arrival estimation. 

The rest of the paper is organized as follows: first, we present 

a general overview of the proposed ecosystem and its main 

components. Next, we detail the experiment we carried out as 

well as the preliminary results. Thereafter, we present some 

relevant research and discuss some applications of information 

systems for decision support and trauma care. Finally, our 

conclusions and future work are presented. 

Methods 

Trauma care is a complex field that currently requires an 

integrated solution able to face a wide spectrum of needs such 

as the following: 

• Provide effective pre-hospital attention with the aim of 

reducing mortality. 

• Raise awareness in people that are more prone to suffer 

accidents related with trauma (persons under 45 years). 

• Have robust mobile systems to provide primary 

healthcare services during accidents. 

• Have Information and Communication Technology (ICT) 

-based tools to support the learning process of medical 

students. 

• Use standardized vocabulary with the aim of sharing and 

exchanging the patient's information. 

• Use knowledge-based models for storing the clinical 

information. 

On those grounds, we have designed an ecosystem that relies 

on a MLST system (mechanism of injury, suspected lesions, 

vital signs and effected treatment), and is able to manage 

critical information from pre-hospital care. Likewise, our 

proposal includes a prototype for the automatic capture of 

vital signs from equipment present in the ambulance, and an 

intelligent system with decision-making algorithms for the 

categorization of severity of trauma and prioritization of 

trauma alert. The captured information of the patient and 

his/her medical condition is sent to the nearest hospital as well 

as the geographical position of the ambulance, and the arrival 

time. 
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With the aim of providing complete support for trauma care, 

bearing in mind the needs mentioned above, we have designed 

a comprehensive ecosystem named SINATRA (Intelligent 

System to Support Trauma, for its acronym in Spanish). This 

model (Figure 1) relies on a layer-based approach that easily 

allows integrating more modules/services to cover new areas 

of trauma care, and supports the requirements of doctors, 

paramedics, students, and patients. The main objective of our 

ecosystem is to provide support to carry out activities and 

tasks that require decision support, and services to share, 

exchange and analyze information related to trauma care. 

 

Figure 1– The proposed ecosystem for trauma support. 

In this section we will provide a general description of the 

elements that make up the ecosystem as well as the 

preliminary achieved results using the mobile application. 

Support tools based on ICTs 

This layer is based on a set of ICTs tools that provide the 

interfaces to register medical information, access knowledge 

databases, and perform training with medical students: 

• The mobile support environment is a set of mobile 

applications that provide support in the execution of 

several tasks such as registering critical information 

generated in the ambulance (pre-hospital care), remote 

patient monitoring, and registering and analyzing 

hospitals infrastructure for trauma care (staff, equipment, 

protocols, etc.). 

• The telemedicine KIT  is an electronic device that records 

patient vital signs (respiratory rate, blood pressure, pulse, 

and oxygen saturation) when he/she is being transported 

to the hospital. 

• In order to manage the information stored in the 

knowledge database, the ecosystem includes a web 

information system. This tool is used to query a database, 

register new cases, generate reports, provide statistics, 

and support some data mining tasks like cluster creation 

according to several variables (geographical area of 

accident, demographic patient information, type of injury, 

etc.). Some components are based on OpenEHR 

archetypes and templates (www.openehr.org). 

• With the aim of reinforcing some learning activities as 

well as raising the awareness about trauma, the ecosystem 

includes a learning environment based on augmented 

reality and virtual reality (AR/VR). This environment can 

be used during classes at universities, or awareness 

campaigns for young drivers, seniors, and the general 

population. 

Knowledge management and representation  

This layer relies on a set of interfaces and provides several 

services to manage information. Additionally, in this layer it is 

possible to incorporate intelligent modules to cover areas 

related with machine learning, decision support, pattern 

recognition, data mining, and learning support, among others. 

Some of the most relevant elements are the following: 

• The decision support system uses decision trees, neural 

networks and case-based reasoning to support decision-

making in various aspects such as determining the type of 

alert that is sent to hospital after pre-hospital care 

(analysis of trauma, patient condition, etc. ), allocation of 

resources for patient care (both human and material), as 

well as diagnosis and treatment. 

• The trauma knowledge domain contains a complete set of 

protocols, procedures and trauma-related ontologies 

(initial management of trauma, shock, traumatic brain 

injury, infections, etc.). 

• With the aim of providing the necessary tools to access to 

knowledge bases and share information with applications 

from other platforms, the ecosystem includes a set of 

information exchange services. These services include the 

templates generated from archetypes, exporting 

functionalities, and querying functions, among others. 

• For a medical student that is in the academic training 

phase, it is very important to address real cases related to 

specific trauma situations. For this, our proposal 

incorporates an information system for academic tutoring 

that - can - generate random cases of patients with 

different cases of injuries. With the aim of saving the 

patient life or provide adequate treatment, the student 

should make a decision, according to the presented 

information. The system will rate the decision and will 

present a valid solution. 

Knowledge database 

• The OpenEHR archetypes allow us to model the different 

procedures, observations, instructions and data required to 

register information related to trauma. Figure 2 depicts an 

example of an archetype for a case of monitoring a blunt 

traumatic injury. 

• In the clinical data repository, all information coming 

from different sources (prehospital, hospital, diagnosis, 

treatment, etc.) is consolidated. 

• The standardized vocabulary contains the codes of 

classification and coding of diseases and a wide variety of 

signs, symptoms, abnormal findings, complaints, social 

circumstances and external causes of injury and/or illness. 

Results 

MOSPA is an Android ® application that is part of the mobile 

support environment of the proposed model. This application 

allows us to record the most important patient information 

from the MLST system (mechanism of trauma, suspected 

injury, vital signs, and treatment performed such as CPR, 

endotracheal tube placement, etc.). The pregnancy status and 

gestational age, among other prehospital information is also 

incorporated. In addition, the application  cancalculate the 

type of alert (severe, mild or none) to be sent to hospital 

personnel and estimate travel time from the scene to the 

hospital (using Google® maps). The total number of variables 

that are handled by the application is 29 (according to MLST). 

Figure 3 shows an example of the process that allows us to 

determine the kind of alert that must be sent from the 

ambulance to the receiving hospital. As shown, the system 

must analyze the values of each variable of MLST and how 

they are combined (two or more critical values, two or more 

C. Timbi-Sisalima et al. / An Intelligent Ecosystem for Providing Support in Prehospital Trauma Care330



non-critical values, etc.). For example, whenever a patient 

presents arterial hemorrhage or major bleeding, the system 

must automatically send a critical alert to the hospital. 

Likewise, whether a patient has lost more than 500cc of blood 

and has been unconscious for more than five minutes, the 

system will send a critical alert. 

To verify the tool, we conducted a laboratory pilot test with 32 

participants who were trained in the use of the application. As 

a first step, random searches of trauma cases were generated, 

and then participants were requested to record such cases in 

the mobile application. As the participants filled-in all 

information of the cases, the time taken to record each was 

measured. This is illustrated in Table 1. 

 

Table 1– Preliminary evaluation results of MOSPA. 

Element Value 

Participants 32 

Average filing time 59 seconds 

Average number of errors 

comited 

7 

 

As we can see, the average time is about one minute, which is 

an encouraging result, since the participants involved are not  

 

professional paramedics, and this allowed us to establish that 

the application is an excellent alternative to be used in 

ambulances. To the best of our knowledge, the MLST system 

is commonly applied for trauma attention by using air 

transport. The maximum time to enter the information of 

trauma in these cases must be no more than one minute. 

Therefore, we consider that for terrain transportation of 

trauma patients, the time should be similar. 

Figure 4a depicts a screenshot of the window that allows entry 

of information related to pregnancy. Figure 4b showed the 

route and estimated time of arrival of the ambulance to the 

receiving hospital. 

Discussion 

Today, intelligent systems have become a tool that supports 

the most diverse areas of science, providing various services 

such as support in decision-making, information discovery, 

pattern analysis, and artificial vision, among others. Just one 

of the sciences where such systems can provide important 

support is medicine because of the wide range of existing 

knowledge and the complex problems that must dealt with 

every day [10]. Existing developments are varied and include 

the application of various techniques related to the fields of 

engineering and especially with artificial intelligence. 

 

Figure 2 –  Partial view of an OpenEHR archetype to perform the inspection of blunt traumatic injury (source: openehr.org). 

 

Figure 3– Logical process to determine the kind of alert that will be sent to hospital. 
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Figure 4 – (a) Screen capture of registration of pregnancy 

information, (b) Route and estimated time of arrival. 

 

A report presented by Fitzgerar [11] aims to demonstrate that 

computer systems for decision support can reduce errors 

during the first 30 minutes of resuscitation when trauma 

occurs. Also, Han [12] presents a study on the use of expert 

systems to monitor biometric signals of patients who are at 

home.  

Other areas of study on expert systems to support decision 

making in medicine focus on the following lines: 

• Analysis and prediction of adult patients with intracranial 

hemorrhagic trauma (HIT): Nishijima conducted a study 

where an expert system based on rules to determine 

whether patients over 18 Years with HIT should move to 

the ICU [12]. The developed system used a set of rules 

derived from classification and regression trees and 

obtained promising results. 

• Early diagnosis of cervical vascular injuries: Purvis [13] 

proposed using decision trees for the early detection of 

blunt cervical vascular injuries. Based on this research, the 

prevention of such injuries is expected, therefore should be 

improved outcomes for patients. 

As shown, the proposed ecosystem could effectively replace 

the existing system given that the paramedics (in Cuenca) 

currently use only radio communication, and the staff hospital 

can not monitor in a real-time the patient condition. Likewise, 

currently the ambulance conductor provides an estimation of 

arrival time, but does not have automatized support to 

determine the nearest hospital or the best route to follow. 

Conclusion 

To the best of our knowledge, currently, Ecuador does not 

have an integrated environment to provide support at the 

different stages in trauma care. It is crucial to consider all 

actors involved in this process (doctors, paramedics, support 

staff, patients and their relatives), and try to optimize the 

response time and resources required to provide effective 

trauma care. We believe that the ecosystem described can be 

utilized as a tool in the process of managing and sharing 

information related to patient care. 
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Abstract 

Current self-quantification systems (SQS) are limited in their 

ability to support the acquisition of health-related information 

essential for individuals to make informed decisions based on 

their health status. They do not offer services such as data 

handling and data aggregation in a single place, and using 

multiple types of tools for this purpose complicates data and 

health self-management for self-quantifiers. An online survey 

was used to elicit information from self-quantifiers about the 

methods they used to undertake key activities related to health 

self-management. This paper provides empirical evidence 

about self-quantifiers’ time spent using different data 

collection, data handling, data analysis, and data sharing 

tools and draws implications for health self-management 

activities. 
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Introduction 

A self-quantification system (SQS) is a tool for capturing 

personal data and an application for processing that data (e.g., 

analysing and visualising) according to an individual’s 

objectives. SQS have the potential to track and measure 

various health aspects, such as sleep, weight, diet, and 

physical activity, and may offer opportunities for self-

quantifiers to change behaviours and attitudes toward health 

self-care. In one study [1], 69% of US adults said that they 

tracked themselves, and 46% of those reported changing their 

behaviour based on the collected data.  

There are two types of SQS: A primary SQS collects data 

directly from the users; health-related examples are 

MoodPanda for tracking mood and iBGStar for monitoring 

blood glucose. A secondary SQS can aggregate data delivered 

by multiple primary tools or apps, to facilitate data analysis; 

TicTrac, BodyTrack, and Argus are health-related examples 

[2].  

Self-quantification for health consists of two main stages of 

activities in which a self-quantifier not only collects personal 

health measurements, but also manages and transform these 

data into actionable knowledge [2]. The first stage, data 

management, involves a chain of activites that are necessary 

to establish, use, and maintain a mapping between the 

individual’s objectives and the information available. The 

second stage is health management; here the knowledge 

obtained from self-quantification is activley transformed into 

the desired health outcomes, a process that may be called 

health activation [3]. In these activities, the person attempts to 

establish self-awareness of one’s health and functional status 

to actively engage with maintaining or improving it. 

Aggregating data from different devices and apps is a major 

facilitator in gaining a holistic view of one’s health-related 

indicators [4]. 

To undertake this chain of activities for health data self-

management, a self-quantifier may use multiple unconnected 

primary and secondary SQSs, and also ancillary tools – such 

as iPhone note apps, Microsoft Excel spreadsheet, or 

Dropbox. With their data and services scattered among 

different tools self-quantifiers may devote significant time for 

these activities. The aim of this paper is to characterise the 

experience of using combinations of such tools, particularly 

its impact on self-quantifiers’ time and data, and to draw 

implications for health self-management and health activation. 

Methods 

Sample and demographic characteristics 

An international online survey was conducted from December 

2013 to March 2014 to elicit information from adult self-

quantifiers, about the methods they used to perform key 

activities related to health data self-management - data 

collection, handling, analysis and aggregation, and sharing. 

Participants were recruited through  Quantified Self meetup 

forums, Twitter, Facebook, and LinkedIn. People who used 

one or more self-quantification tools or apps as part of their 

health self-care were included. 103 individuals provided 

sufficient information for analysis. 

Respondents from USA were the highest proportion (60%), 

followed by Australia (11%). Nearly two thirds (62%) were 

aged between 20 and 39 years. 75% were male. Almost one 

third (32.3%) had completed high school or equivalent; the 

rest had at least a university undergraduate degree. 68% 

reported good to very good health status. The top three 

motivations to use SQS were: to know if a certain health-

related variable could affect another variable (64%); to find 

answers to specific questions related to health (62%); to 

proactively minimise possible future health problems (61%). 

The Eurostat's ICT (information and communication 

technology) model [5] was used to classify respondents into 

high (53%), medium (39%), and low (8%) level of ICT skills. 

From the surveyed self-quantifiers, 89% used at least one 

tangible tracking device for self-quantification whereas 11% 

used only apps. The most popular primary tangible self-

quantification devices were for tracking and quantifying 

physical activities, sleep, weight, calories burned, and diet: the 

Fitbit collection (e.g., Fitbit Ultra, Fitbit One, Fitbit Zip, etc.) 

with nearly 25% of the respondents; followed by Withings 
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tools (e.g., Withings scale, and Withings activity tracker) with 

19%; and Jawbone Up with about 12%. The most popular 

primary tracking apps were 80Bites (for tracking food 

consumption), 42Goals (for tracking personal life goals such 

as quit smoking, lose weight, and reduce coffee consumption), 

and Moves (records walking, cycling, and running activities 

through step counter), among approximately 13%, 11%, and 

9% of respondents respectively.  

The most popular secondary self-quantification tool was 

BodyTrack (20% of respondents). In addition, two types of 

ancillary tools were used for collecting data and for handling 

the generated datasets. The most popular ancillary tools for 

data collection were diary apps such as Evernote, Microsoft 

One Note, and iPhone note apps (30% of respondents). Most 

popular tools for data handling were cloud storage services 

such as Dropbox, SkyDrive, and Google Drive, collectively 

used by nearly one quarter (24%) of respondents. 

Statistical analysis 

Data analysis to address the specific aim of this paper focused 

on responses to survey questions about the amount of time 

spent to undertake the key activities of health data self-

management (i.e., data collection, handling, analysis and 

aggregation, and sharing). The survey devoted separate 

sections to each of the key activities where the participants 

were asked questions about the type of tools they used (i.e., 

primary, secondary, or ancillary); their experience in using 

these tools (i.e., less than 6 months, or 6 months or more); the 

frequency of tool usage (i.e., daily, weekly, or monthly) for 

these activities; the number of collected data types (such as 

blood pressure, weight, mood, coffee consumption, etc.); the 

methods used to collect these data (i.e., manual or automatic); 

and their ICT skills level. These questions represent a set of 

explanatory variables that were fitted in testing the statistical 

models.  

General linear model for continuous outcomes, and logistic 

regression for binary outcomes, were conducted by using 

SPSS 22 Mac version. To construct these models, a manual 

backwards selection approach was used. We started with set 

of candidate explanatory variables and eliminated variables 

with large p-values one at a time. We stopped once all the 

remaining variables had relatively small p-values. It is worth  

noting that building these statistical models did not use only a 

simple analysis of concepts; rather, it involved exploring a 

more complex concept through testing for a two-way 

interaction. This two-way interaction is often thought of as a 

relationship between an explanatory variable and outcome 

variable that is moderated by a third explanatory variable. 

Once a two-way interaction between two varables was found, 

the main effects of the explanatory variables are not discussed 

given the presence of these interactions. Bootstrapping results 

were examined to check the robustness of our models. Also, 

SPSS 22 was used to run descriptive statistics, frequencies, 

and cross-tabulations to determine related demographics.    

Due to the sample size limitation , we combined the two 

categories of medium and low ICT skills into one group (low 

to medium level). Also, the ICT skills level variable could not 

be fitted with other explanatory variables in a single logistic 

regression model. Adding this variable increases the number 

of categorical variables in the model which can result in 

empty cells and problems in model fitting. Therefore, two 

logistic regression models were built for these cases, one 

based on the ICT skills variable and the other including all 

other variables. 

Results 

Combined use of primary, secondary, and ancillary tools 

No survey respondents were using only primary SQS for 

health data self-management. Nearly a third used all types of 

tools, i.e. primary, secondary, and ancillary. Nearly 80% used 

three primary tools to collect health related data; however, 

51% stated that their primary tools did not offer the kind of 

data they needed and therefore had to use ancillary tools to 

collect the desired data. 

75% of respondents used another type of ancillary tool for 

handling the collected data from these primary SQS, for 

example, to organise the collected data into folders, import or 

export data, update data or files. 70% of respondents were 

performing most of the related tasks manually. Thus, over two 

thirds (68%) had lost files permanently, and over three 

quarters (77%) had failed to locate old files. 

75% of respondents used secondary SQS to aggregate the data 

generated from the primary SQS. In over a third (34%) of 

these cases the secondary tools did not connect automatically 

with the primary tools, requiring users to upload the datasets 

manually into the secondary SQS. 

Time devoted to data collection 

Survey respondents who used multiple primary and ancillary 

tools to collect the required data spent more time on average 

than those who used fewer tools. The data collection time was 

calculated by counting the cases that took over 10 minutes to 

acquire the needed data using these tools. For representation 

simplicity, we refer to this count with the symbol CTM 

(Count of Taking more than 10 Minutes). To measure the 

impact of using these tools on CTM, we identified a set of 

factors (explanatory variables) that had a statistically 

significant effect on the mean of CTM. These factors were: 

the number of primary and ancillary tools used for data 

collection; the number of collected data types; the method 

used to collect these data; and the ICT skills level. Three two-

way interactions between these variables existed in this model 

(see Table 1 model number 1). The first two-way interaction 

was between the number of tools used and the number of data 

types collected (by the primary and ancillary tools used). The 

second interaction was between the number of data types 

collected and the method used to collect these data(manual or 

automatic). The last interaction was the number of collected 

data types and the ICT skills level. For reporting the results of 

these two-way interactions, the main effects of the 

explanatory variables that involevd in these interaction are not 

presented in the Table 1.  

In a general linear model with the set of these factors and their 

interactions (Table 1 model 1), the effect of the number of 

tools on the mean of CTM was greater for users who collected 

relatively fewer types of data. For example, if the number of 

data types was five, and three tools (lower quartile) were used 

to collect these data, then the average CTM was 2.3; in 

comparison, adding one more tool (upper quartile) to collect 

these five data types increased the mean of CTM to 2.8  

(Figure 1-A). The mean of CTM increased with the rise in the 

number of data collected manually. For example, if the 

number of data types was eleven and all were collected 

automatically (lower quartile), then the mean of CTM to 

collect these data was 1.7; however, if two (upper quartile) out 

of these eleven data types were collected manually, then the 

mean of CTM activity was 2.9 (see Figure 1-B). Similarly, the 

M. Almalki et al. / Quantifying the Activities of Self-Quantifiers: Management of Data, Time and Health334



mean difference in time taken for data collection between 

users with low to medium ICT skills and users with high ICT 

skills was statistically significant (mean difference=1.65). On 

average, for collecting five types of data, people with high 

level ICT skills took less time (0.4) relative to those with low 

to medium ICT skills (2.4 ) (Figure 1-C).  

 

(A) 

 

(B) 

 

(C) 

Figure 1 - Effects of three different two-way interactions on 

the mean of count of taking more than 10 minutes 

Time devoted to data handling 

Using ancillary tools for data handling increased the time 

needed to complete the activity. To measure the tools’ impact, 

we identified three factors that had a statistically significant 

effect on the odds ratio of the duration of data handling. These 

factors  were: using ancillary tools for data handling; the 

frequency the tool usage; and ICT skills level. Two models 

were built to examine this, due to model fitting problems as 

explained previously. One model included the first two factors 

and the other included the ICT skills level. 

In the first logistic regression model, the odds of taking more 

than 10 minutes to complete the data handling activity were 

statistically significant - six times higher among users of 

ancillary tools relative to non-users (Table 1 model 2). With 

growing data volume, among people who used the tool less 

frequently (on a weekly or monthly basis), the odds of a 

longer duration of data handling activity were four times 

higher than among those who used the tool on a daily basis. 

In the second logistic regression model (Table 1 model 3), the 

effect of having low to medium ICT skills on the odds of the 

data handling duration was significant - 18 times higher 

compared to users with high ICT skills.  

Time devoted to data aggregation and analysis 

Self-quantifiers who used secondary SQS took longer times to 

perform this activity. To measure the impact of using these 

tools, we identified four factors that had statistically 

significant effects on the odds ratio of the longer duration of 

data analysis. These factors were: using secondary SQS; the 

number of collected data types; the method used to collect 

these data manually; and ICT skills level. There was a two-

way interaction between the number of collected data types 

and the method used to collect the data. These variables were 

fitted in two models (Table 1 model 4). One model included 

the first three factors and the two-way interaction, and the 

other included the ICT skills level. 

In the first logistic regression model, the odds of taking more 

than 10 minutes to complete this activity were five times 

higher among secondary SQS users relative to the non-users. 

People who manually collected multiple types of data took a 

longer time to analyse these data. The longer duration odds 

increased with each additional type of data collected manually 

(see Figure 2). For example, if the number of data types was 

eleven (third quartile) and all were collected automatically 

(Manual data collection=0), the odds ratio of data analysis 

duration (taking more than 10 minutes) was 2.04; in 

comparison, if two out of these eleven data types were 

collected manually (Manual data collection=2), then the odds 

ratio was higher (Odds ratio=6.79) (Figure 2). 

In the second logistic regression model (Table 1 model 5), the 

effect of having low to medium ICT skills on the data analysis 

duration odds was significant 17.6 times higher compared to 

users with high ICT skills. 

 

Figure 2 – Effect of the number of manually collected data 

types on the odds ratio of data analysis duration
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Table 1 – Results from statistical models 

Factors Description of Estimate 

Estimate 

Value P 95% CI 

Model (1): General linear model for the duration of data collection activity 

First interaction Difference in regression slope between ‘number of data types’ 

and ‘number of tools used to collect these data’ 

-0.073 0.012 -0.129, -0.017 

Second interaction Difference in regression slope between ‘number of data types’ 

and ‘method used to collect these data (Manual)’ 

0.044 0.041 0.002, 0.086 

Third interaction Difference in regression slope between group with ‘high’ ICT 

skills and group with ‘low to medium’ ICT skills 

0.126 0.024 0.017, 0.236 

  Model (2): Multiple binary logistic regression model for the duration of data handling activity 

Use ancillary tool  Odds ratio of taking more than 10 minutes in users compared to 

non-users groups 

6.368 0.001 2.268, 17.876 

Frequency of use Odds ratio of taking more than 10 minutes in users who used this 

tool less frequently (weekly or monthly) compared to frequent 

users (daily) 

4.061 0.004 1.556, 10.600 

  Model (3): Simple binary logistic regression model for the duration of data handling activity 

ICT skills Odds ratio of taking more than 10 minutes in users with low to 

medium ICT skills compared to high level users 

18.000 < 0.001 4.987, 64.971 

  Model (4): Multiple binary logistic regression model for the duration of data analysis activity 

Use secondary SQS  Odds ratio of taking more than 10 minutes in users compared to 

non-users  

5.362 0.001 1.905, 15.091 

Number of manually 

collected data (interac-

tion) 

Odds ratio of taking more than 10 minutes with increase in the 

number of data types collected manually 

1.244 0.016 1.042, 1.486 

  Model (5): Simple binary logistic regression model for the duration of data analysis activity 

ICT skills Odds ratio of taking more than 10 minutes for users with low to 

medium ICT skills compared to high level users 

17.600 < 0.001 4.872, 63.575 

  Model (6): Multiple binary logistic regression model for the duration of data sharing activity 

Use secondary SQS Odds ratio of taking more than 10 minutes in users compared to 

non-users  

31.829 0.003 3.282, 308.7 

Number of data collec-

tion tools (a) 

Odds ratio of taking more than 10 minutes when (a) increased by 

 

0.283 0.012 0.106, 0.758 

Method used for data 

collection (Manual) (b) 

Odds ratio of taking more than 10 minutes when (b) increased by 

 

3.281 0.003 1.512, 7.122 

Experience in using the 

tool (c) 

Odds ratio of taking more than 10 minutes when (c) increased by 

 

2.667 0.023 1.146, 6.207 

  Model (7): Simple binary logistic regression model for the duration of data sharing activity 

ICT skills Odds ratio of taking more than 10 minutes in users with low to 

medium ICT skills compared to high level users 

50.667 < 0.001 11.567, 221.936 

 

 

Figure 3 – The gap between data management activities and health management activities  
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Time devoted to data sharing 

Most self-quantifiers in our study (73%) shared their data and 

findings with other people using primary and secondary SQS. 

Multiple primary tools usage was found to reduce the time 

needed to perform this activity; however, using secondary 

SQS increased the duration of this activity. To measure the 

impact of using these tools on the odds of the increased 

duration of data sharing we built two models. In the first 

logistic regression model, the variables were: using a 

secondary tool; the number of tools used for data collection; 

the method used for data collection (e.g., manual or 

automatica); the degree of experience using these tools; and 

ICT skills level. 

The odds of taking more than 10 minutes to complete the data 

sharing activity increased 32 times in the secondary tools 

users compared to the non-users. On the other hand, the odds 

for longer duration reduced somewhat (0.3 times) for each 

additional primary tool the self-quantifiers used to share the 

data (Table 1 model 6). The range of the predicted estimates 

(confidence interval (CI)) of the odds of longer duration of 

data sharing when using secondary tools was wider due to 

limitation in the sample size. The odds of data sharing activity 

taking longer increased three times with additional types of 

data collected manually. The odds of longer duration also 

increased when self-quantifiers’ experience in using the tools 

increased (Odds ratio=2.6).  

In the second logistic regression model, the effect of having 

low to medium  ICT skills on the odds of data sharing activity 

taking longer was 50 times higher compared to users with 

high ICT skills (Table 1 model 7). 

Discussion 

This study offers a detailed understanding of the SQS usage 

experience for health data self-management activities. The 

results show that managing day-to-day health requires 

individuals to interact directly with the chosen tools to collect, 

handle, analyse, or share the generated data. The time needed 

to go through each of these activities towards achieving one’s 

desired health outcomes depends on the tools’ ability to 

provide the required information and services. Having high 

ICT skills can slightly reduce the amount of time self-

quantifiers have to devote to these activities. These findings 

are consistent with previous research studies [4, 6, 7]. 

Currently, few single primary self-quantification systems can 

support all information needs of a user. This limitation could 

generate a gap between the two critical stages of health self-

quantification (Figure 3). We argue that as the gap gets wider, 

a self-quantifier has to focus more on managing data instead 

of managing health; thereby, facing information and time 

limitations on taking an active role to turn the collected data 

into knowledge, and subsequently take informed actions. 

Additionly, using multiple types of tools could diminish the 

data quality and increase the risk of losing data (files). The 

senario gets worse when the individuals do not have high ICT 

skills. 

Conclusion 

Using multiple types of tools for the purpose of health self-

quantification complicates the health data management 

activities. In particular, it has implications for data and time 

management that pose challenges for  achieving good health 

outcomes. We suggest that a framework representing and 

describing all key activities in health self-quantification could 

be beneficial. Application developers and health researchers 

could use this framework to improve the design and 

evaluation of health self-quantification solutions. Healthcare 

providers could use this framework to determine the 

applicability of these solutions and plan their implementation, 

based on the expected outcomes. Thus our current research 

focuses on the development of a framework, based on the 

theories of behaviour changes and human interactions with 

SQS tools, allowing a comprehensive view of all the essential 

activities and components of health self-quantification 

practice. We are also conducting further empirical research on 

the relationship between self-quantifiers’ data management 

activities and health activation, to better understand the factors 

involved in their ability to achieve desired health objectives. 
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Abstract 

The use of mobile devices and healthcare applications is 

increasing exponentially worldwide. This has lead to the need 

for the healthcare industry to develop a better understanding 

of the impact of the usability of mobile software and hardware 

upon consumer and health professional adoption and use of 

these technologies. There are many methodological 

approaches that can be employed in conducting usability 

evaluation of mobile technologies. More obtrusive 

approaches to collecting study data may lead to changes in 

study participant behaviour, leading to study results that are 

less consistent with how the technologies will be used in the 

real-world. Alternatively, less obstrusive methods used in 

evaluating the usability of mobile software and hardware in-

situ and laboratory settings can lead to less detailed 

information being collected about how an individual interacts 

with both the software and hardware. In this paper we review 

and discuss several innovative mobile usability evaluation 

methods on a contiuum from least to most obtrusive and their 

effects on the quality of the usability data collected. The 

strengths and limitations of methods are also discussed. 

Keywords: 

Usability; Mobile phone; Mobile health; In-situ; Healthcare; 

Consumer informatics; Clinical informatics; Human factors. 

Introduction 

The use of mobile devices and healthcare applications among 

consumers and health professionals is rapidly increasing [1, 

2]. Athough there has been an exponential rise in the use of 

mobile devices in conjunction with m-health applications, few 

researchers have explored the methodological approaches and 

issues encountered when conducting in-situ usability testing 

(i.e. usability testing conducted in the setting of use) in 

environments where healthcare activities take place [1-3]. In 

this paper the authors will outline several innovative 

approaches to conducting mobile usability testing of mobile 

healthcare applications and their devices. This work will also 

include a discussion of the strengths and limitations of each of 

these approaches in the context of quality of data collection. 

Review of the Literature 

With the advent of mobile health or m-health, more and more 

health professionals and consumers are using mobile devices 

along with healthcare software applications (e.g. mobile 

devices that provide diet and excerise advice). Consumers are 

using these devices to self-manage their wellness activities 

(e.g. diet and exercise) as well as chronic illnesses (e.g. 

chronic obstructive pulmonary disease, hypertension). Health 

professionals are also using these devices to review, 

communicate and undertake health care activities (e.g. 

prescribing medications, reviewing clinical guidelines) [4]. 

Yet, even as the use of these devices has grown in the 

consumer and health professional space, there has been less 

attention given to evaluating the usability of mobile devices 

and their software applications in healthcare [5]. General 

issues in the usability testing of mobile devices and their 

software applications have been described by a number of 

authors, including Nielsen and Budiu [6], Weiss [7] and 

others such as Pearrow [8]. However, these works have 

focused on conducting laboratory-based studies with fixed 

recording of users using mobile applications in laboratory 

settings [6-8]. In addition, research is needed for exploring the 

usabilty of complex eHealth applications that involve 

understanding their use and usability under both laboratory 

and real-world conditions in healthcare contexts (e.g. 

hospitals, clinics) or in contexts where health is being 

managed (e.g. at home, at the gym or at work) [3-5]. We 

describe and compare a number of methods that we have 

employed in in-situ usability testing of mobile devices and 

healthcare applications in this paper.  

Review of Existing Materials and Methods 

We have employed several mobile usability testing 

approaches. The approaches also vary to the extent they are 

invisible or unobstrusive to the end user of the mobile device 

and the healthcare applications being tested. It has been our 

experience that some users may find being audio and video 

recorded to be obstrustive. Obtrusiveness may lead some users 

to modify their performance of tasks, improve their behavour 

in order to please the usability researcher, and/or limit their 

negative comments about the software features, functions and 

layout in order to “please” or to “not hurt the feelings” of the 

researcher. This is known as the Hawthorne effect. The 

Hawthorne effect can compromise the quality or 

representativeness of the study results. In our work, we have 

identifed that less obstrusive methods of audio and video 

recording user interactions with hardware and software 

devices leads to the collection of data that is more 

representative of real-world settings in terms of participant 

behaviour [9]. Yet, in the process of reducing the 

obstrusiveness of recording techniques, the quality of the data 

collected is diminished in some cases (such as losing data 

about finger and hand gestures) and may limit the researchers 

ability to identify all potential usability issues [10]. We have 

found that obtrusivness of recording methods exists on a 

continuum. There are a number of tradeoffs that exist when 

selecting an approach to usability testing where obtrusiveness 

is concerned. On one end of the continuum of obtrusivness of 

usability appraoches, the mobile device the user interacts with 
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is also used to audio record user’s “think aloud” 

verbalizations and video record healthcare software 

application screens (directly to the mobile device) as the user 

is interacting with the software. On the other end of the 

continuum, the usability researcher uses external (i.e. visible 

to the user and researcher) audio and video recording devices 

to collect user interactions (including finger and hand 

gestures) with the mobile device and the eHealth application 

under study. In between these two points on the continuum, 

we have differing levels of obtrusiveness of audio and video 

recording software and devices where user interaction with 

the eHealth application and mobile device is concerned. As 

the obstrusiveness of the recording methods increase so does 

their influence on participant behaviour which may become 

less representative with the user describing fewer usability 

problems in an effort to please the researcher. 

 

Figure 1 –Continuum of Obtrusiveness  

In addition, the approaches vary in the extent to which they 

can be effectively used to collect data in laboratory-based and 

in-situ settings. All of the approaches can be used in a 

laboratory settting (i.e. a room set aside for usability testing). 

Many of the approaches can also be used in-situ, depending 

on the tasks that the users will be asked to perform and the 

level of user mobility that is required to perform the task; for 

example, a physician user may be asked to perform a task 

typically done while sitting at a desk such as ePrescribing 

versus the nurse user having to move, bend over and stand 

while performing a task such as taking and recording a 

patient’s vital signs. 

Usability Testing with the Device as Screen and Audio 

Recorder 

Usability testing with a mobile device, where the device also 

audio records user verbalizations and records the screens the 

user is interacting with, is the least obstrusive of these 

approaches (see Figure 1, left side of the continuum). The 

mobile device provides the user with access to mobile eHealth 

applications and is also used to collect verbal and screen 

recording data (see the left side of Figure 2). In this way, the 

usability researcher can use the device to record the 

participant’s “think aloud” verbalizations and video record the 

screens the user moves through while performing the task (see 

the right side of Figure 2 for the Data View i.e. the view the 

researcher sees when playing back the recording for analysis).   

 

Figure 2 –Device as Screen and Audio Recorder 

There are a number of advantages to using this approach. In 

terms of hardware, only the mobile device itself is used, so the 

cost of conducting such usability tests is low: limited to the 

cost of the mobile device and the audio and screen recording 

application. The usability researcher installs the eHealth 

application, and the audio and screen recording application 

(e.g. Screen Recorder by ToySoft® on the mobile phone). The 

audio and screen recording application is used to record the 

user’s verbalizations and to record the eHealth software 

application screens as the user moves through the application 

(see Figure 2). The approach affords the usability researcher 

and user high levels of portability. The use of a single mobile 

device with a healthcare software application and audio/screen 

recorder allows the user to move freely in a laboratory or an 

in-situ setting, performing tasks that require walking or other 

types of movement (e.g. taking a picture of a surgical wound 

to document healing in the patient record). From an in-situ 

perspective, the usability researcher can easily bring the 

device into the users’ environment, begin the recording, and 

the user can use the device as he or she would in their 

healthcare setting. The ecological validity of this approach is 

very high as the environment, software and hardware are 

representative of what is used in the real-world. In addition to 

this, for studies of use of mobile eHealth applications in 

collaborative settings, each user may have the recording 

software deployed on their own mobile device, allowing for 

multiple recordings (that can later be synchronized during the 

analysis).   

The one significant disadvantage associated with using this 

approach is that the users’ finger, stylus or hand gestures, are 

not recorded so it is unclear as to exactly what the user is 

touching on the eHealth application interface (e.g. a button 

several times before the software responds), as this is not 

recorded (see right side of Figure 2). In addition to this, the 

impact of the mobile device on user activities is not fully 

known. In our studies, features of the hardware device may 

have an impact upon users’ perceived usability of the software 

and hardware and this information is not fully recorded as 

there is no external view of the participant handling the 

mobile device. It must also be noted that not all mobile 

devices have recording software that can be effectively used 

to capture the screens that the user is moving through and 

many mobile devices will not have sufficient room to store 

large files used in screen recording. Ideally, the device the 

consumer plans to use or the health care organization has 

mandated should be selected for the testing to ensure 

ecological validity and representativeness of the data [10,11]. 

Pilot testing [10] of the study data collection methods is 

recommended, including testing the mobile health application, 

mobile device and recording software to ensure no 

interactions between differing software and hardware lead to 

audio and video data being lost.     

Usability Testing by Mirroring to a Computer 

Along these lines, in cases where a mobile device has 

insufficient memory to store audio and screen recordings from 

the usability test or in cases where audio and screen recording 

applications are of insufficient quality to provide high quality 

recordings, devices can be mirrored to a computer (e.g. 

transmitting iPhone® or Samsung Phone® screens to a 

computer). Usability testing by mirroring a device screen to a 

computer or laptop computer remotely and then using audio 

and screen recording software installed on the computer can 

be done effectively to record audio and video data. In other 

studies, we have found that computer screens (including a 

mirror image of the mobile health or eHealth application 
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display) can be recorded using software installed on a 

computer. The approach is of higher cost as a laptop must be 

purchased; however, costs can be limited by using free 

software that can be downloaded off the web such as 

HyperCam® to record mobile device screens.   

We recommend pilot testing this approach prior to collecting 

usability data [10]. Care must be taken by the usability 

researcher to ensure that the mirror image of the device is of 

sufficient quality to provide video data, and a portable 

external microphone is carried by the user that connects the 

user and their device to the laptop with its audio and video 

recording software so as to fully capture think aloud 

verbalizations in conjunction with video data of the user 

moving through the eHealth software application screens  (see 

Figure 3).   

 

Figure 3 –Mirroring to a Computer 

The approach is more obtrusive than usability testing with the 

device as screen and audio recorder as the user is aware of 

the usability researcher reviewing the recording using a laptop 

and the user is physically wearing a portable microphone. 

However, the user is able to move freely when using the 

device (provided it is sufficiently close enough to the laptop 

for the computer screens and audio verbalizations to be 

recorded). Mirroring to a laptop does have a number of 

drawbacks – cost increases to conduct the test as the user now 

needs to use a laptop. In addition to this, less information is 

gathered as the researcher is unable to record user finger, 

stylus and hand gestures when touching eHealth application 

screens as they interact with the healthcare software. 

However, this approach takes care of the problem of not 

having enough space to record files on the mobile device, as 

the recordings are stored on the computer the mobile screens 

are mirrored to. 

Usability Testing Using a Headcam 

Head Cams can also be used to conduct mobile usability 

testing. Here, the individual wears a camera that is fixed to an 

adjustable strap that is worn on the forehead. As the user 

interacts with the mobile device, video and audio data are 

recorded by the headcam including finger and hand gestures. 

Usability researchers must take care when selecting a 

headcam when conducting this type of research. Headcams 

need to have audio equipment built in. Such headcams are 

currently available for purchase (e.g. the goPro® camera) 

with a high resolution and frame rate, thereby allowing for the 

usability researcher to capture user interactions with the 

mobile device and healthcare software application. The device 

is more obtrusive with it being worn by the user on their head. 

Alternatively, the device does afford the user participant 

greater mobility and it is possible to observe what the user is 

focusing on in terms of the mobile healthcare software. The 

user must be trained to position their head to ensure the 

headcam captures the mobile device screens and their 

finger/hand gestures for recording (see Figure 4). 

 

Figure 4 –Using a Headcam 

Here, the headcam improves the quality of the data collection 

by allowing the usability researcher to record how the user is 

interacting with the device (i.e. we can see the user touching 

differing user interface features and functions using a stylus). 

The approach is also reliant on only one device (the head 

mounted camera) so it requires limited equipment.  

Usability Testing Using Glasses 

We are currently adapting our approaches to using glasses that 

record audio and video for usability testing of healthcare 

applications. Our initial investigation suggests that such 

eyewear can be effectively used to collect information about 

what participants are viewing in addition to hand, finger or 

stylus movements (See Figure 5).   

 

Figure 5 –Using Glasses 

The advantage of the approach is that the researcher can view 

the world as the participant views it, and the participant is able 

to physically move while wearing the glasses. Our initial 

research has found that careful consideration must be taken 

when selecting the type of glasses that will be used in 

usability testing; for example, glasses should be selected with 

the ability to record audio and video data (as not all glasses 

record audio data). Attention must also be given to ensuring 

the glasses have sufficient storage space to collect the data 

that is being sought and there is a need to determine at what 

points downloading should take place. The glasses themselves 

must also be considered in terms of their usability and 

ergonomics. Some eyewears are difficult to position on the 

nose to fully record activities. Other glasses have been 

reported by users as difficult to wear. Some users find 

wearing glasses that can video and audio record to be 

irritating to the nose. As well, some glasses that record audio 

and video data do not respond well to participants head 

movements (i.e. the video may become choppy and may not 
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fully capture what the participant is looking at). Some that are 

able to record audio and video data may also have a headup 

display. The headup display provides information to the 

participant in the form of a transparent display. The user sees 

data in their visual field and does not have to look away in 

order to review the information, much as a pilot is able to 

continue looking forward at the data typically found on an 

instrument panel rather than needing to look down to view his 

or her instrument panel while flying an airplane [12]. The 

usability researcher must take into consideration if the headup 

display supports or distracts the user from focusing on the 

mobile device and healthcare application. Distractions may 

diminish the quality of the participants “think aloud” as they 

focus on the headup display instead of the mobile device. 

Lastly, some individuals use eye glasses for vision correction. 

Glasses used for audio and video recording usability data 

cannot correct a participant’s vision. Therefore, some 

participants may be excluded from being part of this study. In 

summary, careful consideration must be taken by the usability 

researcher when procuring and pilot testing [10] glasses that 

record video and audio data for the purpose of collecting 

usability data about mobile device and software application 

use. 

Usability Testing Using a Document Camera 

Mobile usability testing can also be done using newer, more  

portable document cameras [14]. Products such as the Hue® 

document camera can be easily taken to a in-situ setting and 

used for usability testing. The quality of document cameras 

has improved significantly over the past few years. They are 

smaller in size (approximately 25 cm long and 10 cm wide), 

have built in microphones, 10x the zoom function, can be 

adjusted to focus on any device, and can be plugged into a 

computer where the images and audio it captures is easily 

recorded (see Figure 6). 

 

Figure 6 –Using a Document Camera 

Document cameras offer a number of advantages. The smaller 

size of the camera allows for ease of portability and set-up in 

real-world settings, and the built in microphone no longer 

requires that the usability tester carry a microphone for 

capturing think aloud verbalizations [14]. A document camera 

has a number of advantages over the use of the device alone 

for usability tests, mirroring to a computer or mirroring to a 

video projector. Document cameras allow for recording of 

device screens, user hand and finger interactions with the 

software application as well as the mobile device. The 

document camera can be positioned to capture user 

interactions with the hardware and software. Some document 

cameras can be clipped to the device using plastic clips [14]. 

In capturing user interactions, the researcher is better able to 

link user activities involving the device to screen and audio 

recordings; for example, you can see what the user is touching 

with a stylus or their finger on the software application and 

this information is recorded. This approach does, however, 

require the mobile device to be located in a relatively fixed 

position, so its screen can be recorded by the camera (which 

makes it useful for laboratory style studies but less useful for 

studies where the user is moving around in a real or realistic 

environment). The methodology, although more intrusive, 

does provide additional insights as to what the user is doing 

with the software and the device. 

Usability Testing Mirroring to a Projector 

Early studies of mobile applications in healthcare focused on 

varying aspects of mobile device and software usability. For 

example, Kushniruk and colleagues found that the small 

screen size of a Personal Digital Assistant (PDA) could lead 

some users to make an error [11]. In this study, a statistical 

relationship between usability problems and medication errors 

was found by analyzing physician interactions with a mobile 

ePrescribing application installed on a PDA. The approach 

involved having end users of a prescription writing 

application (for use on a palm pilot) projected to a screen 

using an attachment called Presenter-to-go (which allows for 

connection of the mobile device to a data projector). Then, the 

usability researcher used a video camera to record both the 

computer screens and the audio of users while they interact 

with the ePrescribing application (see Figure 7).  

 

Figure 7 –Mirroring to a Projector 

This approach allows for recording of mobile device screens 

and audio of the participants’ “think aloud” verbalization, but 

requires a cable from the mobile device to the data projector. 

Usability testing mirroring to a projector is more obstrusive on 

the continuum of approaches, placing this method more to the 

right side of the continuum. Here, the user may become more 

aware of the presence of the video projector and the video 

camera. Also, the user is tethered to the projector and this 

limits what the user can do in terms of interacting with their 

environment (as they are limited by a cord), and less 

information is available about how the user is interacting with 

the mobile device (i.e. touching the screen). Using this 

approach requires more equipment, but as most of the 

equipment is normally available in most organizations it may 

be cost effective. Futhermore, the approach does not require 

installing software to record directly to the mobile device 

[11]. 

Discussion and Conclusion 

When conducting usability tests involving devices, usability 

researchers must consider a number of differing issues, 

obstrusiveness is one of them. The level of obtrusiveness is 
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important to consider as participants may may modify their 

behaviours when performing study tasks as they are aware of 

the presence of equipment. In our work we have found that 

less obstrusive approaches to gathering usability data improve 

the ecological validity of the study, while at the same time 

reducing the likelihood of there being a Hawthorne effect. 

Some less obtrusive approaches allow the user to move the 

mobile device and perform work activities more freely, but 

may not allow one to record stylus, finger or hand motions on 

the mobile device screen nor do they collect data about how 

the mobile device is held or used by the study participant (i.e. 

usability testing with device as screen and audio recorder, 

mirroring to a laptop, mirroring to a projector). Some more 

obstrusive recording approaches such as using a document 

camera may limit what the user can physicially do with a 

device, but will allow for recording of some more sedentary 

tasks such as entering medications into an ePrescribing system 

[11]. The headcam or glasses, although still obtrusive, may 

offer an advantage in that they allow for recording of user 

audio and video data involving hand gestures and finger 

touching where the healthcare software application and 

mobile device are concerned. Along these lines, some 

participants may find headcams and glasses to be a burden 

even though the recording method is less obtrusive than others 

used to collect data mentioned in this paper. There are 

advantages and disadvantages that need to be considered 

when planning for a study. Attention also needs to be paid to 

the types of tasks users will be asked to perform when 

identifying the best approach to data collection. For example, 

if the intent of the research is to study physicians using a 

Smartphone application that is used to for ePrescribing and 

there is interest in learning about how the device and the 

eHealth application work together, then using a document 

camera may be a solution. 

Other factors may also influence the researchers’ use of 

recording approaches. Availablity of screen and audio 

recording software for a Smartphone will determine if 

usability testing with the mobile phone as recording device 

can be employed as a methodology. Issues such as sufficient 

storage space for screen and audio recordings to be collected 

using a Smartphone is a concern. Some Smartphones do not 

have sufficient storage space to collect video and audio data 

from a usability session. As well, even if the Smartphone has 

sufficient storage space for usability recordings, the researcher 

needs to be able to determine at what point to download data 

to a computer or external hard drive from the device to free up 

space for continued recording. Use of laptops and video 

cameras to record data using mirroring overcomes some of 

these storage limitations. Cost is another aspect of mobile 

usability testing that needs to be considered. Using a 

Smartphone along with low cost screen and audio recording 

software is cost effective. The use of a headcam, glasses, 

laptop or a projector adds to the cost of conducting mobile 

healthcare research (if the equipment is not already in an 

organization). 

In making these choices, researchers need to consider the 

strengths and limitations of each of these recording methods 

and their impacts on user behaviour to fully capture the data 

that answer the researcher’s questions. From our work, we 

have also learned that pilot testing devices, study procedures 

and data collection approaches (audio and video) is key to 

avoiding any possible loss of data [10,13]. Also, a fullsome 

understanding of the tasks and activities that the user will be 

asked to perform will also influence selection of recording 

devices. For example, if the participant is asked to enter 

information into their mobile device while performing a 

physical activity (e.g. giving medication), the equipment that 

will be selected for use will differ from tasks where the user 

may be sitting (e.g. ePrescribing).  

In summary, obtrusiveness influences ecological validity and 

the quality of the study results. Less obstrusive methods of 

capturing usability data may lead to poorer quality data. 

Consideration of study design is key when selecting from a 

range of approaches and taking into account whether the 

recording devices are obtrusive. This is particularly important 

in healthcare where there are many contexts and settings of 

use for mobile applications and devices (e.g. tablet and 

SmartPhone). In our studies, we have typically employed 

more than one of the methods described in this paper in 

combination. Such a multi-method approach may be useful 

when studies are used to assess both detailed and fine-grained 

user interactions as well as understanding how mobile 

applications fit into complex healthcare workflows. 
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At the time of writing, the authors are unaware of any phone-

based cardiac rehab programs specifically for Indigenous 

communities, in Australia or internationally. Such programs 

may, however, be able to address the inequalities in provision 

of cardiac care due to flexible delivery of rehabilitation, health 

management and secondary prevention within the community.  

The mobile cardiac rehabilitation health program has three 

main components: 

– service delivery, encompassing the home care program, 

enrollment, the clinical portal and mentoring;  

– education, comprising videos and motivational messages; 

and  

– a smartphone app, containing a health diary and delivery 

of the educational material.  

In this paper we describe changes to all three components to 

make the program suitable for rehabilitation of cardiac disease 

for Indigenous Australians. We have broadened the scope of 

the program to address risk factors for prevention in people 

with cardiac symptoms. Due to the popularity of iPhones, it 

was determined that the app needed to be available for both 

android and iOS phone users.  

Methods 

To customize the cardiac program for Indigenous Australians, 

involving Indigenous stakeholders was considered imperative. 

The research team followed National Health and Medical 

Research Council guidelines [8] by respecting culture and 

dignity, learning from Indigenous contributors, involving 

Aboriginal health workers, acknowledging the importance of 

family and carers, providing appropriate educational materials 

and including in the service delivery a setting comfortable for 

Indigenous people. In line with appropriate principles of 

engagement, CSIRO met with the Mayor and Council of a 

remote Aboriginal Community. During this meeting, the local 

Aboriginal Health Service received in principle agreement 

from the Council to provide a letter of support to hold 

discussions with the Health Service and members of the 

Community. Conversations were also held with a Indigenous 

health institute about the need to address cardiac health in the 

metropolitan community. The idea of conducting a pilot trial 

of the modified program was discussed with both 

communities. 

Throughout the course of the program customizations, CSIRO 

actively engaged in meetings, workshops and interviews with 

six relevant healthcare providers who specialize in cardiac 

and/or Indigenous health, many of whose contributing staff 

members were themselves Indigenous. Weekly meetings were 

held with one group of stakeholders. 

CSIRO identified an Indigenous production company to 

develop a culturally appropriate look and feel for the app 

using Indigenous artwork for the app icons. The company was 

provided with the original videos used in the urban program to 

be rescripted and remade to be culturally appropriate. An 

Aboriginal artist designed all the artwork for the videos and 

the app graphics. 

Results 

Customizations were made to all three main components of 

the mobile cardiac rehabilitation program: service delivery, 

education, and the app through which the program is 

delivered.  

The service delivery model required minor modifications 

Changes to the service delivery model included refinement of 

the rehabilitation program and inclusion of a focus on 

prevention, identification of relevant enrollment pathways, 

potential adaptations to the existing clinical portal, and mentor 

assignment and training. These are elaborated below. 

The current rehabilitation program is conducted over a six 

week period with each week focusing on a specific set of 

themes supported by mentoring sessions over the phone. The 

themes designed by cardiac rehabilitation clinicians were not 

thought to require major changes, as they are clinical rather 

than cultural. Pending individual community feedback, the 

program has the flexibility to be extended to a twelve week 

program, covering the same material over a longer period, or 

implemented as a rolling program. For each week, theme-

specific educational material would be provided to both 

rehabilitation and at risk patients, with weekly phone 

mentoring sessions in the rehabilitation program. At risk 

participants would have ad hoc access to a mentor as required. 

Enrollment to the rehabilitation program would be through 

cardiac specialists based at proximal hospitals, with some 

recruitment through local Aboriginal health services. 

Enrollment for the ‘at risk’ program would be through 

identification of people with symptoms indicative of elevated 

risk of cardiac event determined by the local Aboriginal health 

service using a cardiac screening or decision support tool. 

Generally, the format of the existing portal is considered 

appropriate, whereby following enrollment, patient data is 

entered into a website-based clinical portal. Throughout the 

program, data captured from patients are uploaded from the 

app to the clinical portal. A care delivery plan is tailored to 

each patient by the mentor with goals set according to their 

health condition profile and needs. Prior to each weekly phone 

call, mentors can review the data in the portal to inform their 

consultation. Based on feedback from an Aboriginal Health 

Unit, however, some minor modifications are required. These 

include building in the capacity to send compliance alerts 

when data points are missing, determining how often 

measurements need to be taken (eg. daily versus weekly) 

depending on the individual’s cardiac health status, and 

including some positive measures, such as serves of fruit and 

vegetables each day. 

It was determined that for some communities, it would be 

appropriate to establish a meeting place where participants 

meet regularly to discuss the program material and have their 

physiological measurements taken. The establishment of a 

meeting place was seen as a solution to several issues. Many 

communities have patchy mobile network coverage and 

community members are on prepaid mobile plan deals with 

limited data. The provision of free wifi to upload 

physiological measurements and download new app material 

would circumvent these issues.  

To assist in developing community capacity and foster 

community ownership of the platform, mentors would be 

sourced from within the community wherever possible. 

Training packages include comprehensive guides for the 

mentoring role, the clinical portal, program content and the 

app. Where a meeting place is to be established, medical 

trainees from an appropriate institution would be sourced to 

take measurements and discuss educational material with 

participants under the supervision of a mentor. 

The educational material required significant revamping 

The original educational videos delivered as part of the six 

week rehabilitation program were caucasian-centric and 

heavily text based. Changes made to the video material 
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Abstract 

Upper limb stroke rehabilitation requires early, intensive and 

repetitive practice to be effective. Consequently, it is often 

difficult to keep patients committed to their rehabilitation reg-

imen. In addition to direct measures of rehabilitation achieva-

ble through targeted assessments, other factors can indirectly 

lead to rehabilitation. Current levels of integration between 

commodity graphics software, hardware, and body-tracking 

devices have provided a reliable tool to build what are re-

ferred to as serious games, focusing on the rehabilitation par-

adigm. More specifically, serious games can captivate and 

engage players for a specific purpose such as developing new 

knowledge or skills. This paper discusses a serious game ap-

plication with a focus on upper limb rehabilitation in patients 

with hemiplegia or hemiparesis. The game makes use of bio-

feedback and mirror-neurons to enhance the patient’s en-

gagement. Results from the application of a quantitative self-

report instrument to assess in-game engagement suggest that 

the serious game is a viable instructional approach rather 

than an entertaining novelty and, furthermore, demonstrates 

the future potential for dual action therapy-focused games. 

Keywords: 

Computer Games; Patient Engagement; Rehabilitation; Stroke. 

Introduction 

Cerebrovascular diseases have a great impact on an individu-

al’s health. These diseases are one of the leading cause of hos-

pitalizations, mortality and disability in the world population, 

surpassing heart disease and cancer, the two leading causes of 

death in industrialized countries. A stroke is defined as a sud-

den neurological impairment due to vascular injury, including 

lesions caused by hemodynamic disturbances. The severity of 

the condition and the functional impairment varies according 

to the affected area and to the vascular structures, and may 

cause cognitive, sensory and or functional deficit. 

The advancement of technology has allowed the development 

of procedures enabling exploration of brain activity during 

rehabilitation therapies, where brain activity is a vital factor in 

motor rehabilitation. Recently, in order to determine the most 

effective and efficient techniques, a branch of study has fo-

cused on trying different methodologies relating biofeedback 

and mirror-neurons. 

The treatment of neuromuscular disorders including hemiple-

gia and hemiparesis requires training of the remaining func-

tional capacity. Thus, the motor training is based primarily on 

a rehabilitation process, in which the feedback is an essential 

component. Biofeedback goals in rehabilitation include the 

optimization of muscle contraction and elimination of mass 

movements and synkinesis. Therefore, patients can improve 

the symmetry and synchronization between the affected side 

and the healthy one, seeking functionality and spontaneity of 

movement. Mirror neurons are activated both when perform-

ing an action and during the observation of the same action 

performed by another person. As they seem to integrate obser-

vation and action, mirror neurons have been the focus of stud-

ies on how humans understand others and to what extent they 

are able to share experiences. Such integration includes an 

internal representation involving the same neural structures 

related in the execution of the observed action. It also has been 

considered as a key for rehabilitation purposes. 

A Natural User Interface (NUI) represents a current concept 

that deals with the interaction between human beings and elec-

tronic devices. Through the identification of gestures, voice 

commands, expressions, body movements or detection of hu-

man body parts such as face, hand or joints, new games have 

been built, incorporating this technology. 

The entertainment factor aside, serious games are designed to 

solve problems in several areas. Considering the health appli-

cation, one can highlight the important contribution of these 

games to physical therapy and the rehabilitation of patients 

with motor disabilities secondary to neurological diseases. 

These patients require physical therapy programs appropriate 

to their problems in order to improve their quality of life, as 

much as possible. However, traditional physiotherapy is often 

boring and repetitive and can discourage patients, causing 

them to abandon their rehabilitation programs before they 

have finished. 

This paper presents a serious game application for upper limb 

stroke rehabilitation based on biofeedback and mirror-

neurons-based training, focusing on patients with mild or 

moderate stroke incapacity. The game helps the therapist by 

assessing the quality and efficiency of the patient’s treatment. 

The patient participates by playing a game that uses quantita-

tive measures to assess in-game engagement while incorporat-

ing existing interfaces for human-computer interaction. 

The paper sections are laid out in the following order: Related 

Work, Hemiplegia and Rehabilitation, Game Framework and 

Design Elements, In-Game Engagement Assessment, Results, 

Discussion, and Conclusions and Further Work. The Related 

Work section displays some relevant information on the ap-

proaches and technologies concerning the rehabilitation pro-

cess and the application of serious games within the field of 

rehabilitation. The section titled Hemiplegia and Rehabilita-

tion briefly illustrates the causes, symptoms, and treatment of 

hemiplegia. The Game Framework and Design Elements sec-

tion discusses the necessary components for serious game 

development, primarily focusing on rehabilitation. The follow-

ing section reports initial upper extremity assessment based on 

a valid control group of physical therapists. The Results, Dis-

cussion, and Conclusion and Further Work sections present a 
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general discussion on game design, engagement, and use in 

upper limb rehabilitation, including therapist perspectives.  

Related Work 

Current research indicates that in the target audience, visibility 

and feedback may be considered for the development of 

serious games for rehabilitation, since they are important 

human factors [1]. The principles of game design that have 

particular relevance to rehabilitation are meaningful play and 

challenge. The former is the relationship between player's 

interactions and system reaction, while the latter aims at 

maintaining an optimal difficulty in order to engage the player 

[2][3]. Some important criteria for the design and evaluation 

of serious games in the rehabilitation area have been identified 

as game interaction and interface, number of players, genre, 

adaptability, performance feedback, game monitoring and 

portability [4]. It was also observed in [5] that serious games 

must ensure that patients are correctly performing the 

exercises as well as provide a motivating atmosphere for 

therapy, so as to yield maximum impact on the rehabilitation 

process.  

Several technologies are used in serious games for physical 

therapy and rehabilitation, namely virtual reality and sensor 

networks. Games for physical therapy with severe injuries in 

the upper limb are proposed in [6]. The neurogame therapy, 

used for the rehabilitation of patients with severely 

compromised movements after stroke, is depicted in [7]. To 

improve the communication between physical therapists and 

patients with disabilities, a set of requirements for an 

authoring tool to enable therapists to create exercise 

animations for home viewing is presented in [8]. 

The benefit of almost all of these technologies is that they are 

inexpensive and can be implemented in any clinical 

environment. Perhaps their greatest benefit is that they provide 

real time feedback to the player and if designed effectively, 

they are more enjoyable than traditional exercises, and may 

therefore increase adherence.  

Hemiplegia and Rehabilitation 

Cerebral Vascular Accident 

Stroke is the second major cause of death worldwide and is 

one of the greatest causes of overall disease burden. Each year  

more than 5.5 million deaths are attributed to cerebral vascular 

accidents. Despite this, less than one-third of countries take 

minor measures against it such as mortality reporting [9]. In 

2010, 31% of stroke victims were children (aged <20 years 

old) and adults between 20 and 64 years old, with a higher 

overall proportion of strokes noted in the elderly [10]. In 

addition, [16] presents a complete statistical study on stroke 

by country income which reveals that fatality and incapacity 

rates are higher in low and middle-income countries. The high 

death rates among older people (aged > 75) indicates that 

younger adults suffer most from disability-adjusted life-years 

(DALYs). 

Hemiplegia and Hemiparesis 

Hemiplegia is a condition of full or partial paralysis of one 

side of the body that can occur secondary to a brain tumor, 

vascular accident, stroke, childhood head trauma, or 

congenital or perinatal injury. Unilateral impairment of hand 

and arm function are the most disabling symptoms of 

hemiplegia. Motor and sensory impairments in people with 

hemiplegia may compromise movement efficiency [11]. 

Hemiplegia is similar to hemiparesis, but it is far more serious. 

Hemiparesis is usually characterized by one side of the body 

being affected not by paralysis, but a less severe state of 

weakness. 

Serious games are one possible clinical intervention for people 

living with the effects of stroke. In a serious game, a computer 

generates an engaging environment in which the patient must 

perform goal-oriented tasks that they find difficult. In this 

instance a serious game experience is similar to a regular 

video game experience, the key difference being the main 

goal: serious games aim to elicit physical movements. This 

treatment can be effective as the brain is a resilient organ that 

produces new neural connections in response to external 

stimuli and activity to compensate for damage. 

Rehabilitation of Individuals with Disabilities 

Physical therapy is the leading therapy in the treatment of 

individuals with disabilities. Therapy goals can include 

enabling people to reach and maintain optimal physical, 

sensory, psychological, social, and intellectual levels. 

Rehabilitation provides disabled people with the necessary 

tools to achieve independence and self-determination. To 

achieve these goals, physical therapists may apply various 

techniques to improve physical and mental capacity of the 

impaired patient. 

In addition to sensory or motor deficit, people with disabilities 

can develop secondary pathological conditions such as 

shoulder pain, which affects 34% to 85% of those involved in 

the treatment. [12]. Rehabilitation and recovery constitutes a 

great challenge for both the complexity of the functions lost 

and the high incidence of shoulder pain, resulting in a negative 

impact on the overall rehabilitation process. 

Game Framework and Design Elements 

Natural User Interfaces in Physical Therapy 

Nowadays, NUI is highly used in rehabilitation, generating 

research and applications that contribute to patient 

performance and facilitating the assessment of patient 

progress. NUI-based physical therapy has a functional, 

concrete, and challenging context, bringing a direct benefit for 

both the people with disabilities and the physical therapist 

through the adaptability of these systems. Advanced 

technologies are used to produce simulated interactive and 

multidimensional environments. Visual devices and hardware 

devices for body tracking are important to immerse patients in 

a virtual environment and give them the ability to modify the 

environment based on the rehabilitation goals. 

NUI can also be considered more fun and appealing than the 

traditional set of exercises. The use of new tools, which 

certainly increases the quality of service they provide, also 

allow greater coverage without increasing risks. By using a 

NUI console, patients are encouraged to play games and stay 

engaged, rather than becoming bored. The console offers a 

variety of opportunities to work on physical abilities, 

depending on which game is selected. 

Biofeedback and Mirror-Neurons 

Various rehabilitation techniques such as biofeedback training 

to stimulate motor functions, have been studied and 

introduced in regular therapeutic techniques. Biofeedback 

techniques allow the patient to have an immediate response to 

exercise in view of the effects caused by neuronal stimulation, 

demonstrated with the aid of devices and tests that give a 

noticeable response externally. Thus, patients can monitor 

their motor and cognitive improvement, even if not visible at 

first sight, which reinforces the continued treatment while 
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stimulating other areas of the brain to recognize biofeedback 

response. 

The biomechanical biofeedback involves measuring the 

movement, posture and control forces produced by the body 

[13]. Microsoft Kinect may represent a reasonable alternative 

for obtaining data that is relevant to the analysis due to its 

ability to map the body's joints of the patient participating in 

the game. The camera sensor helps physical therapists to ex-

amine movement quantitatively, which is beyond the game 

learning aspects, working as a learning speed-up tool so that 

the patient can quickly grasp the meaning. Based on these 

aspects, it is possible to use the Kinect to analyze the optimal 

position of upper limbs through the joints to make measure-

ments of abduction and adduction as well as extension or flex-

ion. 

A small window in the game interface shows relevant infor-

mation through a biofeedback character in stick figure (i.e. a 

digital goniometer), whereby patients as well as physical ther-

apists can monitor real time movements. Based on this infor-

mation, physical therapists can correct possible errors (i.e., 

movement or postural deviation errors) which can occur dur-

ing the game. Physical therapists are allowed to monitor 

hardware and software setup, tailoring the game according to 

the levels of the treatment. The interface can be programmed 

to show several variables that may help rehabilitation and re-

covery. 

A unique property of mirror-neurons is the ability to act both 

during the implementation of the action as well as in the 

observation of specific actions. This property allows humans 

to perceive the intentions of others through action observation. 

Therefore, observation is essential in imitation-based learning 

and empathy. While working with upper limb stroke 

rehabilitation, it has been observed that the mirror-neuron 

system in adults is still plastic and artificial activation of this 

system can provide the basis for cerebral post-stroke 

rehabilitation patients. The use of active observation as a form 

of rehabilitation is an asset in patients with severe paresis, for 

whom rehabilitation can be difficult [14]. Imitation-based 

learning requires a complex cognitive function that is 

constructed step by step, including motor observation. 

Therapies that activate mirror-neurons may be used along with 

the treatment, seeking a better post-stroke rehabiliation. The 

proposed serious game includes video recording of motor 

activities. 

Playability and Usability 

There are a number of aspects in the usability of digital games 

where the factor efficiency and effectiveness should be sec-

ondary to the satisfaction factor. Thus, game engagement must 

be addressed on a different perspective of the working soft-

ware. The main point is to identify where the challenge must 

be and keep any other aspect out of this context according to 

the traditional recommendations of usability working soft-

ware. Thus, the designer should create challenges that are part 

of the fun of achieving the goals of the game rather than un-

dermine the patient’s experience and effectiveness in tasks 

that should require some effort.  

Serious Game into Play 

After analyzing regular exercises with physical therapists in a 

rehabilitation ward, a decision was made in favor of shoulder 

abduction, as it was identified as the most common issue 

across various neurological diseases. Shoulder abduction is 

important for upper limb functions, as more distal functions 

depend on a stable shoulder. 

Game prototyping is a high quality product development 

method in which a prototype is built, tested, and then re-

worked as necessary until an acceptable prototype is achieved. 

As a preliminary step in the prototype evolution, the target 

audience was defined. The proposed serious game is intended 

to be a complementary treatment to people with upper limb 

impairments after stroke in a mild or moderate condition. 

The analysis of existing video games on the commercial mar-

ket was important to support the concept and the choice for 

the game engine that integrates seamlessly with the Kinect. 

Later, it evolved to a concept that was more focused on patient 

engagement through a concept and argument that would pro-

vide an immersive environment necessary for their motivation. 

The biofeedback integration approach with mirror neurons 

served as support for the development of the serious game for 

physical therapy rehabilitation.  

The game was implemented using Unity3D game engine and 

Kinect. Unity3D is a commercial engine, providing the devel-

opers with a large range of useful tools and scripts, as well as 

the underlying graphical tasks for game development. Even 

though such an engine is commonly used for entertainment 

games, a systematic move into serious game development has 

been recently detected. Given its integrated development envi-

ronment with some set of game reusable components, Uni-

ty3D, in close cooperation with Kinect software development 

kit (SDK), reduces the workload needed to produce the game, 

allowing developers to concentrate on the higher levels mod-

ules of the game. 

A screenshot of the serious game for upper limb stroke reha-

bilitation is shown in Figure 1. Control panels on the left and 

right side are intended for software setup. The goal of the 

game is to harvest as many fruits from the tree as possible and 

put them in the baskets within a certain time period. The win-

ner will be the one who harvests more fruit. The angles shown 

in the interface are the measures of player abduction. Calcula-

tions are made based on the position of the joints. The shoul-

der angle is measured by the elbow, shoulder and pelvic tilt 

while the player is measured by the bowl and neck to the 

ground. 

 

 

Figure 1 – Screenshot of the serious game for upper-limb 

stroke rehabilitation 

The player collects the fruits by simply moving his/her hands 

until it touches the object on the screen. A Unity3D hand col-

lider performs the detection so fruit coordinates become hand 

coordinates. Once the fruit is following the character’s hand, 

the player must bring them to the basket where another collid-

er transfers the coordinates to the fruit basket. 

In-Game Biofeedback and Rapid Prototyping 

After the game scenarios have been built, a feedback from the 

control group of therapists is needed as a particular step in the 

rapid game prototyping approach. The control group watches 

a therapy session of players and afterwards discusses it. This 

ensures that the scenarios are well adapted for the therapy and 
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Figure 3 presents the GEQ response distribution. T-tests were 

conducted to determine which response distributions differed 

significantly from the no agreement with the statement (score 

0). A significant number of responses were either rather or 

exceptionally positive for items (p < 0.05) for dimensions 

competence t
14

 = 2.92, tension t
14

 = 2.84, positive affect t
14

= 

2.41, and sensory and imaginative immersion t
14

= 2.23. 

Participants scored 0 exhaustively for negative affect, flow, 

and challenge dimensions. 

Discussion 

Results achieved during the in-game assessment suggest that 

the serious game prototype performed quite well in terms of 

usability and game experience. The serious game for upper 

limb stroke rehabilitation is rather new in the 

neurorehabilitation ward of the HUSM. Nevertheless, results 

gathered from the in-game assessment can be used as a stand-

ing point for new prototypes derived from the same game 

metaphor. Limitations include use of the short version of the 

GEQ scoring system and the need of functional evaluation 

using Capabilities of Upper Extremities Questionnaire (CUE-

Q)[15]. 

Conclusion and Further Work 

The main contribution of this work was the development of a 

serious game for upper limb stroke rehabilitation based on 

NUI, which allows the achievement of customized physical 

therapy sessions in real time. Measurements taken by the 

therapist allow the exercises to be kept within the limits of 

each individual, acting as an interface to the choice of how 

much and how long each movement should be performed 

based on competition and the entertainment stimuli provided 

by the game. 

Besides assisting in the treatment of post-stroke rehabilitation, 

the serious game allows patients to enjoy the game and 

encourage movements that are generally repetitive. This extra 

motivation accelerates recovery and can be achieved by 

biofeedback and mirror-neurons through natural user 

interfaces. Results obtained during the in-game assessment 

were relevant to the evaluation of the prototype. 

As future work, the interface may be enhanced using 

animation techniques to achieve a more engaging experience. 

A psychological and functional evaluation is planned in the 

near future to support therapist decisions over the course of 

treatment. 
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Abstract 

Software medical devices must now comply with the 

"ergonomics" essential requirement of the Medical Device 

Directive. However, the usability standard aiming to guide the 

manufacturers is very difficult to understand and apply. 

Relying on a triangulation of methods, this study aims to 

highlight the need to combine various expertises to be able to 

grasp the standard. To identify the areas of expertise on 

which the usability standard relies, an analytical review of 

this document was performed as well as an analysis of a 

discussion forum dedicated to it and an analysis of a case 

study of its application for CE marking. The results show that 

the IEC 62366 is a usability standard structured as a risk 

management one. It obviously requires Human 

Factors/Ergonomics expertise to be able to correctly identify 

and prevent risks of use errors, but it also requires risk 

management expertise to be able to grasp the issues of the 

risk analysis and master the related methods.  

Keywords:  

Usability; Medical Device Software; Use Error; Risk 

Management; Standardization.  

Introduction 

It is widely accepted now that software can be either a 

component of a medical device (MD) or a medical device [1]. 

Thus, software for certain purposes is subject to the same 

regulation as MDs. Since 2010, software MDs must also 

comply with the "ergonomics" essential requirement aiming to 

ensure patient and users health and safety by preventing risks 

of use errors. The manufacturers must now integrate a 

Usability Engineering Process (UEP) in their MD design and 

development cycle and document it for CE marking. To 

comply with this requirement, the IEC 62366 standard [2] has 

been harmonized with the MD Directive to guide 

manufacturers. 

However, this usability standard proves to be very difficult to 

be understood and applied by manufacturers, but also by 

competent authorities or even usability experts [3]. First, the 

IEC 62366 suffers the same design flaws as most of the 

standards [4]: references to many other standards, specific 

terminology, too general descriptions, etc. Futhermore, this 

standard is at the intersection of several areas of expertise: (i) 

it is a usability standard relying on a substantial Human 

Factors/Ergonomics (HF/E) conceptual and methodological 

expertise and (ii) it specifies a UEP that must be integrated 

into two other complex processes, the risk management 

process (RMP) [5] and the quality management process 

(QMP) [6], each one needing a specific expertise to be 

mastered.  

Relying on a triangulation of methods, this study aims to 

highlight the need to combine these various areas of expertise 

to be able to correctly understand and apply the IEC 62366 

usability standard. First, an analytical review of the structure 

and the content of the IEC 62366 standard document was 

performed to identify the domains of expertise on which it 

relies. Then, an analysis of a discussion forum dedicated to 

the IEC 62366 was undertaken to identify the difficulties 

expressed by the participants and the specific areas of 

expertise to which these difficulties were related. Finally, we 

took the opportunity to observe the real expertise-related 

difficulties for HF/E experts and a manufacturer during a case 

study of the application of the standard for a MD CE marking.  

Methods 

Analytical review of the standard document 

A detailed analysis of the document was performed; only the 

results illustrating the purpose are presented here.  

References  

All the references made by the IEC 62366 to standard 

documents have been identified and linked to the area of 

expertise to which they refer for (i) the normative parts of the 

IEC 62366 (Articles 1 to 7) and (ii) the Bibliography section. 

Terms and definitions 

For the “Article 3. Terms and definitions”, the analysis goes 

further with a particular comparison. The terms defined 

without specific reference, i.e. exclusively decreed by the IEC 

62366, were compared with classic HF/E terms defined in the 

ISO 9241 standards. This series of essential standards in the 

HF/E field is a reference in the domain and includes a wealth 

of information that covers every aspect of usability. 

Usability Engineering Process  

The Article 5 "Usability Engineering Process" describes 

specifically the requirements for the UEP implementation as 

well as its documentation. Its analysis also goes further than 

the analysis of the references with a comparison of the 

description of the processes between the IEC 62366 and the 

admitted standards of the different areas of expertise: (i) the 

ISO 13407:1999 [7] and the ANSI/AAMI HE74:2001 [8] for 

the UEP process, (ii) the ISO 14971:2007 for the risk 

management process, and (iii) the ISO 13485:2003 for the 

quality management process. The comparison was focused on 
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the objectives of each standard, the required steps and 

methods for each process and the intended level of 

requirements (normative or informative requirement).  

Analysis of the discussion forum  

Data selection and extraction 

The queries "IEC 62366 forum" and "IEC 62366 blog" were 

performed in the Google
® 

search engine. The first result was a 

discussion forum named Elsmar Cove with multiple threads 

on the IEC 62366. In December 2012, the query "62366" was 

performed in this forum’s search engine. All the threads 

discussing the IEC 62366 standard were included in the study; 

those that only cited the standard were excluded.  

Data analysis 

An automatic textual data analysis of the threads’ content was 

performed with the ALCESTE software [10]. It aims to 

extract the strongest significant structures of the text, named 

the "lexical classes",  so as to draw the essential information 

contained in the textual data. After conducting a clean to 

avoid methodological biases, the ALCESTE software 

performed the analysis: 

i. a basic vocabulary dictionary was created: lexical 

forms were simplified to gather together forms with 

the same lexical roots (e.g. "required", "requirement" 

or "requirements" were turned into "require+"); 

ii. the corpus was divided into Elementary Context 

Units (ECU) which correspond to the “units of text” 

within which ALCESTE was able to calculate words' 

co-occurence frequencies;  

iii. ALCESTE crossed the ECU and the 

presence/absence of the lexical forms to form classes. 

The Chi-Square Test  revealed the associative 

strength between a word and a class. For a class, 

ALCESTE was also able to compute a list of words 

that were characteristics of the class.  

Application of the standard: a case study analysis 

Context of the study 

MDoloris Medical Systems
®

 had designed an innovative 

analgesia monitor named PhysioDoloris
®

 (Figure 1). It 

provided a new pain indicator called A.N.I. (Analgesia 

Nociception Index) to support better management of the 

monitoring of a patient’s pain during general anesthesia. HF/E 

experts were asked to (i) perform the usability verification and 

validation as required by the IEC 62366 standard and (ii) 

support the UEP documentation for CE marking. The 

manufacturer and the HF/E specialists had never applied the 

standard at the time of the study.  

            

Figure 1 – The PhysioDoloris
®

 monitor in operating room  

The HF/E intervention [3] consisted of (i) collecting the 

mandatory information to prepare the usability plan, (ii) 

performing the usability verification and validation and (iii) 

documenting the Usability Engineering File.  

HFE experts point of view 

An inspection of the Usability Engineering File provided by 

the HF/E experts to the manufacturer was performed to 

analyze the type of UEP implemented (steps and methods), 

the terms used in the document and the reported use error 

risks. All those elements were compared with the intended 

classic UEP in the domain of HF/E (ISO 13407) and the 

intended UEP in the MD regulation (IEC 62366).  

Manufacturer point of view 

An inspection of the documents provided by the manufacturer 

to the HFE experts at the beginning of the intervention was 

performed (accompanying document and first version of the 

risk management file). The objective was to analyze the 

usability items already documented by the manufacturer 

before the HFE experts intervention with regard to the 

intended IEC 62366 requirements (the application 

specifications (with the intended user profiles, the intended 

conditions of use, etc.), the frequently used function,  the 

hazards and hazardous situation related to usability, etc.). 

Then, the last version of the file given for CE marking by the 

manufacturer was analyzed to identify the way the items of 

the Usability Engineering File provided by the HFE experts 

were integrated: what items have been included? Were they 

modified and, if yes, how? 

Results 

Analytical review of the standard document 

References 

The results show that the ISO 14971 (i.e. the RMP) is the 

founding reference of the IEC 62366. On the one hand, 93.4% 

of the references of the normative part refer to the ISO 14971 

(the remaining 6.6% concern the IEC 61258 which outlines a 

generic process for developing materials for education and 

training for medical electrical equipment). On the other hand, 

the ISO 14971 is the only referenced document cited as 

indispensable for the application of the IEC 62366 (Article 2. 

Normative references).  

Table 1 – Distribution of the standards quoted in the 

IEC 62366 bibliography section by field of expertise 

Areas of expertise 

Standards cited in the Bibliography 

section 

Quality  

management  

system 

ISO 9000:2005; ISO 9001:2000; ISO 

13485:2003; ISO/TR 16142:2006; 

EN 1041:1998 

Basic safety and 

essential perfor-

mance 

CEI 61258:1994; ISO/CEI 51:1999; 

CEI 60601-1:2005; CEI 60601-1-

8:2006 

Usability (HF/E)  ISO 9241-1:1998; ANSI/AAMI 

HE48:1993; ANSI/AAMI HE74:2001

 

The analysis of the Bibliography section shows that references 

to standards of the HF/E domain are almost non-existent. A 

total of 75% of the standards cited in the bibliography refer to 

other fields of expertise as HF/E (Table 1): 5/12 rely on 

quality management expertise, 4/12 on basic safety and 

essential performance and, only 3/12 on HF/E expertise.  
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Terms and defintions 

These results are confirmed by the vocabulary listed in Article 

3 of the IEC 62366 which relies mainly on other fields of 

expertise as HF/E. Only 2 terms explicitly refer to standards 

of the HF/E domain (i.e "effectiveness" to the ISO 9241-11 

and "user interface" to the ANSI/AAMI HE74). All other 

terms (46.2% corresponding to 12/26 terms) refer to standards 

of other fields of expertise as HF/E (i.e. 9/26 on basic safety 

and essential performance standards, 2/26 on QMP standards 

and 1/26 on RMP standards).  

Twelve terms have no specific references meaning that they 

are defined by the IEC 62366 itself. It has to be noted that 

among these 12 terms, some of them (4/12) have been 

modified from usual definitions of the HF/E domain: 

“Usability”, “Use error”, “User” and "Efficiency”. For 

instance, the definition of "Usability" is quite different from 

the ISO 9241-11 definition (Table 2).  

Table 2 – Comparison between the ISO 9241-11 and the IEC 

62366 for the definition of the term "Usability"  

IEC 62366 (Article 3.17) ISO 9241-11 (Article 3.1.) 

« Characteristic of the 

user interface that estab-

lishes effectiveness, effi-

ciency, ease of user learn-

ing and user satisfaction »  

 

« Extent to which a product 

can be used by specified us-

ers to achieve specified goals 

with effectiveness, efficiency 

and satisfaction in a speci-

fied context of use » 

Usability Engineering Process 

The UEP objectives described in the IEC 62366 differ slightly 

from those of the ISO 13407. The classic UEP aims to support 

the design of interactive systems ensuring their usability on 

the whole while the usability MD regulation aims to identify 

and prevent risks of use errors. IEC 62366 adopts a safety 

point of view while the classic usability approach is more 

global.  

This discrepancy obviously impacts the requirements of each 

standard. The main difference is that the ISO 13407 stresses 

the importance of understanding and specifying the context of 

use on the whole (Figure 2), i.e. considering the intended 

users, their tasks with the device and the corresponding work 

organization. In contrast, the IEC 62366 emphasizes the need 

to describe the specifications of the application, the frequently 

used functions and the identification of hazards and hazardous 

situations related to usability, getting closer to the risk 

analysis step of the ISO 14971. Accordingly, the ISO 13407 

sets usability objectives related to users and organizational 

requirements for the evaluation step while the IEC 62366 

imposes usability objectives related to frequent and hazardous 

functions.  

Concerning the intended level of requirements, the normative 

part of the IEC 62366 presents a UEP process similar to the 

UEP process described in the ISO 14971. The UEP as 

described in usual HF/E standards (ISO 13407 & 

ANSI/AAMI HE74) is in an informative section of the IEC 

62366 (Annex D). 

Application specification

- Intended user profile, intended

conditions of use, ...

Frequently used functions

Identification of hazards 

and hazardous situations 

related to usability 

Primary operating 

functions

ISO 13407 IEC 62366 ISO 14971

Understand and 

specify the 

context of use

- Characteristics of 

the users and tasks

- Characteristics of 

the organizational

and physical

environment in 

which the system is

used

… … …

Risk analysis

- Intended use and 

identification of 

characteristics related

to safety

- Identification of 

hazards

- …

 

Figure 2 – Description of the first steps of the processes 

described in the IEC 62366, ISO 13407 and ISO 14971 

Analysis of the discussion forum  

Twenty-eight threads were included in the analysis corre-

sponding to 295 posts. ALCESTE classified 563 ECU out of 

793 created. It revealed 5 stable lexical classes which were 

pooled into 2 lexical meta-classes (Table 3).  

In the first meta-class (45.65% of ECU), the participants want 

to understand how to reach compliance with the HF/E regula-

tory requirement. Two lexical classes are included in this me-

ta-class. The first one (Class A, 23.09% of ECU) represents 

discussions where participants give information about harmo-

nized standards (role and status). It highlights difficulties of 

the participants to identify the suitable usability standard re-

garding their MD. In the second class (Class B, 22.56% of 

ECU), difficulties are expressed with the understanding of the 

IEC 62366, participants asked for feedbacks and trainings on 

this purpose.  

Table 3 – Lexical meta-classes and classes and examples of typical lexical features 

Lexical meta-class 

(ECU %) 

Lexical classes (ECU %) Examples of typical lexical features 

1. Searching the compli-

ance with the ergonom-

ics regulatory require-

ment (45.65%) 

A. Provide information on compliance 

with the regulatory requirements in general 

and especially with the usability harmo-

nized standards (23.09%) 

iec6060116, standard<, harmonized, adopted, solution+, 

why, mandatory, regulation+ 

B. Search for information and help to un-

derstand the IEC 62366 standard (22.56%) 

help, thanks, committee, publication, feedback, follow, 

training, experience, provide+, us, hope 

2. Understanding the 

application of the IEC 

62366 (54.35%)  

C. Guidance in understanding the UEP 

principles (27.35%) 

user+, design+, error+, interface+, verification, HF, envi-

ronment+, pati+ent, test+, population+, clear+, real 

D. Search for information about the docu-

mentation of the UEF and its link with the 

RMP (19.36%) 

file+, usability, engineering, template+, document+, man-

age+,  plan, existing, procedure, include, risk+, require+, 

process+, our+ 
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E. Search for information about the RMP 

methods to identify risks of use errors 

(7.64%) 

DFMEA, analysis+, detectability, risk+, hazard+, covered, 

failure+, chang+er, determine+, incorrect+, control+ 

 

The second lexical meta-class (54.35% of ECU) includes dis-

cussion aiming to understand the application of the IEC 62366 

principles. Three classes are part of it. The Class C (27.35% 

of ECU) includes explanatory utterances about the objectives, 

the scope and the definitions of the IEC 62366. The Class D 

(19.36% of ECU) highlights difficulties of participants with 

the documentation of the UEF. The items “file+” and “docu-

ment” are the most typical items of this class and one of the 

most repeated utterance is “usability engineering file” show-

ing that participants are focused on the UEF documentation. 

Participants try to understand the benefits of the UEP as they 

don’t grasp the relationship between UEP and RMP process-

es, e.g. how are these two processes different from each other. 

For example, a representative ECU of this class is: “Annex of 

iec14971 takes usability into account, [...] etc. can iec62366 

requirements just be implemented in the overall risk plan for 

the product, or will the auditor want to see a separate usabil-

ity specification like annex h?”  

Finally, the last class, Class E (7.64% of ECU), includes ut-

terances discussing the methods of the RMP that can be used 

to identify and prevent the risks of use errors expected by the 

IEC 62366. The typical lexical features highlight (i) a risk 

management vocabulary as “hazard”, “failure”, control”, “se-

verity” and “risk” and (ii) a vocabulary related to methods as 

“determine”, “list”, “detectability”, “analysis”, “organized”, 

“method”. The primary methods cited are “FMEA” and 

“FTA”, typical risk management methodologies. For example, 

the most representative ECU of this class is the following: 

“My question is whether or not it is recommended to use de-

tectability in an FMEA to comply with iec62366?” In this 

class, the ISO 14971 annexes are regularly cited as good 

guidance to identify use error. 

Application of the standard : case study analysis 

HFE experts point of view 

It has to be noted that the IEC 62366 does not require a spe-

cific format for the Usability Engineering File.  

In this case study, the results show that the HF/E experts had 

adopted a classic UEP with comprehensive analysis of the 

context of use and the evaluation of the designed solutions. 

Likewise, the documentation of the Usability Engineering File 

was done following a usual usability report. Although some 

terms of the IEC 62366 were used (e.g. application specifica-

tion, frequently used functions, etc.), HF/E experts mainly 

used specific terms of the classic UEP (e.g. context of use, 

heuristic analysis, usability testing, etc.).  

In regards to the methods, one main difficulty emerged. The 

HF/E experts have had some difficulties in defining thresholds 

for the usability goals as they were not used to doing that ex-

clusively in a safety-oriented point of view. These criteria for 

determining adequacy to the requirements referred to the crite-

ria defined for risk acceptability in the ISO 14971. Moreover, 

they didn't distinguish in the usability engineering file the 

safety-oriented usability aspects of the problems, rather they 

were related to ease-of-use as required by the IEC 62366.  

Manufacturer point of view 

Analysis of the documentation recovered from the 

manufacturer shows that only one intended user profile was 

documented, i.e. the anesthetist, while another major user of 

the MD was the nurse. In France, indeed, an anesthetist is 

often in charge of 5-6 patients inside an operating room while 

nurses are assigned to a given patient. Nurses are also the ones 

monitoring the patient state and even making some decisions, 

although obviously the physician is the final decision maker. 

The manufacturer knew this specific work organization, but in 

order to be able to control risks associated with this additional 

user profile, he had decided at the time to consider only the 

physician's profile as the physician was legally the only one 

responsible for the drugs administered to a patient. At the end 

of the study, the nurse profile was added into the 

documentation by the manufacturer.  

Another major finding was that the manufacturer only focused 

on technical risks (e.g. related to electrical problems). Even if 

they knew the problems identified by the HF/E experts, they 

had not identified them as risks of use errors. For instance, 

Figure 3 illustrates a severe usability problem identified by the 

HF/E experts generating a risk of misinterpretation of the 

index which was potentially dangerous for patient safety.  

 

       

Figure 3 – Example of a dangerous usability problem 

identified by HFE experts 

From the manufacturer’s point of view, it was not a risk as the 

choice of the direction of the index relied on a clinical 

explanation (the A.N.I. indicates the proportion of 

parasympathetic tone in the autonomous nervous system). 

According to the manufacturer, once the care providers have 

understood it (during MD training), it would no longer be a 

problem. He did not consider that training was a low-level risk 

control measure while an easy high-level countermeasure 

could have been implemented with the redesign of the 

Graphic User Interface (GUI). They had difficulties in linking 

a design choice of the GUI with a potential risk of use error.  

Discussion/Conclusion 

This study highlights the need of multiple expertises to be 

able to understand and apply the IEC 62366 standard; it 

especially shows the need of a double expertise: the HF/E and 

the risk management expertises. The results show that the 

QMP expertise is not essential to grasp the content of the IEC 

62366 as the standard does not really rely on the ISO 13485.   

Firstly, even if the IEC 62366 standard claims to be a usability 

standard, it has little explicit elements about usability (few 

references to HF/E, key usability elements only in informative 

parts). Moreover, it clearly looks like the ISO 14971standard 

(a lot of references to it and a normative part dedicated to the 

description of a process very close to the RMP).  
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Secondly, these results are confirmed by those of the 

discussion forum analysis. Participants have difficulty 

understanding the distinctive feature of the IEC 62366 since, 

for them, the process is similar to the process of the ISO 

14971. They also tend to interpret the IEC 62366 based on the 

risk management process which make easier things for them. 

As the risk management requirements have been mandatory 

since the 1990s, it is a process already systematized for most 

of the manufacturers and thus, well-known by them.  

Thirdly, the analysis of the case study reveals that the 

manufacturer does not really understand the usability-related 

risks as shown by their not considering the nurse’s user 

profile. As in many French operating rooms, nurses have a 

major role in the process of anesthesia, and as such cannot be 

ruled out. A problem would be considered as a use error and 

not as an abnormal use (i.e. outside the manufacturer's 

obligations).  

Finally, problems of misinterpretation of the IEC 62366 were 

also observed with the HF/E experts. Spontaneously, they 

have adopted a classic UEP and have not emphasized the 

safety-oriented point of view of the identified usability 

problems (no clear distinction of the usability problems linked 

to risks of use errors).  

Based on all these results, it seems that the IEC 62366 is a 

usability standard presented and structured as a risk 

management one. It requires the RMP expertise to be able to 

grasp the issues of the risk analysis and to master the related 

methods, but it also requires HF/E expertise to be able to 

correctly apply the UEP with the identification and prevention 

of the major risks of use errors.  

The Health Information Technology (HIT) community must 

today be attentive to the MD regulation which has a strong 

impact on the software MD design and development. The 

major risk with the IEC 62366 standard lies in the problem of 

misinterpreting the requirements without realizing because 

each person understands the standard based on his/her own 

expertise. The recent focus on patient and user safety related 

to HF/E aspects makes the usability engineering aspects in 

development, implementation, and use of medical software a 

key issue that requires the development of good practice 

guidelines and standards in this area.  

Standards are designed by several international or national 

standardization organizations (e.g. ISO or IEC) involving 

many technical committees. HF/E standards are developed 

and published by these standardization groups [10]. In the 

HF/E domain, the International Ergonomics Association 

(IEA) initiates in 1974 was the first HF/E technical committee 

(TC 159) for the ISO. Today, every standardization 

organization has a technical committee dedicated to HF/E. But 

it seems that the international Standard IEC 62366 has been 

prepared by a joint working group of three committees 

(subcommittee 62A: Common aspects of electrical medical 

equipment used in medical practice; IEC technical committee 

62: Electrical medical equipment in medical practice and 

technical committee; ISO/TC 210: Quality management and 

corresponding general aspects for medical devices) not by 

integrating HF/E committees. Moreover, the technical 

committees are usually composed of manufacturers and 

customers [11]. One action to be taken is to ensure that at least 

domain experts understanding the issues discuss them within 

the committees.  

From the practical and organizational perspective, we need to 

make the HF/E and risk management expertises and guidance 

more visible and accessible to the IEC 62366 intended users 

and to support all forms of education and training of 

stakeholders for HIT and MD.  
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Abstract 

Heuristic evaluations have proven to be valuable for 

identifying usability issues in systems. Commonly used sets of 

heuritics exist; however, they may not always be the most 

suitable, given the specific goal of the analysis. One such 

example is seeking to evaluate the demands on eHealth 

literacy and usability of consumer health information systems. 

In this study, eight essential heuristics and three optional 

heuristics subsumed from the evidence on eHealth/health 

literacy and usability were tested for their utility in assessing 

a mobile blood pressure tracking application (app). This 

evaluation revealed a variety of ways the design of the app 

could both benefit and impede users with limited eHealth 

literacy. This study demonstrated the utility of a low-cost, 

single evaluation approach for identifying both eHealth 

literacy and usability issues based on existing evidence in the 

literature.   

Keywords:  

Consumer health informatics; usability; eHealth literacy; 

health literacy; heuristic evaluation; mHealth  

Introduction 

Potential patient safety implications arise from the use of 

consumer health applications (apps), and consumer health 

information systems (HISs) more generally. As such, new 

strategies should be explored to identify potential problems 

and resolve them. To this end, the National Health Service 

(NHS) currently offers a “Health Apps Library” which 

endorses apps that are considered to a) be relevant to British 

people, b) provide trustworthy information, c) abide by data 

storage regulations, and d) not pose potential risks due to 

improper use [1]. The clinical assurance team, comprised of 

doctors, nurses and safety specialists, review apps and 

collaborate with app developers to ensure clinical safety 

standards are met before they are accepted into the Health 

Apps library [1]. However, the review appears to focus solely 

on guided user decision-making without the oversight of a 

healthcare professional, as the only potential clinical risk 

consumer HISs can generate. Although this is a promising and 

important new strategy, other factors may create clinical risk 

through the use of consumer HISs. For example, incongruence 

between the demand the system places on eHealth literacy and 

the user’s actual eHealth literacy skills could result in 

misinterpretation of information.  

Health Literacy is the “the degree to which individuals have 

the capacity to obtain, process, and understand basic health 

information and services needed to make appropriate health 

decisions” [2]. However, technology has the potential to 

introduce entirely new challenges for consumer seeking health 

information health literacy stemming from system 

interactions. Emphasizing this argument, eHealth Literacy is 

“the ability to seek, find, understand, and appraise health 

information from electronic sources and apply the knowledge 

gained to addressing or solving a health problem” [3]. 

Moreover, it is not prudent to investigate the demand placed 

on eHealth literacy by a system without considering the 

system’s usability more generally, as either factor being 

suboptimal may deter or prevent consumer HISs use. 

Heuristic evaluation is a popular usability inspection method 

because it is a rapid, low-cost, investigation that often 

provides useful insights to improve system usability. Heuristic 

evaluation could be considered as a complementary and/or 

preliminary method of identifying potential usability issues 

that can be remedied before investing in more expensive and 

time consuming usability testing with representative users. 

Although commonly used sets of heuristics (e.g., Nielsen’s 10 

[4]) are typically applied, these generic sets of heuristics may 

not always be the most suitable for a particular evaluation, 

user group, or system. Thus, some researchers have opted to 

develop their own heuristics based on the specific goal(s) of 

an assessment. For example, heuristics have been developed to 

evaluate health information system safety [5].  

Another shortcoming of commonly applied sets of usability 

heuristics is that they predominantly focus on the analysis of 

the software component and neglect the system content or 

information presentation. It has been previously argued that 

special design considerations are necessary for users with 

limited health literacy, as they often use systems differently 

than more health literate users [6]. This argument led to the 

development of new heuristics, potentially more suitable for 

consumer health information systems [6]. However, a 

limitation of the previous work [6] is that the heuristics were 

generated from a single resource: Health Literacy Online: A 

guide to writing and designing easy to use Web sites [7]. 

Albeit composite and thorough, Health Literacy Online was 

published in 2010; since its publication, there has been an 

influx of research on eHealth/health literacy and usability. 

Thus, there is an opportunity to refine heuristics initially 

proposed by Monkman and Kushniruk [6], as well as generate 

new heuristics based on the recent literature. 

This study will test the utility of a new set of evidence-based 

heuristics derived from the literature on eHealth literacy and 

usability. The heuristics will be used to evaluate a mobile 

blood pressure app to determine how using this app might 

benefit consumers, as well as what obstacles this app might 

present to users in terms of both demands on eHealth literacy 

and usability.  

Methods 

Heuristics and Severity Scale 

Building on previous work [6], the current investigation 

sought to expand on the heuristics orginally proposed by the 
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authors, by incorporating recommendations from additional 

research on eHealth/health literacy and usability. Therefore, 

the body of literature investigating eHealth/health literacy and 

usability in conjunction were used to generate a novel set of 

heuristics. Barriers and recommendations reported in the 

literature were then subsumed into heuristics. This analysis 

identified a total of 8 essential heuristics (see Table 1) with an 

additional 3 heuristics relevant to specific types of content or 

medium that can be used dependent upon the system under 

investigation (see Table 2).   This set of heuristics were then 

applied to test their utility assessing a mobile consumer health 

application to identify potential issues related to demands on 

eHealth literacy and usability.  

Table 1– Evidence-Based Heuristics for Health Literacy and 

Usability 

 Heuristic Description  

1. Immediately Inform 

Users of Purpose 

and Engage Users, 

Avoid Registration 

Identify the purpose and audience 

on the home screen/page. If una-

voidable, make registration and 

logging in simple and obvious. 

2. Use Complementary 

Interaction Methods 

 

Make use of alternative inputs 

(e.g., touch screen, barcode 

scanning, voice commands) and 

outputs (e.g.,  audio recordings, 

videos, text to speech engines). 

3. Leverage Interactiv-

ity  

Offer interactive tools (e.g., 

quizzes, questionnaires, 

glossaries, tutorials) to engage 

with the information and provide 

performance feedback. Allow 

users to share information (e.g., 

print, email) with others. 

4. Provide Accurate, 

Colloquial, 

Comprehensive, 

Succinct Content 

Written information should be 

brief, relevant, and in users’ 

vernacular. 

5. Provide Tailored, 

Flexible, Layered 

Content 

 

Prioritize information according 

to importance. If possible, 

personalise informtion. Provide 

succinct summaries but allow 

users to access more detailed 

information. Offer content in 

multiple languages. 

6. Use Visuals to 

Complement Text, 

But Avoid Tables  

Visuals (e.g., pictures, videos, 

animations) may enhance written 

information. If unavoidable, 

tables should should be designed 

as independent, simplistic 

representations of information 

7. Simplistic, 

Consistent 

Navigation  

Keep users oriented. Use linear 

navigation to facilitate forward 

and backward movement. Use 

large buttons, clearly labeled 

links, and provide a search 

engine.  

8. Simplistic, 

Consistent Displays  

Avoid on screen complexity. 

Avoid the need for scrolling by 

limiting information on a page / 

screen.  

Table 2– Optional Evidence-Based Heuristics for Health 

Literacy and Usability For Specific Content or Device 

 
Heuristic Description  

9. Clear and Com-

prehensive Com-

Describe risk terminology in 

ways users will understand. Use 

munication of 

Risks 

100 as upper limit on bar graphs. 

Avoid logarithmic scales. 

10. Clear Depiction of 

Monitoring Data 

and/or Test Re-

sults 

Emphasize values outside 

acceptable ranges. Facilitate 

pattern recognition and rapid 

identification of influential 

factors. 

11. Considerations for 

Mobile Devices 

Allow users to adjust the display 

size using familiar input (e.g., 

pinch to zoom, turning to 

landscape orientation). Use 

appropriately sized interface 

elements. Limit the amount of  

information displayed.    

The severity scale used for this evaluation was specifically 

developed for rating health literacy or usability issues 

identified in consumer HISs [6]. The three severity levels (i.e., 

mild moderate, severe) are used to [6]:  

1. Prioritize issue resolution 

2. Estimate the likelihood consumers will understand the 

content and the gravity of the consequences associated 

with misunderstanding 

3. Indicate the extent to which users will be able to 

circumvent the obstacle posed by the issue 

System Under Evaluation  

A mobile blood pressure tracking application (app) was 

selected as the system for this evaluation. This app operates on 

iOS systems (i.e., iPhone, iPad, iPod) and the full version is 

available for $0.99 CAD. Although its primary purpose is to 

record blood pressure values over time, this app also tracks 

heart rate and weight. This app was selected because it is an 

affordable solution that may appeal to people with limited 

ehealth literacy who are at risk or have been diagnosed with 

high blood pressure. 

Procedure 

In addition to the eight essential heuristics, the optional 

heuristics, Clear Depiction of Monitoring Data and/or Test 

Results and Considerations for Mobile devices, were both 

relevant to this system and therefore applied in this evaluation. 

Given that the mobile blood pressure tracking app aimed to 

facilitate the monitoring of data over a time period, the 

evaluation focused on two stages of app usage: 1) the initial 

profile generation, and 2) reviewing data trends. As such, the 

investigators populated the app with several blood pressure 

measurements, both in and out of the acceptable range. This 

approach is recommended for tracking/monitoring  apps, as it 

makes the evaluation more representative of what users would 

view after using the system multiple times.  

Two usability experts with no clinical expertise (HM and JG) 

used the heuristics while performing tasks to investigate a 

blood pressure app independently with the goal of identifying 

strengths and weaknesses of the application. For investigations 

aiming to identify potential issues with eHealth literacy, it is 

advisable that the evaluators do not have clinical expertise, as 

they may be better able to detect potential content issues (e.g., 

terminology, undefined acronyms) for representative users.  

Results 

Favourable Aspects of the Blood Pressure Tracking App 

The blood pressure tracking app provided opportunities to 

share the data users entered (e.g., email, print).  
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The app color coded text and data point values that were 

considered out of range leveraging the convention of green for 

normal values, yellow/orange to indicate prehypertension, red 

for hypertension, and blue to denote hypotension.  

This app offered several different views of the entered data: a) 

a summary table depicting maximum, minimum, and average 

values; b) a graph of the data; c) a chart of the descriptive 

statistics; and d) a frequency table of how many values fell 

within each range. The date range (i.e., day, week, month, 

year) for each report is adjustable and also allows showing all 

values, or only those taken in am or pm. Individual entries can 

be modified in the history.   

The majority of the information in this app was kept above the 

fold, eliminating the need for scrolling and minimizing the 

likelihood of missed information. 

This app also offers the additional security feature of setting a 

passcode lock and allows users to backup and restore data 

through both WiFi and iCloud. 

Opportunities to Improve the Blood Pressure Tracking 

App 

For brevity, this section will only outline violations that were 

deemed moderate or severe, organized according to heuristic. 

The heuristic Clear and Comprehensive Communication of 

Risks was not evaluated and therefore not included here. 

A total of 40 heuristic violations were identified in this 

analysis. This blood pressure tracking app had the most issues 

associated with its complex navigation (9) and display (8) (see 

Figure 1). Unfortunately, the majority of the violations 

identified were considered either moderate (18) or severe (17) 

in nature, either because they were insurmountable usability 

problems or they had the potential to misinform users. In the 

interest of brevity, only the violations deemed to be severe 

will be discussed. Both investigators identified 14 violations. 

The remaining unique issues were found by one investigator 

(HM = 23) or the other (JG = 3). 

Immediately Inform Users of Purpose and Engage Users, 

Avoid Registration 

The app forces the user to make a profile to enter data. It is not 

clear what values are mandatory. The app applies default 

values for birthday, weight, height, gender, goal blood 

pressure, goal heart rate, goal weight, which is not prudent. 

There is an explanation of the purpose of the field labeled 

“color range”, which would likely confuse users.  If multiple 

profiles exist in the app, the active profile is not obvious, 

which could result in adding data to the wrong profile. 

Use Complementary Interaction Methods 

This app fails to use any alternative methods to input or output 

information, which increases the probablilty of  inaccurate 

data entry due to manual error. Additionally, the majority of 

values are entered using “pickers” (scrollable menus), which 

maybe be less efficient and more tedious than providing a 

numerical keyboard for data entry. 

Leverage Interactivity 

Although this app enables users to share their tracking data, it 

offers CSV, HTML, and PDF formats but does not describe 

why a user would select one file type over another. 

Additionally, this app does not engage users by offering any 

interactive learning tools or resources on blood pressure.  

Provide Accurate, Colloquial, Comprehensive, Succinct 

Content 

This app offers very limited content and therefore does not 

facilitate understanding the underlying mechanisms of blood 

pressure nor influencing factors. Unfortunately, the app uses 

multiple undefined acronyms (e.g., BP, HR, MAP, mmHg, 

bpm), which may be confusing for some users.  

Provide Tailored, Flexible, Layered Content 

Despite forcing users to create a profile, default goal values do 

not vary as a function of what is entered as current values nor  

clinical guidelines (e.g., using BMI for goal weight). As well, 

alerts are not provided when the user enters a value that would 

be considered outside of a healthy range. For example, 

entering a systolic value of >180 mmHg, which is considered 

to be a hypertensive crisis [8], does not produce an alert. 

Moreover, the app fails to incorporate additional information 

that is clinically relevant for blood pressure monitoring (e.g., 

whether a user is pregnant or has diabetes). 

Use Visuals to Complement Text, But Avoid Tables 

Very few visuals were used to complement text information. 

The few icons displayed were used suboptimally and felt busy, 

because they were often intermixed with data. Unexpectedly, 

the camera button captures a screenshot rather than a photo. 

Unfortunately, multiple tables were used to display data, 

which would likely present challenges for users attempting to 

extract information from them.  

Simplistic, Consistent Navigation 

The app allows users to navigate through different date 

ranges; however, when a user navigates to date ranges too far 

in the past or future, there is no simple way to get back to the 

most current entries. The button to add a new entry is 

displayed in the top right corner on most pages, but is replaced 

with a camera button on some pages. The buttons to add 

weight, notes, or change the date of an entry are not obvious, 

which could cause users to become disoriented. Additionally, 

users are able to enter data for dates in the future, which is 

inadvisable. Further, it was not obvious that there were 

multiple different reports, as one of the investigators nearly 

missed the additional summaries entirely.   

Adding a new notification, or reminder to take blood pressure 

was unnecessarily complex and had a different navigation 

pattern than other features. Though this is not a critical 

function of the app, it could be beneficial in facilitating 

consistent tracking by users. 

Simplistic, Consistent Displays 

The colors in the app are generally distracting (e.g., gradients, 

shadows) and low contrast. There are multiple lines (both 

solid and dashed) on the graphs which provide limited value 

and increase the impresson of a cluttered display.  

When entering a value, no labels denote the systolic, diastolic, 

and heart rate on either the input component or display of 

entered information. Additionally, new entry dates are 

displayed only as numbers, a potentially confusing format.  

There were three significant display inconsistencies of note. 

First, the scales on the graph change when different time spans 

are selected, presumably according to the range of values on 

the display. Second, the format of the PDF summary of values 

that can be shared by email were very different from any of 

the displays within the app. Finally, red, orange, green, and 

yellow are used inconsistently. For data points, they indicate 

thresholds within acceptable ranges, yet on other displays 

these colors are used strictly for differentiation and do not 

reflect whether the value entered is in or out of range. This 

inconsistency could potentially result in misinterpretation. 

Clear Depiction of Monitoring Data and/or Test Results 

The app uses orange for the systolic line on the graph and 

green for diastolic. This could create confusion if users 

interpret that the green diastolic line is always within range.  
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mitigating known barriers to both use and comprehension for 

users with limited eHealth literacy with a single evaluation. 

Applying these heuristics could help ameliorate system 

content and design prior to full-scale usability testing.  

This study expanded on previous work by incorporating 

additional evidence on usability and eHealth literacy. Our 

initial heuristics [6] were more specific, whereas the heuristics 

presented here were broader. There are advantages and 

disadvantages to using either set. Investigators with less 

familiarity with demands on eHealth literacy and usability 

issues may find it more helpful to use heuristics that provide 

specific guidance. Whereas, evaluators with more experience 

in these domains may find it preferable to use more general 

heuristics, as they are more flexible. This rationale may 

account for the differences in problem identification between 

inspectors in this study, as one inspector has more experience 

in this domain. Moreover, the heuristics presented are still 

preliminary, as they are still not entirely mutually exclusive 

and require more refinement. Further, as the body of research 

on eHealth literacy and usability continues to mount, 

emerging evidence should be continuously integrated into this 

set of heuristics.  

The findings from this study suggest that additional heuristics 

are needed to classify all identified problems. That is, the 

“Other” category of problems had to be created to 

accommodate problems that were not subsumed in one of the 

existing heuristics. This suggests that the developed heuristics 

might benefit from being complemented with other heuristics 

such as Nielsen’s [4] ten heuristics. Amalgamating the set of 

heuristics generated here with Nielsen’s [4] could provide a 

more comprehensive set of principles for designing and 

evaluating consumer HISs is thus one proposed line of future 

research.  

There are several other opportunities for further research using 

these heuristics. First, these heuristics may be useful for 

comparing and contrasting multiple consumer health 

information systems with similar purposes (e.g., health risk 

assessments, blood glucose monitoring apps) in an attempt to 

determine the most suitable of these systems for consumers 

with limited eHealth literacy. Another line of research that 

warrants investigation is testing the validity of these heuristics 

by comparing the problems found through their application 

with problems revealed through usability testing of the same 

system, to determine the correlation between the their 

respective findings. 

Conclusion 

As the proliferation of consumer HISs continues, it is 

important to consider the usability and the demands these 

systems place on eHealth literacy. Some might argue that low 

cost applications should not be scrutinized, given their 

restricted resources. However, users with limited eHealth 

literacy are equally, if not more, likely to use these 

inexpensive systems. Thus, it is important to recognize and 

apply low-cost techniques, such as the one outlined in this 

paper, to improve consumer HISs of all varieties. Moreover, 

these heuristics facilitated the identification of both eHealth 

literacy and usability problems with only a single evaluation.  

Consumer HISs have the potential to engage and empower 

new user groups to monitor and improve their health. That is, 

these systems could possibly increase users’ participation in 

their own healthcare by providing personalized feedback and 

tailored interventions that cater to the needs and preferences of 

their users. However, for this information to be received and 

applied by the users who have challenges using technology 

and difficulty understanding  health information, it is 

imperative that they are designed with usefulness, usability, 

and eHealth literacy considerations.  

Although heuristic evaluation with evidence-based heuristics 

may be valuable for informing the design of consumer HISs to 

mitigate potential problems for users with limited eHealth 

literacy, it is not meant to replace usability testing with 

representative users. Instead, such heuristic evaluation should 

be used as a preliminary filter to identify and resolve issues 

commonly experienced by limited literacy users. Thus, it 

would facilitate development of more usable applications, as 

less time would be spent repeatedly identifying problems 

through usability testing that are known problems, previously 

cited in the literature. That is, using evidence-based heuristics 

(i.e., design principles for users with limited eHealth literacy) 

as a preliminary method of improving a consumer HIS, should 

result in more effective use of representative users finding 

problems unique to a specific consumer HISs under 

investigation. Thus, this method should be used in conjunction 

with other user-centred design methods as a part of an 

exhaustive, iterative design process to ensure that consumer 

HISs are easy to use and users understand the information 

contained therein.  
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Abstract 

Video games have become a major entertainment indus-

try and one of the most popular leisure forms, ranging 

from laboratory experiments to a mainstream cultural 

medium. Indeed, current games are multimodal and mul-

tidimensional products, relying on sophisticated features 

including not only a narrative-driven story but also im-

pressive graphics and detailed settings. All of these ele-

ments helped to create a seamless and appealing prod-

uct that have resulted in a growing number of players 

and in the number of game genres. Although video 

games have been used in education, simulation, and 

training, another application that exploits serious gam-

ing is the exploration of player experience in the context 

of game research. Recent advances in the natural user 

interfaces and player experience have brought new per-

spectives on the in-game assessment of serious games. 

This paper evaluates the impact of player experience in 

the design of a serious game for upper extremity stroke 

rehabilitation. The game combines biofeedback and mir-

ror neurons both in single and multiplayer mode. Results 

have shown that the game is a feasible solution to inte-

grate serious games into the physical therapy routine. 

Keywords: 

Computer Games; Patient Engagement; Rehabilitation; Stroke. 

Introduction 

Regardless of the advanced medical technology and highly 

trained healthcare professionals, individuals under medical 

supervision do not always follow their treatment courses re-

sulting in decreased adherence. Solutions to this problem are 

complex with behavioral and psychological factors playing an 

important role. A recent review of video games’ application to 

improve healthcare outcomes reported therapeutic benefits, 

especially in the psychological and physical therapies [1]. 

Video games seem simple entertainment applications, but their 

use could also open entirely new frontiers. The term serious 

game has arisen to describe the use of games in education, 

training, health, and public policy [2]. Serious games modify a 

learning task into the one that is game-like, which deeply re-

works the player experience. Describing such player experi-

ences has become an important branch of research. 

Games are used in healthcare to engage individuals and to 

improve their health outcomes. Several studies have shown 

positive results with the use of serious healthcare games. This 

could be because the game environment is aesthetically ap-

pealing, graphically engaging, and provides the necessary mo-

tivation to endure treatment with joy and less pain.  

The technologies for natural user interfaces (NUI), and the 

rehabilitation tools development environment for the physical-

ly disabled individuals, are well documented in the literature 

[3]. Serious health care games can replace many of the reha-

bilitation exercises that impaired individuals could otherwise 

perform in virtual environments. Besides, the physical thera-

pist can shape the treatment by configuring various features of 

rehabilitation exercises while evaluating and controlling the 

performance. 

For the individuals with motor disabilities due to stroke or 

aging, performing the rehabilitation exercises is essential 

while they still have some motor skills [4]. Individuals may 

start the rehabilitation process by getting involved in the seri-

ous healthcare games. The serious healthcare gaming experi-

ence is about producing the required stimuli while keeping it 

amusing.  Therefore, the player experience and engagement 

are the mechanisms that make serious games motivating and 

fun. 

This paper presents a systematic evaluation of player experi-

ence in a serious healthcare game designed for upper limb 

stroke rehabilitation. The game is tested in single- and multi-

player modes on a control group of physical therapists to 

measure intragroup interactions following a quantitative anal-

ysis. A one-way ANOVA is used to compare game modes 

with respect to challenge, competence, flow, negative effect, 

positive effect, immersion, tension, functional limitations, and 

perceived exertion. 

This paper is structured as follows: Related Work, The Game, 

Experimental Evaluation, Results, Discussion, and Conclusion 

and Further Work. In the ‘Related Work’ section, the paper 

presents information concerning serious games and motion 

capture devices, the importance of biofeedback and mirror 

neurons in rehabilitation, and the comments on player experi-

ence in serious games. ‘The Game’ section introduces the 

game platform involving upper extremities’ rehabilitation after 

stroke. The ‘Experimental Evaluation’ section provides initial 

setup information, measuring instruments, participants, and 

procedures. The ‘Results' section presets the reasonable out-

comes that are hypothesized before conducting a statistical 

analysis. The Discussion section analyzes the results, and the 

‘Conclusion and Further Work’ section presents meaningful 

observations while outlining the work for future experimental 

activities.
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Experimental Evaluation 

Initial Setup 

The step-by-step instructions for initial setup for the se-

rious game users are listed below: 

1. Participants get a brief explanation about the 

game metaphor and the data gathering process. 

The trainer instructs participants about the 

information and consent form needed for clinical 

trials. 

2. Participants must be in the sensor range to play 

the game. Participant positioning  depends on 

whether the game is played in single- or multi-

player mode. 

3. Exercises and procedures are taught during a first 

trial. Evaluation starts only after the participants 

have their questions clarified and they are 

acquainted with the game. 

4. Game session setup is common to all of the 

participants. Game sessions are video-recorded 

for later analysis. 

5. The game session lasts until the preset time limit. 

Also, the participants are instructed to fill out 

online questionnaires. 

Measuring Instruments 

The Game Experience Questionnaire (GEQ) is designed to 

measure different aspects of players’ engagement and skills in 

playing a serious healthcare game. Research has shown the 

importance of players’ social connections to the overall player 

experience [15]. The GEQ allows game researchers to investi-

gate and test player experience of serious games in a quantita-

tive and inclusive manner [16].  

The GEQ analyzes the user experience across various phases 

of the game and has three modules: the core module, the social 

presence module, and the post-game module. The core module 

addresses competence, sensory and imaginative immersion, 

flow, tension, challenge, and favorable and adverse effect; the 

social presence module deals with empathy, negative feelings, 

and behavioral involvement; and the post-game module focus-

es on positive and negative experience, tiredness, and return-

ing to the reality. Only the core module was used in this re-

search to assess the game experience that included forty-two 

items. Scores are computed based on the Likert scale. 

Two additional measuring instruments were used to assess and 

record player experience during the gaming sessions. ‘Capa-

bilities of the upper extremity’ questionnaire (CUE-Q) [17] 

was applied to measure improvements after upper extremity 

reconstructive procedures. CUE-Q measures functional limita-

tion, and assesses the amount of difficulty experienced in per-

forming specific actions with one or both arms and hands. 

Although a measure of functional limitation in tetraplegia, it 

may also be used to measure how well people respond to a 

treatment. The Borg rating of perceived exertion (RPE) [18] is 

a widely used measurement for monitoring and guiding exer-

cise intensity. Despite being a subjective measure, RPE pro-

vides valuable information and is sufficiently accurate in cap-

turing the experience pertaining to effort and workload. 

Participants 

Thirty-eight adults participated in the evaluation. None of the 

participants were diagnosed with motor disabilities. Partici-

pants came from a specific control group constituted by physi-

cal therapy students, therapy technicians, physical therapists, 

and professors. Participants were recruited on a voluntary (no 

monetary compensation) basis from the rehabilitation ward of 

the HUSM.  

Procedure 

The experiment took place at the neuro-rehabilitation ward of 

the HUSM. The room where experiments were performed has 

plenty of space for in-game assessment. It also provided con-

trolled illumination, and thermal and acoustic insulation 

against interferences that might distract the participants. Being 

at the rehabilitation ward was not a matter of choice, but a 

necessity. It enabled shorter evaluation sessions and a quicker 

feedback during the development. 

Positioning of devices within the room was driven by the sen-

sor coverage range. The screen was installed on the wall, 

raised to a comfortable position and providing enough side-to-

side space for participants. The Kinect was installed just be-

low the screen. Trainers and physical therapists, while leading 

the experiment, did not interfere with the participants’ perfor-

mance, but could instruct participants, observe participants’ 

progress, and control the game. 

Evaluation data is stored in a database for each participant, 

including left and right shoulder abduction angles, left and 

right elbow flexion angles, and horizontal and vertical slopes. 

Results 

This research aims to evaluate player experience induced by a 

single player mode against a multiplayer collaborative game 

mode within the control group of physical therapists. Research 

hypotheses for the experiment on the data gathered from seri-

ous game sessions are : 

• H1: Reported levels of engagement will be higher for 

players in multiplayer mode than in single player 

mode. 

− Player experience will vary with  challenge, 

competence, and flow. 

− Multiplayer mode will be more intense with 

respect to sensory and imaginative immersion, 

resulting in higher engagement scores. 

− Positive effect and tension will be higher in 

multiplayer mode than those in single player 

mode. Likewise, negative effect will be lower in 

multiplayer mode than that in single player 

mode. 

• H2: Measured levels of functional limitation and the 

amount of difficulty experienced in performing 

specific game actions will be comparable in both 

game modes. The same holds for perceived exertion. 

• H3: Multiplayer condition provides not only a great 

deal of fun but also provides an associative learning 

experience through biofeedback and mirror neurons. 

• H4: Participants in either (single- and multi-player) 

modes will perceive a positive impact on how they 

interpret their progress. Thus, local and online game 

scores and achievements will induce an enhanced 

performance. 

A one-way ANOVA was used to determine whether player 

experience differed based on the GEQ core module, CUE-Q, 

and RPE, amongst the users of single- and multi-player 

modes. A one-way ANOVA is used to compare the means for 

n independent groups on a dependent variable. The F-statistic 

and its p-value depend on the group means and on the spread 

of the observations within each group. A few values in the 
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due to the in-game control, which facilitated learning by 

means of biofeedback and mirror neurons. The same results 

produced high levels of challenge, competence, flow, and pos-

itive affect but also a sense of tension and distraction. The 

analysis revealed that participants in multiplayer mode had a 

better understanding of the collaborative tasks.  

Apart from limitations due to the amount of participants in the 

control group and game attributes with desired learning effects 

for serious games (which can be accessed directly during 

gameplay) differences between single player and multiplayer 

mode indicated the presence and influence of behavioral states 

on player experience. Game developers and physical therapists 

agreed that, despite the user-centered game design, it was pos-

sible to highlight the differences more precisely and in a time-

ly manner. 

Further work is needed to assess engagement while monitor-

ing emotional responses in real-time for the treatment group 

and the control group. Such a research will help the serious 

healthcare games’ designers over the course of development 

and will provide useful biofeedback to improve player experi-

ence. 
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Abstract 

Health care software gets better user efficiency, efficacy and 

satisfaction when the software is designed with their users’ 

needs taken into account. However, it is not trivial to change 

the practice of software development to adopt user-centered 

design. In order to produce this change in the Health 

Informatics Department of the Hospital Italiano de Buenos 

Aires, a plan was devised and implemented. The article 

presents the steps of the plan, shows how the steps were 

carried on, and reflects on the lessons learned through the 

process. 

Keywords:  

User-Centered Design; User-Computer Interface; Software 

Design. 

Introduction 

Health professionals and patients value health care software, 

but they demand better products that help them satisfy their 

clinical information needs [1]. According to reviews, many of 

the issues that prevent adoption and satisfactory use are 

related to poor design and low usability [2, 3, 4]. Usability is a 

measure of the efficacy, efficiency, and user satisfaction [5], 

and usability has been established as a key factor of 

applications that provide the needed support while letting 

them be focused on their tasks [6]. Usable applications are 

easy to learn, efficient to use, easy to remember, not prone to 

errors, and subjectively pleasing to use [7]. User-centered 

design (UCD) is an approach to achieve usable products 

introduced by Norman and Draper [8]. UCD has evolved from 

the research field of human-computer interaction, with the 

contibution of cognitive psychology, software engineering, 

sociology, and other disciplines that influenced it and 

developed methodologies that embody their points of view [9] 

Usability engineering presents an iterative cycle of design and 

evaluation until the fulfilment of established quantitative goals 

measured on lab tests [10]. Contextual design includes 

ethnographic methods for user research while participatory 

design involves users to set goals and explore design 

solutions, instead of just taking part of evaluation [11]. UCD 

has been applied succesfully to enhance adoption and success 

of products [12].  

The Health Informatics Department of the Hospital Italiano de 

Buenos Aires (HIBA) includes an area of software 

engineering and a residence for health informatics. The 

department has been designing and developing administrative 

and health care software since the late 1990s. However, these 

applications presented the usability challenges described in the 

literature mentioned above. While the users valued the 

availability of online health records and tools for 

administrative tasks, they also noted lack of desired 

functionality and difficulties to learn and use the tools. 

Therefore, acoording to the reccomendations on the cited 

reviews, the department decided to implement UCD, applying 

usability engineering, participatory design, contextual design 

and a user-centered framework for redesigning health care 

software [13]. 

The goal of this paper is to describe the process of changing 

the culture of design and development of health care software 

at the HIBA, setting UCD at its core.  

Methods 

Following Schaffer’s approach to institutionalization of 

usability [14], the head of the department devised a  plan of 

three phases.  

The first phase was to introduce UCD through an internal 

course for health informatics residents and software 

developers and other personnel of the department. The course 

load was 16 hours of classes, plus extra activities. 

The second phase was to demonstrate the feasibility of UCD, 

applying it to a pilot project. The team for the project would 

be taken from the attendees of the course that show more 

interest and developed skills. 

The third and current phase is aimed to the widespread 

implementation of UCD on the mainstream projects of clinical 

software. It was planned to create a UX team, formed by a 

group of UX professionals. It has a double function: to offer 

the service of  designing new applications or new versions of 

existing ones, and to disseminate UCD as a new culture of 

work.  

Results 

UCD introductive course 

In January 2011, the planned course of UCD was given and it 

was mandatory for health informatics residents, developers 

and other personnel from the department. It was a program of 

1 class of 2 hours per week, for 8 weeks. User interviews, 

prototyping and usability testing were required as  practical 

activities outside the class.  

Although approximately 30 people attended this course, its 

impact was mixed since very few developers showed interest 

on usability. The resistance arguments were that: (1) users 

have to adapt and learn; (2) health domain is complex and is 

impossible to make it easier; and (3) UCD would be the right 

thing to do, but is not possible given the conditions of work in 

the department. 

On the other hand, most of the health informatics residents 

welcomed the new approach centered on users. But, they 

usually stay 2 years on the department and new residents have 

to participate on UCD courses every year. Another challenge 
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is their few design skills, so they have to learn almost from 

scratch.  

Pilot project 

After the course, a team for a project was taken from the 

attendees of the course that show more interest and developed 

skills. The team was formed by a health informatics resident, a 

MD student, and a part-time user experience (UX) 

professional. Its goal was to redesign the HIBA’s patient 

health portal and it was a test of  UCD techniques. That 

project involved real patients for interviewing and testing 

usability and proved the worth of this approach by giving new 

insights that helped to focus the development. The team took a 

transdisciplinary approach, looking forward that all of its 

members could develop UCD skills and view  health issues 

from an assistive technology perspective. The result was a 

revised version of the application, that included a new menu 

structure, functionality and visual style. Findings of this 

project are shown on Table 1. After that pilot project, UX 

professionals were hired by the hospital in a full-time basis 

and are taking part in several projects.  

The UX team 

Since January 2014, the User Experience (UX) team at the 

HIBA is formed by 3 professionals with different skills that 

complement each other. Its leader was formed and worked in 

information systems analysis and development, and later 

studied human-computer interaction. Two members were 

chosen and they worked on graphic design, usability and 

accessibility. Their job is to lead the UCD process and 

promote that methodology among their colleagues in the 

department. In this way, UX members plan and perform tasks 

of user research, prototype design and usability evaluation, 

along with HI residents and developers. Non-UX professionals 

take part on basic training given by the UX team, and this 

training allows them to understand the UCD’s point of view 

and its techniques. Due to high demand of projects, each 

member works on several projects at a time, and delivers 

different levels of attention for each one. Before 

implementation, applications get at least design advices and 

revisions by the UX team. Priority projects get the most 

attention, which involves thorough user research and testing.  

Impact of UCD on real projects  

After three years of the formation of the UX team, we can see 

its achievements on the design of health care software. Table 1 

lists the projects that got some contribution from the team, the 

insights found through user research and its impact on the 

final design.  

Mobile usability lab  

The core of the UX team’s work is to listen and observe what 

users say and do on interviews, workshops and tests. So, it is 

necessary to record their words and actions to be analysed 

afterwards. The team uses small cameras and cellphones to 

take pictures, videos and audio on contextual interviews. The 

team uses a notebook for on-location usability tests. The first 

notebook used for tests was a Dell Latitude E5510, with a 

15.6’ screen and 1,366x768 pixels resolution. Its display was 

smaller than screens installed in doctor’s and nurse’s offices, 

so it was replaced by a another notebook, a Dell Precision 

Table 1- Projects with contribution from the UX team 

Project Findings of user research Impacts on the interaction design 

Patient health portal 

[15] 

The application is valued even by users with IT 

challenges. 

Registering and navigating was difficult. 

Patients with chronical diseases, including senior 

citizens, are the most intensive users. 

 

The menu was revised using card sorting 

technique with participants profiled on age and 

chronical diseases. 

A style guide was created, taking into account 

recommendations for older users. 

Problem selection 

[16] 

On problem search, relevant results act as suggestions 

for selecting more specific problems. 

 

The list of results was ordered by relevance and 

classified by categories to stimulate the selection 

of more precise problems. 

Anesthetic record 

[17] 

Understanding how anestethiologists record their 

actions during an surgical intervention. 

Interaction design of touch-screen based 

application created from scratch. 

Interactive and real-time visualization of vital 

signs and administerd medication. 

 

Evolutions and 

documents [18] 

While writing evolutions, doctors usually read results 

and other data. 

Doctors usually look for evolutions written by 

colleagues of their specialty. 

Documents were difficult to find. 

 

A floating window that allows to navigate the 

EHR while writing evolutions was designed. 

Faceted browsing was added, including filters by 

type of document and specialty. 

Drug-drug 

interactions alerts 

[19] 

It is difficult to understand and follow recommended 

actions embedded on text. 

Specific buttons to perform recommended actions 

were added, customized for each drug-drug 

interaction case. 

 

Nursing process [20] Large and complex forms hinders completion of tasks. Forms were rearranged according to the  

hierarchy of items to minimize perceived 

complexity and completion times. 
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M6800 with a 17.3’ and 1,920x1,080 pixels, to avoid 

distortion of prototype and similar legibility as the user’s 

monitors. 

The notebook is equipped with Morae 3.2 software to record 

the user’s face expressions, the application on display, the 

mouse movements, and the keyboard typing. 

Discussion 

The plan to adopt UCD in the department has achieved its first 

goals after 4 years. The projects implemented show quality 

improvements that were welcomed by sponsors and users. 

This methodology is now valued and demanded by health 

informatics residents and software developers. Below, we 

discusss specific considerations about the lessons we learned 

in the process. 

Teaching UCD in organizations to change the software 

development culture 

We found out some reasons behind the resistance faced during 

the course. As developers had almost no free time for classes, 

and many of them were not initially motivated to learn UCD, 

we believe that elective and shorter courses could have better 

results.  

Health is effectively a complex domain and it is difficult to 

reach a usable and useful design.  UCD instructors have to be 

careful and avoid putting themselves in the place of ‘gurus’ 

that know exactly how to do the right thing, while developers 

do not. Instead, before teaching UCD it would help to expose 

developers with real users interacting with the applications 

and expressing their difficulties. Thus, developers would learn 

from their users that UCD is necessary for developing 

applications that deal better with the genuine complexity of 

health domain. This is based in an essential principle of UCD: 

to know the users [21]. In our case, there is a great variety of 

users, regarding their profiles, demographics and roles: 

patients, clinicians, surgeons, nurses and other health 

professionals. For each project listed on Table 1, the user’s 

capabilities, needs and goals were inquired. The profiling of 

these users can be consulted on the respective cited 

publications. 

It is necessary to know more about how projects are carried on 

at the organization before proposing a new process of design. 

Learning UCD is, above all, learning a new way to work. For 

that reason, the instructor, along with the course attendees, 

have to find out the necessary steps to get from the current 

situation to the desired one. The know-how has to be 

constructed, not imposed, if we want it to be embraced rather 

than resisted.  

UCD as service 

UCD became accepted when developers recognized its 

valuable contribution to their projects. The UX team helps the 

work of developers by designing the interaction and the user 

interface. Now, they can focus more on the difficulties of 

systems, database and communications. Users and sponsors 

show more satisfaction; therefore, developers get more 

recogniticon for their work. When this virtous circle was 

evident, developers begin to ask the UX team for help on their 

projects, even in informal ways. 

The key factor for the change in the developers’ attitude 

towards UCD, from resitance to demand, was that the UX 

team is at their service to work with the developers.  

UCD as culture 

Progressively, UCD is becoming pervasive, and it is not just 

the UX team’s job. Developers and HI residents are conscious 

that their goal is to get satisfactory user experiences. The 

department is getting a common view of UCD as a key of 

success of its work. This goal was achieved primarily by 

practicing methodologies and showing good results in user 

performance and satisfaction. Since the first attempts in 

teaching UCD faced resistances, the team’s main effort was 

not on telling but showing its value. The change of culture was 

not immediate, but durable and contagious. Now, very few 

developers still resist UCD.  

Perspectives of UCD for health care software 

The practice of UCD for health systems has to be 

transdiciplinary in order to be viable and effective. Projects 

are better run by teams formed by staff with diverse 

knowledge and skills, including medicine, nursing, UX and 

development. The methodology includes aspects of 

participatory design, since each member learns the basics of 

the others’ disciplines.   

The design of applications should integrate in an overall 

service that offer a continuous experience for professionals 

and patients. If not, there is a risk of getting well designed but  

disconnected touchpoints, that may pose risks as well as 

dissatisfaction.  

Conclusion 

This article shows the process taken in the Health Informatics 

Department of the Hospital Italiano de Buenos Aires to set 

UCD at the core of the design and development culture, in 

order to enhance usability of health care software. We carried 

out a plan that included teaching a course, experiencing a pilot 

project and forming a UX team for service and dissemination. 

The article reports how it was implemented and the obtained 

achievements: impacts on the design of health care software 

applications, and a positive cultural change in the department 

towards the adoption of UCD as essential for its practice.  
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Abstract 

A continuing medical education (CME) course was 

implemented for Latin American nephrologists in 2013. The 

topic was Immunopathology in native and transplanted 

kidneys. The course was given in Spanish and Portuguese. 

The activities included a distance education seven-week 

asynchronous online modality with multiple educational 

strategies. Thirty hours of study workload were estimated to 

complete the course. 

Four hundred and ninety-eight physicians coming from 18 

countries registered for the course; 442 of them participated 

in it. Of those who participated, 51% received a certificate of 

completion and 29% a certificate of participation. Sixty-five 

percent of registrants participated in the case discussions. 

Eighty-six percent were very satisfied and 13% were satisfied. 

Lack of time to devote to the course was the main limitation 

expressed (62%), while Internet access or difficulties in the 

use of technology were considered by only 12 and 6% of 

participants, respectively. There was a significant increase in 

knowledge between before and after the course; the average 

grade increased from 64 to 83%.  

In conclusion, technology-enabled education demonstrated 

potential to become an instrument for Latin American 

nephrologists. 

Keywords: 

Internet; Continuing Medical Education; MOOC; Nephrology; 

Latin America. 

Introduction 

Latin America is a large and diverse region, where the 

predominant languages are Spanish and Portuguese, 

comprising more than 600 million inhabitants in over 20 

countries, from Mexico in the North to Argentina and Chile in 

the South. 

The number of nephrologists in the region is approximately 

8,000, with a widespread variation across countries (1.77 to 

53.9 per million population (13.2±14.0)) [1], and also within 

each of the countries. 

 

SLANH (Latin American Society of Nephrology and 

Hypertension) is a scientific regional society with over 40 

years of existence, integrates 24 Latin American National 

nephrology associations (www.slanh.net). STALYC (Latin 

American and Caribbean Transplantation Society) is the 

transplantation regional federation, with over 30 years of 

existence (www.stalyc.net). Both joined efforts in this 

educational initiative. 

The use of information and communication technologies 

(ICT) is evolving constantly, with innovations and the 

potential for more interactive and engaging strategies to be 

incorporated into educational programming [2-5], still 

allowing for massive participation of physicians, some of 

them from more remote locations of the countries [6]. 

Therefore, in 2013, EviMed was invited by SLANH and 

STALYC to implement the integration of ICT into their more 

traditional formats, based on its record of blended 

multifaceted programs in Latin America [7-11]. 

This paper describes the design, implementation and results of 

a multi-country bi-lingual CME program for Latin American 

nephrologists. 

Methods 

The course was implemented in the months of September and 

October 2013. The topic, Immunology in native and 

transplanted kidneys, focused on diagnosis, categorization and 

therapy for these conditions, currently undergoing major 

discoveries. The target population was Spanish- and 

Portuguese-speaking nephrologists and other physicians 

caring for these patients working across the Latin American 

region. EviMed provided a multidisciplinary team of 

communication and educational experts, clinicians, system 

engineers, medical information specialists and translators to 

design and implement the course, together with regional and 

international domain experts provided by SLANH and 

STALYC. There were 33 lecturers, including 25 from Latin 

America (20 clinical nephrologists and five immunologists), 

as well as six European and two North American experts. 

Including the tutoring roles, 59 domain experts participated in 

the design and implementation of this course. 

A multifaceted approach was used, in order to maximize 

opportunities for physician and health care professional 

participation and ensure that participants could interact and 

reflect on the material. Accordingly, the activities began with 

an on-site and online synchronous launching event, followed 
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by a distance education seven-week online modality with 

multiple educational strategies, and ended with a closing 

lecture. Reading resources, videos and voice-over-

presentations were published, together with pre- and post-

tests, patient aids, and electronic rounds (e-rounds) on clinical 

cases. Additionally, a clinical simulation using a custom tool 

developed with the School of Engineering, Universidad de la 

República, Uruguay [12], was used to provide applied 

learning through knowledge discovery and automatic 

feedback. It was implemented in module 6, almost the end of 

the course, and it had multiple possible pathways, some better 

than others, not only right or wrong paths, as in real settings 

(Figure 1). 

The e-rounds were asynchronous discussion groups in either 

Spanish or Portuguese, coordinated by experts and tutors. This 

modality allowed physicians to participate whenever they 

could and wished to, lacking a fixed schedule to access the e-

round.  

A total of 30 hours of study workload along two months was 

estimated, in order to complete the course. 

Course evaluation, participation, satisfaction and knowledge 

gain  were quantified through pre- and post-tests.   

The requirements for the certificate of completion were: 

- Access to at least 70% of the study materials. 

- Grading of at least 70% of tests in each module. 

- Completion of the clinical simulation. 

- Participation in at least 50% of discussion forums. 

The requirements for the certificate of participation were: 

- Access to the virtual campus. 

- Access to at least 10 study materials, and/or active 

participation in clinical discussions. 

Wilcoxon signed-rank test was used to compare pre- and post-

test results. 

Results 

Registration 

There were 498 physicians coming from 18 Latin American 

countries who registered for the course (Table 1), along with 

59 experts and tutors and 55 observers (total=612 

participants). 

Table 1 - Distribution of participants by country of origin. 

Country Number Percentage 

Mexico 62 12 

Brazil 59 12 

Uruguay 53 11 

Argentina 48 10 

Peru 40 8 

Ecuador 32 6 

Chile 31 6 

Bolivia 27 5 

Costa Rica 24 5 

Cuba 24 5 

Guatemala 23 5 

Venezuela 23 5 

Colombia 13 3 

Dominican Republic 12 2 

Paraguay 11 2 

El Salvador 8 2 

Honduras 4 2 

Panama 2 0 

Europe 2 0 

Total 498 100% 

 

Regarding the characteristics of the audience, 49% were 

women and 51% men. Eighty-five percent were nephrologists 

and 11% were nephrology residents, while the rest were 

internists, pediatricians, or pathologists, among other. 

Seventy-seven percent were 34 years or older. 

Figure 1 - Example of a graph with multiple intermediate states and paths, in a clinical simulation developed with the mentioned tool. 
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Participation 

Ninety-six percent of registrants (n=479) accessed the online 

campus, and 92% of them (n=442) participated in the course. 

Of those who participated, 51% received a certificate of 

completion (n=226) and 29% a certificate of participation 

(n=128). 

There was a slight decline in participation along the course, as 

is usually seen in CME courses that occur over a period of 

time (Figure 2). 

The devices used by participants to watch the video-lectures 

are shown in Table 2. Thirteen percent of accesses were from 

tablets or smartphones.  

Sixty-five percent of registrants participated in the case 

discussions with peers, tutors and experts, with an average of 

five participations per registrant out of six forums.  Regarding 

the clinical simulation, 58% of registrants went through it, 

with an average of 15 pathways explored, out of 33 pathways 

available. 
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Figure 2 - Number of entries by module. 

Satisfaction 

This survey was responded to by 174 participants. In a Likert 

scale of 1-5, 86% were very satisfied, 13% were satisfied, 1% 

were neutral, and none were dissatisfied or very dissatisfied.  

Regarding the components of the course that were judged 

most useful, the video lectures, reading materials, discussion 

forums and case simulations (in this order) were selected. 

Lack of time to devote to the course was the main limitation 

expressed (62% of participants who answered this question), 

while Internet access or difficulties in the use of technology 

were considered by 12 and 6% of participants, respectively. 

Regarding perception of commercial bias, less than 1% 

(1/157) considered there was a commercial bias. 

Table 2 - Type of devices used to watch video-lectures 

Type of device Reproductions of video 

lectures 

Number of accesses (%) 

Mean 

duration (in 

minutes) 

Computer 16,081 (86.2%) 12:03 

Tablet 1,951 (10.5%) 11:09 

Mobile phone 529 (2.8%) 07:52 

Smart TV 57 (0.3%) 07:35 

Unknown 46 (0.2%) 05:17 

Knowledge acquisition 

There was a significant increase in knowledge between before 

and after the course. Of 200 participants who took both tests, 

the grade increased from 64 to 83% (p<0.001) (Figure 3). 

 

Figure 3 - Knowledge gain. 

Discussion 

The results of participation and retention shown are aligned 

with what could be expected in a voluntary online sequential 

CME program. In particular, the fact that 58% of participants 

went through the clinical simulation in module 6 is a good 

indicator of retention. There also was a high level of 

satisfaction, shown by participants relating to the study 

materials and experts involved in producing them, the 

existence of interaction among participants, and the use of 

innovative educational methods, such as the clinical 

simulations. The learning gain obtained was significant, as 

usually occurs with CME based on several features used in 

this course [13]. The fact that the program was bilingual, and 

both audiences were integrated in the online platform, 

received no mentions or criticisms; this is the best possible 

scenario, where translation was invisible to the user. 

This educational activity reached about 7% of nephrologists in 

Latin America, including faculty and students. In a region as 

large as Latin America, this kind of program can facilitate 

participation, no matter the location of the professional.  

This initial pioneer program has prompted both SLANH and 

STALYC to continue using this educational strategy in 2014, 

with new topics (peritoneal dialysis and solid organ 

transplantation, respectively). In the case of peritoneal 

dialysis, the online program for physicians and nurses 

working in dialysis centers was further integrated with an 

effort to provide practical support to participants who wish to 

implement such a dialysis method after the course, from a 

network of nephrology excellence centers within the region. 

This kind of strategy increases the chances of implementation 

of new knowledge and skills learned into clinical practice 

[14,15]. 

The cost structure of online education is different from live 

education [16]. Latin America, a geographically extensive 

region, but with good internet connectivity and only two main 

languages, allows for cost savings by avoiding costly 

transportation and hotel expenses necessary for live events, 

while engaging participants and experts in a more horizontal 

and prolonged exchange of experiences. 

The two international associations improved their professional 

networks after the course; in the case of SLANH, its direct 

membership increased by 50%. This seems to be the result of 

new communication spaces being created through an online 

course [17]. 
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The main limitations are related to the fact of having a one-

group pre-post test study design, with no control group. 

Nevertheless, it would not be feasible for these associations to 

withdraw access to an educational program to a control group. 

The results regarding enrollment, participation, satisfaction 

and knowledge gain are useful in themselves, for this given 

context. Moreover, long-term knowledge retention was not 

measured, this would be a useful variable to consider in future 

research. Additionally, there was no formal attempt to 

measure satisfaction in those who did not answer the survey, 

who may differ in their perspective related to the course. 

Finally, no clinical outcomes were measured after this 

educational intervention; however, this is the norm and not the 

exception in CME, due to the difficulties related to measuring 

physician performance or patient outcomes in relation to a 

course. 

A challenge for future courses in Nephrology and for other 

specialties is the possibility of massive participation of 

professionals, in the number of thousands, not hundreds, since 

Latin America has approximately one million physicians. This 

course had tutors who moderated group discussions, and if the 

same model is applied with very large audiences, the number 

of tutors may become difficult to manage. The models used by 

Massive Open Online Courses (MOOCs) [6] could then be 

applied here, where either more automatic interaction (e.g., 

with more use of clinical simulations), and/or more horizontal 

exchange (e.g., with more peer-to-peer discussions) would 

lessen the number of faculty required to moderate the 

discussions. 

Conclusion 

Technology-enabled education demonstrated good potential to 

become an instrument for nephrologists as well as other 

groups of physicians and healthcare professionals working in 

Latin America. It could help reduce heterogeneity in access to 

human resources training across regions in the countries. 
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Abstract 

This paper reports on selected findings from a Danish 

national survey of citizens’ perception and use of 

information and communication technology (ICT) for 

their health care [1]. Focus is on citizens’ use of ICT 

and on communication with their General Practitioner 

(GP). It also focuses on citizens’ experience of their 

GPs’ ICT use and no use during medical consultations. 

The responsibility for medical service in Denmark is to a 

large extent handed over to the primary sector where the 

GP is the gatekeeper. Our data display that 65% of the 

adult citizens or their relatives have been using ICT to 

communicate with their GP. Twenty-two percent  have 

experienced their GP use a computer screen to actively 

show them something while they have a consultation. 

Further, our data supports the assumption that the 

higher the education people have, the more likely they  

are to use ICT for their health care. The understanding 

of the use of ICT in communication with the GP is 

central to monitoring and developing an ICT that 

supports all citizens and considers new ways in which to 

enhance quality of care.   

Keywords: 

Citizens; General Practitioner; eHealth. 

Introduction 

Citizens’ use of Information and Communication Technology 

(ICT) for their health care (eHealth) has received increased 

attention in Denmark. The public health care system is under 

pressure (demography, chronic illness, comorbidity, etc.). 

eHealth has, to a large extent, given better quality and also a 

faster turnover of patients in hospitals. In Denmark, the 

number of days a patient is admitted to a hospital has 

decreased from an average of 9.8 days in 1978, to five days in 

2002, to 3.6 days in 2013 [2][3]. From 2005 to 2010, the 

number of outpatient visits increased by 32% [4]. The Danish 

health care sector is witnessing a structural change; 

responsibility for medical service to an even larger extent is 

being allocated to the primary sector where the General 

Practitioner is the main gatekeeper. Investments in advanced 

health care technology including eHealth make the hospitals 

provide treatment that is more specialised, leaving the primary 

sector (Municipalities and General Practitioners) to be 

responsible for care and medical follow-up. 

Denmark has an international reputation of being a country of 

fast adopters of eHealth [5]. An international survey in the 

2010 Commonwealth Fund International Health Policy Survey 

found that <10% of adults in the 11 countries that participated 

in the survey had used email to pose a medical question to 

their regular GP or place of care in the last two years [6]. In 

contrast, the 2013 survey (n=1,058) of Danish citizens’ use of 

eHealth, from which we report in this paper, disclosed that 

65% of respondents, or their closest relatives had used ICT to 

communicate with their GP [1].  

ICT has the potential to play a pivotal role in facilitating 

contact between citizens’ and their health care providers in 

daily health care. In the communication between GPs and 

citizens there has been a slow but steady change in 

communication as seen in Table 1. From 2007 to 2013 there 

has been a steady increase in e-mail consultations from 0.8 

million to 4 million while phone consultations have decreased 

from 14.7 million to 11.8 million [7]. The reasons for this 

change are many; e.g., structural changes of payment for GP 

consultation, changes within GP clinics like cutbacks on 

telephone hours, the availability of e-mail consultation as well 

as the citizen’s level of ICT literacy [8]. 

Table 1 – Development in citizen’s communication channels 

with GP’s [7]. 

 2007 2010 2013 

Face to face 

consulta-

tions (day-

time) 

18.580.394 19.112.781 19.951.578 

GP tele-

phone con-

sultations 

(daytime) 

14.778.738 13.834.199 11.816.462 

Email con-

sultations 

802.581 2.266.020 4.073.007 

The GPs are gatekeepers in the Danish healthcare system and 

an increasing amount of tasks are moved to the primary sector. 

Understanding the use of ICT in communications between 

citizens and the GP becomes central to the development of 

Danish health care services and important in relation to 

changing and/or expanding the possibilities of ICT use in this 

area. Further, it is important to have a focus on the citizens’ 

perspective. For many stakeholders within Danish healthcare, 

the central role of the citizens in eHealth is debated; healthcare 

managers, healthcare professionals, citizens, patient 

associations, system developers, vendors, and politicians 

advocate that eHealth has the potential to enhance citizens’ 

positions in treatment and care [8][9]. The 2011 and 2013-17 

Danish National and Regional eHealth strategies support the 

potential of using eHealth as a means to involve and empower 

the citizens in healthcare [8][9]. In the 2014 government 

health care policy and investments strategy for health and 

MEDINFO 2015: eHealth-enabled Health
I.N. Sarkar et al. (Eds.)
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computer screen which could indicate that they are more often 

consulting the GP and with more complex issues than younger 

people. For citizens with a high education, the percent that had 

experienced the GP using a computer screen were slightly 

higher than for those with no education. This could be an 

indication that this group asks questions and pays attention to 

understand how and why. However, the difference is not big 

enough to make any conclusions without further investigation. 

Conclusion 

According to the pressented self-assesment survey of Danish 

citizens, more than half of adult citizens or their closest 

relatives use ICT to communicate with their GP. ICT is used 

by citizens of all age groups and educational background 

though not equally distributed. The increase in use of ICT in 

communication with GP is also evident in the increase in e-

mail consultations from 0.8 million in 2007 to 4 million in 

2013. However, the survey also showed a difference in use of 

ICT between men and women, and between different age 

groups. There can be different reasons for this, but evaluation 

and further studies are needed in order to understand and 

possibly bridging the social gaps in use of ICT for health care. 

The survey showed that the higher the education level, the 

more likely citizens are to adapt to new eHealth services. This 

raises the concern that eHealth is designed by and for people 

with high education (“people like us”) [12]. Designing 

eHealth for people like us affects other social groups’ ablility 

to access and use eHealth. People with low education and low 

eHealth literacy but large health problems (the disempowered, 

disengaged and disconnected – DDD’s) need to participate in 

defining and designing eHealth that supports their needs and 

comptencies [12]. 

As more and more heath care services, telemedicine and 

eHealth is targeting GPs in the primary health care sector, it 

becomes vital to pay attention to design                                                    

with citizens that have the largest health problems and low 

skills to support their own treatment and care, and not for 

these social groups. The adoption of ICT is increasing, 

however, we should not forget that with a public health care 

system we should be designing eHealth for all, especially 

those with the most need. 
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Abstract 

Objectives: Local Health Departments (LHDs) are a key 

source of health promotion information. For ethnically and 

culturally diverse communities, it becomes important to 

provide minorities with language appropriate health 

information. This project sought to assess the availability of 

multilingual health promotion materials on LHD websites in 

Washington State (WA), USA. Methods: We performed a 

cross-sectional study of all 34 LHD websites in WA. We 

collected and classified health promotion documents available 

to the public, specifically, whether translated versions were 

available. We also assessed the extent of document sharing 

between LHDs. Results: We identified 1,624 documents 

across 34 LHDs. Topics most frequently covered were 

communicable diseases and emergency preparedness. Fewer 

than 10% of documents were available in non-English 

languages.  We found little evidence of document sharing 

between LHDs; only 5% of all documents were shared 

between LHDs. Conclusions: WA LHDs provide a variety of 

health promotion materials for the public, but few 

multilingual materials are available online. New technologies 

for facilitating document sharing and machine translation 

may improve the present landscape.  

Keywords: 

Public health practice; Translation; Health Promotion; Limited 

English Proficiency; Public Health Informatics. 

Introduction 

Washington State (WA), like the rest of the U.S., has become 

increasingly culturally and linguistically diverse. In the past 

decade, the Hispanic and Asian populations in WA have 

increased by 71% and 49%, respectively [1, 2].  Many of 

these individuals do not speak English well and are 

considered to be limited English proficient (LEP) [3]. 

Individuals who are LEP have less access to health care and 

worse health outcomes [4-7]. Low English literacy has been 

consistently associated with reduced access to recommended 

health care services [8] and increased prevalence of risk 

factors for chronic health conditions [9], a sign of currently 

existing health care disparities.  Reducing such disparities is a 

U.S. priority [10].
 

Implementing culturally and linguistically 

appropriate services in health care is one of the means by 

which Healthy People 2020 [11] intends to address these 

disparities. 

The need for culturally and linguistically appropriate written 

materials is well acknowledged. However, the availability of 

high-quality health information in languages other than 

English is limited.  Health information translated into Spanish, 

the second most common language in the U.S., has been 

shown to be of poor quality and inconsistent [12,13].  This 

limited availability of health information materials in non-

English languages in the U.S. persists despite legal 

requirements to provide equal access to health services for 

LEP individuals [14].  

Public health agencies have a very important role in educating 

the population about issues of public health importance. One 

of the ten essential public health services is to “inform, 

educate and empower people about health issues”[15]. At the 

local level, this includes providing “health information, health 

education, and health promotion activities to reduce risk and 

promote better health” [15].  This makes LHDs, the 

fundamental territorial unit enabled to provide public health 

services in the U.S., an ideal avenue for disseminating 

culturally and linguistically appropriate health promotion 

materials to LEP communities.  Furthermore, people are 

increasingly obtaining health information online. The 2007 

Health Information National Trends Survey (HINTS) 

conducted by the National Cancer Institute (NCI) found that 

58% of the U.S. population obtains health information 

through the Internet, up from 50% two years before [16].  

Despite the importance of the Internet for disseminating health 

information, and the increasing frequency with which 

consumers are using such information, little is known about 

the current state of health promotion information provided by 

LHDs through the Internet, and the availability of multilingual 

health promotion materials for LEP individuals. To our 

knowledge, only one study has addressed this question 

[17].This study surveyed public and private mental health care 

providers in New Mexico about their current practices around 

language access services, including the availability of 

translated materials.  The authors reported that 81% of 

agencies translated at least one piece of consumer education 

material, with a higher percentage of translated materials in 

locations with a higher proportion of non-English speaking 

residents. Although the study offers interesting insights 

regarding language access practices, the investigation was 

limited to mental health care organizations, relied solely on 

self-reported information, and the coverage of translated 

materials was not quantified. 
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Our own research investigating the potential use of machine 

translation in public health settings indicated that time and 

costs were the major barriers for providing multilingual health 

materials [18]. Since machine translation relies on the 

availability of training materials—that is, pairs of documents 

in two languages—the availability of manually translated 

documents in public health promotion was the main goal of 

this study. In addition, we sought to better understand the 

availability of such documents and to assess whether LHDs 

were meeting the LEP health information needs of their 

communities. In particular, we aimed to identify the range of 

topics covered, the types of health education materials, and 

the percentage of translated materials available online. We 

investigated the correlation of available translated materials 

with the percentage of non-English speaking residents in each 

county. Finally, we describe the use of a specific public health 

terminology to classify the documents we identified. 

Materials and Methods 

Study Setting and Document Identification 

We identified all 39 counties and the 34 associated LHDs in 

Washington State. For each LHD we located the 

corresponding website. We then systematically reviewed each 

website to identify English and non-English health promotion 

materials over a five-month period. Health promotion 

materials were defined as (1) written documents targeting the 

general population that (2) provided information on how to 

prevent, manage or treat health conditions, or modify risk 

factors of public health relevance. We included all documents 

hosted on the LHD’s website produced by the LHD.  We 

excluded documents produced by other entities and links to 

externally hosted documents, forms and documents that only 

provided contact information to public health services and 

programs, and those targeting professional groups, health 

providers or other public health workers.  

Document Classification 

For each document, we captured the title, the topic, and the 

availability of a translated version of the document. In order to 

estimate the overall translation burden handled by LHDs, we 

also classified documents based on the amount of text. Each 

document was classified into three categories: (a) Low Text, 

for documents with mostly images and a few words or 

sentences and no complete paragraphs; (b) Medium Text, for 

documents with at least one complete paragraph and up to two 

pages in length; (c) High Text, for text-heavy documents of 

more than two pages in length. 

To identify a suitable terminology to classify the topics 

covered by the health promotion documents, we conducted a 

thorough literature search using Medline (www.pubmed.gov), 

the National Centers for Biomedical Computing BioPortal and 

the Unified Medical Language System (UMLS) 

(www.nlm.nih.gov/research/umls/).  The terminology had to 

include health promotion or public health topics and be 

comprehensive enough to describe the full range of available 

public health documents. Despite the importance of health 

promotion, we were unable to find a standard terminology on 

health promotion or public health topics that fulfilled all our 

requirements.  The terminology that best approximated our 

needs was the European Multilingual Thesaurus on Health 

Promotion (EMTHP) [19]. We adopted this terminology and 

extended it where necessary. This included adding new terms 

and modifying existing terms to reflect the current topic 

classification practices used by the LHDs we studied. 

Statistical Analysis 

We conducted descriptive statistics to quantitatively describe 

the current status of the availability of multilingual health 

promotion materials. We also calculated the correlation 

coefficient between the proportions of multilingual documents 

available and non-English speakers in every LHD. 

Results 

Document Collection 

We identified websites for the 34 LHDs serving WA’s 39 

counties (three LHDs serve more than one county).   All LHD 

websites contained written health promotion materials.  The 

number of documents available on each website varied greatly 

and did not have a normal distribution. The median was 24 

documents per LHD website, with a range of 2 to 289 health 

promotion materials available on a given website.  Public 

Health – Seattle & King County (PHSKC), the largest LHD in 

the state, offered the largest number of health promotion 

materials.  In total, we identified 1,624 English health 

promotion documents from the 34 LHD websites. 

The five topics most frequently covered were Communicable 

Diseases (36%), Environmental Health (22%), Emergency 

Preparedness (7%), Addictions (4%) and Injury Prevention 

(3%). In addition, 8% of the identified documents were 

newsletters covering more than one topic.  Coverage for 

chronic and non-communicable diseases was remarkably low; 

only 1.4% of all documents covered these highly relevant 

conditions.  The vast majority of documents (88%) were 

under two pages long. Longer documents (> 2 pages) were 

primarily newsletters, detailed handouts and small booklets 

(12%).    

Translated Materials 

Of the 1,624 identified documents, 152 (9.4%) were translated 

into at least one additional language.  All translations were 

available in Spanish.  Among the other available languages, 

most frequently are Vietnamese, Chinese, Korean, Russian, 

and Somali. The majority of non-Spanish translations came 

from PHSKC. 

The most frequently translated topics were Cancer (57%), 

Geriatric Health (50%) and Mental Health (25%); however, 

the absolute number of English language documents available 

for these topics was remarkably small, with 7, 2 and 8 

documents available respectively. Of the most frequently 

covered topics, 13% of Communicable Disease documents 

were translated; 5% of Environmental Health and 11% of 

Emergency Preparedness documents had translations 

available.  No public health newsletter was translated into any 

non-English language (Table 1). 
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Table 1 - Frequency of translated health promotion materials 

for the most commonly available topics on Washington State 

Local Health Department websites 

Topic Translated 

– n (%) 

Not 

Translated – 

n (%) 

Total

Communicable 

Diseases 

76 (13.1%) 502 (86.9%) 578 

Environmental 

Health 

18 (5.1%) 333 (94.9%) 351 

Emergency 

Preparedness 

15 (11.5%) 115 (88.5%) 130 

Injury 

Prevention 

4 (7.3%) 51 (92.7%) 55 

Addiction 8 (13.8%) 50 (86.2%) 58 

Chronic 

Diseases 

0 (0%) 23 (100%) 23 

  

The percentage of translated documents varied widely across 

different LHDs. The median percentage of translated 

documents was 2% and ranged from 0% to 50% (Adams 

County); 15 of the 35 LHDs (43%) had no translated materials 

on their websites.   

The proportion of translated health promotion documents was 

highly correlated with the proportion of non-English speaking 

individuals living in each county, r(30) = 0.90, p < .01.  This 

indicates that counties with higher proportion of non-English 

speakers are translating a greater proportion of their health 

promotion materials.  Despite this positive correlation, several 

LHDs (such as Chelan and Douglas) that serve counties with a 

high proportion of non-English speakers offered remarkably 

few translated health promotion materials (Figure 1). 

 

Figure 1 - Map representing Local Health Department (LHD) 

jurisdictions with the highest proportion of non-English 

speakers (light gray) and the highest proportion of translated 

documents (dark gray). Striped areas represent LHD 

jurisdictions where these two conditions overlap 

Document length restrictions 

We also conducted an analysis of documents produced by 

entities outside each LHD. We identified an additional set of 

380 documents, 19% of the total documents hosted on LHDs’ 

websites. When looking at the original source of these 

documents, we found little evidence of document sharing 

between LHDs. The most frequent external sources were the 

Washington State Department of Health (WA DOH), with 77 

documents (20%), and the CDC with 62 (16%). Only five 

percent of the documents were created by other LHDs in 

Washington State, with the most frequent source being 

PHSKC. 

We found little evidence of sharing of translated documents 

between LHDs.  Twenty percent of all translations available 

in the state were authored by another department, similar to 

the proportion of shared English materials. Only one 

document was produced by a different LHD within 

Washington State; either the WA DOH or departments outside 

the state had originally produced the rest. 

Terminology 

Despite the fact that the EMTHP was specifically developed 

to cover health promotion materials, we found it was not 

sufficiently broad to adequately classify many of the health 

promotion documents collected in our study. Although we 

were able to classify most documents using this terminology, 

many of the principal categories listed in Table 1 were not 

included in this thesaurus. One notable example was the 

insufficient representation of environmental health topics and 

the complete lack of an “Emergency Preparedness” category.  

The EMTHP had a “Disasters” category with very few sub-

concepts, which did not capture the large number of 

documents produced by LHDs for informing the public about 

Emergency Preparedness. In addition, the EMTHP did not 

have a general “Chronic Disease” category. On the other 

hand, the variety and number of available communicable 

disease topics was insufficient. For example, extremely 

relevant public health communicable diseases such as 

varicella and pertussis were not classified under the 

“Communicable Diseases” category but were assigned to 

“Childhood Diseases.”  We chose to classify all 

communicable diseases of public health importance into a 

broader “Communicable Diseases” category. Overall, our 

impression was that the EMTHP was “clinical condition 

centric”, as opposed to “health problem or program centric,” 

which is how most Washington State LHDs organize topics. 

Discussion 

Increasingly, the Internet is becoming a crucial method for 

distributing information to the public [20].  This includes 

dissemination of health information to providers and the 

general population by government and other health care 

organizations [22, 22]. In addition, seeking health information 

on the Internet has become common. This provides a unique 

venue for delivering high-quality public health information 

for vulnerable communities. However, the accessibility and 

quality of language-appropriate health information on the 

Internet remains a concern, especially for LEP individuals. 

We found more than 1,600 health promotion documents 

available on LHD websites. Those documents were available 

for the general public and for public health practitioners to 

print and distribute. Our finding that fewer than 10% of all 

WA LHDs websites’ health promotion documents are 

available in non-English languages underscores the lack of 

availability of translated materials. This situation is 

concordant with previous findings.  A 2001 study found that a 

majority of websites only covered clinical topics minimally, 

and all English “and 86% of Spanish websites required high 

school or greater reading abilities” [23]. Left unchecked, this 

situation may further widen health disparities for LEP 

communities. 
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Multiple reasons could account for the lack of non-English 

documents in spite of federal and state requirements to 

provide multilingual materials.  Although outside the scope of 

this study, informal interviews suggest that the high cost of 

current translation processes is a reasonable explanation.  

Numerous steps are involved in producing a culturally and 

linguistically appropriate translation of a health-related 

document [24], which ultimately affects the overall cost of the 

process.  The burden of manually translating documents and 

the associated costs is probably not sustainable for 

underfunded departments such as LHDs, thus explaining the 

small number of translated documents. Additional forms of 

disseminating culturally and linguistically appropriate 

documents, such as video or audio documents are even more 

expensive to produce. 

Informatics tools and principles can aid public health in 

fulfilling the need for translated health materials in several 

ways.  One way is through web-based document sharing 

systems.  We conducted an additional analysis of documents 

that were produced by other LHDs to estimate the amount of 

document sharing. In this case, we found only one translated 

document that had been produced by another LHD in 

Washington State.  Overall, external entities produced only 

20% of all translated materials. This is consistent with 

findings of a statewide survey, also conducted by our group, 

which showed that almost 80% of LHDs in the state did not 

share their translations or did not know whether efforts to 

share translations existed [25]. There is definitely room for 

improvement. This is especially relevant in the context of 

previous efforts implemented by Washington State. 

The WA DOH has established the Health Education Resource 

Exchange (H.E.R.E) (http://here.doh.wa.gov/). This is a 

website that hosts, among other content, health education 

materials for use by other LHDs for free.  Some of these 

materials are translated into multiple languages.  Despite the 

availability of this trusted resource, and the number of 

translated documents it contains, its contribution to the overall 

pool of translated documents in our study was small. In our 

experience, LHDs tend to tailor documents to their 

communities, including local information and context.  

Another approach to increasing the availability of translated 

health promotion documents is to partially automate the 

translation processes though statistical machine translation 

(SMT).  Google Translate is an example of a free and publicly 

available SMT (http://translate.google.com).  At least one 

health department currently uses SMT for translating their 

English materials into Spanish [26]. Although such tools hold 

promise for making translated materials more readily 

available, they currently perform poorly in the domain of 

public health [27].  SMT optimized for health promotion 

documents has the potential to reduce the time and costs 

associated with human translation of documents and increase 

their availability to LEP communities [27, 28].  The use of 

SMT for public health information has been insufficiently 

explored. Our research group will investigate the use of SMT 

to improve access to public health information. However, the 

small proportion of translated materials may severely limit the 

ability to adequately train a statistical machine translation 

system. 

At the beginning of our study, we chose the EMTHP as the 

terminology to classify the documents.  Although not 

surprising, it was remarkable to find the mismatch between 

the way LHDs organize their documents and the way the 

EMTHP is built.  LHDs organized their documents based on 

the public health programs and services they offer.  In 

contrast, the EMTHP has a clinical focus, which fails to 

capture this feature of US public health. As with other clinical 

vocabularies, the EMTHP is centered on classifying by 

disease conditions without considering public health 

importance.  The current lack of a terminology to adequately 

classify public health documents is a significant gap.  Despite 

all the progress that has been made in medical terminologies 

and ontologies, public health remains underrepresented 

ontologically.  A 1997 study found that terminologies focused 

on clinical information systems, and only 8% of terms “were 

specifically identified as needed for population-based public 

health” [29].  Thirteen years later, preliminary results of a 

project to extend the Unified Medical Language System to 

include public health were presented at the 2010 Annual 

Symposium of the American Medical Informatics Association 

[30] but final results are still unavailable. Further work on 

creating public health domain specific terminologies or 

modifying existing terminologies to reflect the domain of 

public health are needed to improve the organization and 

access of health materials for all residents, including those 

who are LEP.  

Limitations 

We only included documents that were posted online, which 

means that we could have missed translated documents 

available only in print. However, in a recent survey conducted 

by our research team, with a 59% response rate from LHDs in 

Washington State, 86% of LHDs reported using the Internet to 

communicate non-urgent information to their communities 

[25], which suggests that the impact of only looking at 

materials online was minimal. We also limited our study to 

Washington State LHDs. Although the programs and services 

provided by these health departments are typical of other 

LHDs across the country, it is possible that the characteristics 

and the availability of translated materials may differ from 

state to state. However, the variety of size and complexity of 

the LHDs included might still represent realities outside this 

state.  Finally, we focused our document collection on LHDs 

and did not include other relevant public health organizations 

such as non-governmental organizations (NGOs) or large 

integrated health maintenance organizations (HMOs), which 

are important sources of consumer-based health promotion 

materials. 

Conclusions 

Despite U.S. federal and state requirements that public health 

departments make available such materials, the number and 

scope of translated materials on Washington State LHDs’ 

websites is limited, a situation that might not change easily if 

we consider the burden of translating health promotion 

materials.  Potential application of new information 

technologies, such as document tools that help foster 

document sharing and exchange practices between LHDs, and 

automatizing aspects of translations with statistical machine 

translation  should be investigated for their potential in 

improving access to low cost, high quality, bilingual health 

promotion materials. The limited availability of publicly 

available manually translated public health promotion 

documents might limit the ability to train such a system. 
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Abstract 

Younger generations are extensive users of digital devices; 

these technologies have always existed and have always been 

a part of their lives. Video games are a big part of their 

digital experience. User-centered design is an approach to 

designing systems informed by scientific knowledge of how 

people think, act, and coordinate to accomplish their goals. 

There is an emerging field of intervention research looking 

into using these techniques to produce video games that can 

be applied to healthcare. Games with the purpose of 

improving an individual’s knowledge, skills, or attitudes in the 

“real” world are called “Serious Games”. Before doctors 

and patients can consider using Serious Games as a useful 

solution for a health care-related problem, it is important that 

they first are aware of them, have a basic understanding of 

what they are, and what, if any, claims on their effectiveness 

exist. In order to bridge that gap, we have produced this 

concise overview to introduce physicians to the subject at 

hand. 

Keywords:  

Serious games, games for health, patient education, user-

centered design, mhealth, behavioral health, medical 

education. 

Introduction 

Younger generations are extensive users of digital devices[1] 

to the extent of being designated by some as ‘‘digital 

natives’’[2,3]. For them, these technologies have always 

existed and have always been a part of their lives[4]. Video 

games are a big part of their digital experience. Already in 

2004, the average video game player was aged 30 years old 

and had played computer games for almost 10 years[5]. The 

average child aged 8–10 years old spent 65 minutes per day 

playing video games; 52 minutes/day among youth aged 10– 

14 years and 33 minutes/day among teenagers aged 15–18 

years[1]. Today, most of these stats have remained the same or 

increased in number[6]. Video games reach a large and 

diverse audience who expect extended contact; suggesting 

games can attract and maintain attention, a key component for 

effective behavior change[7]. 

User-centered design (UCD) is an approach to designing 

systems informed by scientific knowledge of how people 

think, act, and coordinate to accomplish their goals[8]. UCD 

design practices employ both formative and summative 

practices in order to achieve systematic discovery of useful 

functions grounded in an understanding of the work domain.  

The user experience of video games has itself become a 

substantial topic of human computer interaction, with 

researchers developing models and methods as well as 

heuristics for the usability or playability of games[9–11]. 

There is an emerging field of intervention research looking 

into using these techniques to produce video games that can be 

applied to healthcare. Games with the purpose of improving an 

individual’s knowledge, skills, or attitudes in the “real” world 

are called “Serious Games”[12]. Serious Games applied to 

medical or health-related purposes are growing rapidly in 

number and in types of applications; however, physicians 

might not be aware of such developments. 

Before doctors and patients can consider using Serious Games 

as a useful solution for a health care-related problem, it is 

important that they first: are aware of them, have a basic 

understanding of what they are, and what, if any, claims on 

their effectiveness exist. In order to bridge that gap we have 

produced this concise overview to introduce physicians to the 

subject at hand. We will first explain what Serious Games are 

and how they are fundamentally different from entertainment 

games. Secondly, we will provide a theoretical framework to 

understand why games and gaming can be appealing. Thirdly, 

we will dissect and elaborate on the elements and principles 

that make up Serious Games. Fourthly, we will summarize 

some examples and success cases of serious game design used 

to promote skill acquisition or modify behavior in other health 

and educational domains. Finally, we discuss and provide 

recommendations for future intervention research regarding 

the use of Serious Games to aid and promote health care.  

Definitions 

Humanity has played games since prior to written history[13], 

suggesting that playing games meets enduring psychological 

needs[14]. A game is a physical and mental contest with a goal 

or objective, played according to a framework, or rules, that 

determines what a player can and cannot do inside a game 

world[15]. 

A video game is any game played on a digital device and 

encompasses a wide range of games played at arcades, over 

the Internet on personal computers, or on dedicated game 

consoles (e.g., Nintendo Wii, Sony PlayStation, or Microsoft 

Xbox) or handheld units (e.g., Smartphones, Nintendo Game 

Boy, Sony PSP). To win the game, video games challenge 

players to use the information they obtain as they navigate the 

game world[16,17] thereby providing an interesting education 

and training modality[18]. 

The emerging genre of “serious video games” or “Serious 

Games” employs the medium’s rich, role-playing, story-based 
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environments to teach, train, and change knowledge, attitudes, 

and behavior[19]. Serious Games are often referred to as 

games for health when they target health behaviors[20]. 

Unlike regular video games, Serious Games have the dual goal 

of entertaining, while promoting behavior change[12,21]. 

Achieving the proper balance between “fun-ness” (ie, 

components that entertain) and “serious-ness” (ie, the 

components that promote behavior change) is both essential 

and difficult to attain [12]. 

The Theory Behind Serious Games 

Games are played primarily for entertainment or “fun,”[22] 

but what constitutes “fun” is not well understood. Serious 

game design draws from a large body of empirical research 

suggesting that learning is maximized when it is occurs in 

relevant contexts that engage learners[23]. They employ 

principles of video game design to create enjoyable and 

immersive environments but, importantly, they are also  

grounded in theories of learning and development[24].  

Serious Games focus on providing feedback related to 

achieving long-term goals and enhancing intrinsic motivation 

for learning by providing players with information about their 

progress toward incremental and primary learning goals[25]. 

Reviewing the literature on the subject, we find that there are 

several theories and models used to explain the appeal of 

games. Next we will present a small selection of theoretical 

models that often show up in literature regarding Serious 

Games. 

Self-determination theory (SDT) is a macro-theory of human 

motivation that has been applied to identifying which factors 

sustain individuals’ motivation within video games[26]. SDT 

postulates that the more often basic psychological needs for 

autonomy, competence, and relatedness are satisfied within a 

game context, making both the experience more enjoyable and 

the motivation more sustainable[27]. When considering games 

as a set of behavior changes, Social Cognitive Theory (SCT) 

is another commonly cited theory[7]. SCT proposes that 

behavior change is a function of enhanced skills and 

confidence (self-efficacy) in doing the new behavior[7], while 

modeling[7] and feedback[28] are keystones for learning 

skills. A comprehensive model of learning for behavior change 

in video games is based on SCT and the elaboration likelihood 

model[29] and includes the following steps: attention, 

retention, production, and motivation.  

The role of play in learning is informed by Vygotsky’s social 

constructivist theory[30,31] and the concept of ‘‘flow’’ theory 

in task engagement[32], related to providing achievable 

challenges in learning, are often used. For example, flow 

theory suggests that engagement in learning is highest when 

perceived challenges and skills are well matched[32]. Garris et 

al.[19] suggest that learning is enhanced when participants 

discover and use information rather than memorize it.  

In sum, serious game design merges learning theory and 

empirical findings about maximizing skill learning and 

generalization of learning together with principles of game 

design to create a unique intervention tool that can target any 

set of cognitive, social, affective, and/or health-related skills 

with the goal of improving outcomes beyond the context of the 

game.  

Dissecting Serious Games: Principles and 

Elements 

Hunicke et al.[33] developed a game design framework called 

MDA (signifying  Mechanics, Dynamics, and Aesthetics), to 

help understand games. Fundamental to this framework is the 

idea that games are more like artifacts than media, they need 

to be thought of in terms of the behavior they produce via 

interaction.  

Jesse Schell in his book “The Art of Game Design: a book of 

lenses”[34] and Ralph Koster in “A Theory of Fun for Game 

Design”[35] point out common video game components such 

as immersive storylines, characters, goals directed around 

targeted skills, rewards and feedback about goal progress, 

increasing levels of difficulty, and the provision of choice. 

These same elements are highlighted by Baranowski et al[20] 

and Kapp et al.[25] in their work on Serious Games. 

Storylines engage individuals by means of their empathy with 

the protagonist and enable individuals to experience content in 

meaningful contexts[20]. In a serious game, the story narrative 

is built to support learning of the specific educational content 

targeted by the intervention[36]. This ‘‘interactive 

storytelling’’ technology allows for players’ interactions with 

computer-controlled characters and subsequent decisions 

within the game to shape the goals and outcome of the 

storyline[37]. Characters in these stories can be protagonists, 

who serve as models, and antagonists, who attempt to impede 

the protagonists, thus adding tension and conflict that act as 

the motivating factor behind the story’s action and plot[12,20]. 

Character modeling and dialogue can convey knowledge, 

demonstrate skills, and enhance self-efficacy[38].  

Goals in games are objectives that players need to accomplish 

to succeed. These changes in behavior convey a statement of 

intention and give focus and direction to efforts[39]. Goals 

provide a standard, or benchmark, against which goal 

attainment can be assessed[40]. Continuous feedback and 

rewards for progress are critical for shaping behavior in 

Serious Games as learners work towards achieving 

challenging goals. In designing rewards and feedback, both 

intrinsic and extrinsic motivation needs to be considered[41]. 

As suggested earlier, SDT states that provision of choice is 

one of the important tools of fostering intrinsic motivation and 

enjoyment in Serious Games[14,42]. In addition to providing 

individualized levels of difficulty, provisions of choice within 

a serious game can allow learners to maintain a sense of 

autonomy and control over their learning experience[43].  

Healthcare Applications 

Serious Games have been shown in a systematic review to be 

at least as effective as conventional tests in improving 

cognitive abilities in the elderly[44]. In a randomized 

controlled trial (RCT) they seemed more effective than 

conventional neuropsychological interventions when it comes 

to improving neuropsychological abilities of alcoholic 

patients[45]. 

There are RCTs of computer-based interventions being used to 

improve emotion and face identity recognition abilities in 

autism[46] and meta-analyses on language and social 

skills[47] with the goal of improving psychosocial outcomes 

in both mental health and developmental disorders.  
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Serious game-based interventions have been used in RCTs to 

support rehabilitation in disabled patients, showing equal 

effectiveness compared to conventional training programs[48]. 

Games have been applied to promote healthy behavior in 

children[49] and to educate patients[50]. Serious game-based 

patient education has also been shown to increase the 

treatment adherence among adolescents with leukemia in an 

RCT [51]. The characters in educational games can include 

mentors who facilitate learning by providing guidance in the 

game[36,52]. 

Serious Games have been shown in RCTs to add to training 

medical personnel[53] and reviews show improvement of 

understanding of geriatric principles among medical students 

compared to conventional training methods[54]. One strategy 

for personalizing training/game play is to use adaptive 

progressions. In other words, on a trial-by-trial basis, the level 

of difficulty of the training is specifically adapted to the 

player’s in–the-moment game performance. 

Conclusions and Directions for Future Research 

Video games are an experiential activity, rather than a 

presentation requiring memorization or assimilation of out-of-

context facts. Video games can promote “situated 

learning”[55] in which players discover and learn through 

exploration and experimentation[56,57]. Through gameplay, 

players “vicariously” experience desirable and undesirable 

consequences without putting themselves in harm’s way[57].  

When using Serious Games in health care, end users 

(clinicians, patients, or educators) must decide whether games 

are safe and effective enough to be used for their intended 

purposes. In order to do so, they need consistent, transparent, 

and reliable assessments, however, studies on Serious 

Games’validity and effectiveness remain scarce[53,58]. 

Lewis[59] and Albrecht[60] have recently published 

guidelines reporting standards to support clinicians and 

patients in distinguishing high quality mHealth apps yet these 

have two important shortcomings when it comes to games. 

First, explicit information on a serious game’s content and 

didactic features is required, as the external purpose of a 

serious game is frequently less obvious to the user than in the 

case of mHealth apps. Second, Serious Games require 

additional validation steps (eg, construct and predictive 

validity), compared to non-interactive information platforms. 

Gameplay is dynamic and learning goals in gameplay are often 

not disclosed to the user. In fact, the user learns by playing the 

game, whereas discovery in itself may be part of the 

gameplay. Disclosing learning goals could thus be 

counterproductive[61]. 

The Dutch Society for Simulation in Healthcare (DSSH) 

developed a consensus-based framework[62] based on 

Lewis’[59] and Albrecht’s[60] work. This framework could be 

a valid tool to assess Serious Games but further exploration is 

required. It should also be considered that a game’s validity 

does not predict a game’s success nor its attractiveness to the 

user, which also depends on its entertainment capability and 

distribution method[63]. 

There is a need for more literature on Serious Games and their 

potential in informatics specific areas as well. 

Finally, player expectations should also be considered. When 

faced with regular games players simply expect to be 

immersed in the story or gameplay of the product. Players may 

have different expectations for health video games and might 

be more critical as to the “fun” they are having. 

 Serious Games’ potential make them something that 

physicians should be aware of but their complexity and lack of 

valid ways of assessment can play against their widespread 

use. Regardless, Serious Games are a promising tool which, if 

properly crafted, could be used to create high-impact 

interventions.  
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Abstract 

The objective of the study is to describe the lung cancer care 

process as experienced by patients, as well as to perform a 

qualitative analysis of problems they encounter throughout 

the patient journey. A user-centered design approach was 

used and data collected through two focus group meetings 

with patients. We present the results in the form of a patient 

journey model, descriptions of problems related to the journey 

as expressed by patients and proposed eHealth services 

discussed by patients in the focus groups. The results indicate 

that not only is the patient journey fragmented and different 

for each patient going through it depending upon their 

specific type of lung cancer and treatment options, but their 

experiences are also highly individual and dependent on their 

personal needs and interpretations of the process. Designing 

eHealth to improve the patient journey will therefore require 

flexibility and adaptability to the individual’s needs.   

Keywords: 

Consumer health informatics; Patient journey mapping; 

eHealth; Participatory design. 

Introduction 

Consumer health informatics [1] is a growing field of 

research, as more and more applications are developed for 

patients and citizens rather than for health care professionals. 

The term eHealth was introduced by Eysenbach in the year 

2000 as “an emerging field in the intersection of medical 

informatics, public health and business, referring to health 

services and information delivered or enhanced through the 

Internet and related technologies” [2]. eHealth has the 

potential to revolutionize the way health care and prevention 

is provided, shifting the balance of power and responsibility 

from healthcare professionals to patients and citizens [3, 4]. 

Yet many applications developed for patients are either 

designed from a healthcare provider’s perspective, e.g. 

applications to collect patient reported outcomes, or stand-

alone health applications, e.g. mobile apps for activity 

tracking. A more balanced way for initiating eHealth service 

design taking patients’ experiences of the patient journey into 

account is suggested in this study. To design eHealth services 

that provide patients with a holistic overview of their often 

fragmented care requires a deep understanding of their 

experiences of the patient journey. In service design [5], 

customer journey mapping is often used to capture the 

consumers’ experiences of using a service, and this method 

has lately also been applied in healthcare to describe the 

patients’ experiences [6, 7].  

My Care Pathways 

The work presented in this study was performed within the 

Swedish research project “My Care Pathways” [8]. The 

project aims to create new mobile citizen e-services that allow 

patients to follow, own, and manage their care process related 

information. The project also aims to adapt and further 

develop the Swedish National platform for citizen e-services 

and provide an open software development kit (SDK) for 

developing new e-services [9]. 

In the initial stages of the project, three patient groups were 

involved in the e-service design: stroke patients [10], lung 

cancer patients and patients undergoing planned hip surgery. 

In this paper, we focus on the lung cancer patients. The 

objective of the study is to describe the process of being 

diagnosed with and treated for lung cancer as experienced by 

patients, as well as a qualitative analysis of problem areas in 

this care process. In this paper, we present the patient journey 

model, examples of problems as expressed by patients as well 

as examples of proposed eHealth services to address them.  

Methods 

We applied a user-centered design approach [11] to the 

analysis of problems and needs and actively involving patients 

in the process. An overview of the approach is shown in 

Figure 1.  

 

Figure 1 – Overview of the Needs Analysis Process 
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The first stage of the process was to do an initial analysis and 

description of the current patient journey. The initial patient 

journey model was based on literature and materials gathered 

from clinicians at the Karolinska hospital who are involved in 

different stages of the lung cancer diagnosis and treatment 

process. The model was then presented to the patients to 

validate that we had indeed captured the stages that are 

important for the patients. 

Two focus group interviews were held to explore the 

problems and experiences of the patients and how these 

problems change throughout the patient journey. An overview 

of participants is given in Table 1. All participants were 

recruited by convenience sampling via the lung cancer patient 

organization Stödet (http://stödet.se)  in Stockholm, Sweden.  

Table 1- An overview of participants  

Focus Group Number of participants 

FG 1 Patients (n = 4) 

FG 2 Patients (n = 5) 

All focus group meetings were facilitated by a moderator (first 

author of this paper, MH) and notes were taken by two 

researchers (PB, SK). Each focus group lasted 2-3 hours. The 

focus group meetings were audio recorded and transcribed. 

Content analysis [12] was used to identify categories and 

themes related to the patient experience. In addition, current 

paper-based information given to patients at different stages 

was gathered and studied.  

The collected qualitative data was used to model a patient 

journey, referring to “the experiences and processes the 

patient goes through during the course of a disease and its 

treatment” [7]. The patient journey model aims to provide a 

common picture of the processes and the way the patients 

experience them.  

Ethical approval for the study was obtained from the regional 

ethical review board (2011/2093–31/5). 

Results 

The results are presented in the form of a patient journey 

model, important patient experiences and proposed eHealth 

services.  

The Patient Journey Model 

We distinguish between phases and events in the patient 

journey model (Figure 2). A phase is extended over time and 

may incorporate several events. An event is a specific 

interaction between patient and healthcare, where information 

is created, shared or communicated. Patient journey models 

often only include phases, but to use the patient journey as a 

basis for design of eHealth services, it is important to also 

map these events, typically called touch points in customer 

journey maps [5].  

We identified 5 distinct phases that the lung cancer patients go 

through: (1) pre-diagnosis care (primary and/or acute), (2) 

diagnostic examinations, (3) treatment, and finally (4) 

rehabilitation (when the patient is in remission), or (5) 

palliative care.  

The pre-diagnosis care (primary and/or acute) phase can be a 

long and often uncertain process. Patients sometimes seek 

care on several occasions before the suspicion of lung cancer 

is actually raised, and a high proportion of patients who are 

finally diagnosed present with advanced disease [13, 14]. The 

first contact is often with a primary care physician, and if the 

suspicion of lung cancer is raised in primary care, referrals are 

sent for further assessments. However, it is not uncommon 

that patients seek acute care after having been misdiagnosed 

and treated with antibiotics in primary care and the referral to 

specialist care is sent from the acute care department [14]. An 

important event that all participants in this study described 

was when the decision was made to refer to diagnostic 

examinations.  

The second phase, diagnostic examinations and specialist 

assessment, can be fragmented since many different clinics 

are involved in the examinations, which may include 

laboratory tests, chest X-ray, computer tomography (CT scan, 

CAT scan), positron emission tomography (PET scan), 

sputum cytology, fine-needle aspiration biopsy of the lung, 

bronchoscopy and many more. This phase is often perceived 

as time consuming and frustrating by the patients, as they are 

anxiously awaiting the results of the examinations. The phase 

is often coordinated from a pulmonary clinic, and begins 

when the patient is referred there for diagnosis and staging. 

After lung cancer has been diagnosed, the phase continues 

with further examinations to determine the type of lung cancer 

(non-small cell and small cell lung cancer) and staging, i.e. to 

determine how far the

 

Figure 2 – The Lung Cancer Patient Journey Model 
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cancer has spread. The phase ends with a multi-professional 

conference where clinicians with different specialities meet to 

discuss the diagnosis and treatment options. The preferred 

option is then discussed with the patient and family members 

before treatment begins.  

The treatment phase depends very much on the choice of 

treatment, but usually consists of surgery, radiotherapy, 

chemotherapy, or a combination of these. Different specialist 

clinics are responsible for different treatments, thorax for 

surgery, oncology for radiotherapy and chemotherapy, and 

pulmonary clinic for palliative and post-surgery care. Patient 

experiences varied depending on the type of treatment they 

had received. Patients who received care at different clinics 

expressed frustration at the poor communication between 

clinics and lack of coordination of activities. One participant 

who fell ill with breast cancer while undergoing treatment for 

her lung cancer described the lack of coordination:  

“But I think the communication between the Radiology clinic 

and Thorax is poor. It feels like I have to… this spring when I 

was receiving treatment that would last until summer, I asked 

if it could clash with the medication I was getting from the 

Radiology clinic. […] The chemotherapy is a drug given for 

breast cancer too so they could ’take each other out’ and it 

turned out no one told me to stop taking this medicine I was 

taking everyday. And they clashed. I got pretty ill.”  

Yet, once the treatment finally began, many patients felt relief, 

“… it had been 3-4 months, I think, when they put the needle 

in my arm [for chemotherapy], and then I felt; now I will get 

better, now I have received help!”  

Not all patients undergo curative treatments, many lung 

cancer patients are diagnosed at a late stage and suffer from 

co-morbidities such as COPD (chronic obstructive pulmonary 

disease) or heart disease, so that curative treatments are 

deemed unwise and it is decided to go directly to palliative 

care instead. The treatments described above may still be 

used, to relieve symptoms, but not with a curative purpose. If 

treatments have been performed with a curative aim, the 

patient hopefully goes into remission and moves on to the 

rehabilitation phase, but if the treatments are not effective, a 

palliative phase begins with focus on pain management and 

quality of life.  

Rehabilitation was an important topic for our participants, as 

it was not available to all patients automatically. Depending 

on which clinic the patient was treated at (oncology, thorax or 

pulmonary) rehabilitation was more or less available despite 

patients suffering from similar symptoms. This was expressed 

as frustrating and a sign of inequity.  

The Patients’ Experiences 

Describing the process in terms of phases and events is 

important, but designers of eHealth services also need 

guidance when patients experience problems. Table 2 shows  

problems experienced by lung cancer patients related to the  

phases. 

Table 2 – Patient Experienced Problems  

Phase Problem Description 

1 Unnecessary 

delays before 

diagnosis 

Several of the participants expressed that it took too long for primary care to acknowledge their condi-

tion. One participant had to visit the emergency department and was then recommended to contact the 

pulmonary clinic directly. Participants felt that they had to fight to get to get the right care and that it 

depended on the individual healthcare professional they met.  

2-3 Poor commu-

nication with 

health care 

Participants expressed frustration at reaching the clinics at the hospital. Especially when receiving care 

at different clinics, finding contact information and reaching the right person was challenging. Differ-

ent clinics at the same hospital also had different approaches to communicating with patients making it 

more difficult to manage. 

2-3 Poor coordina-

tion  

As both diagnostic and treatment activities are distributed on many different clinics, patients suffered 

from poor coordination when e.g. appointments were scheduled two days in a row rather than after 

each other on the same day. The patients also lacked information about who (which department/clinic) 

is responsible for which part of their treatment.  

2-3 Under-

standing of 

procedures 

Some of the procedures are major and the patients are naturally worried and concerned beforehand. An 

issue that was brought up in the focus groups was that patient information was often not up to date, or 

was provided in what they interpreted as “homemade” brochures. This did not improve the patients 

trust and confidence in health care.  

4-5 Patient follow-

up 

The patients receive different types of patient surveys. They are often repetitive and far too long. As a 

patient you do not have the strength to answer the surveys all the time. 

All Poor support 

for multi-

morbidity 

Many lung cancer patients also suffer from other conditions, yet health care is not adapted to this. 

Frustration was expressed at having to repeat information and act as the coordinator between different 

clinics and clinicians. 

All Learning to 

manage one’s 

care 

Several participants expressed that it took time for them to understand where and how to find infor-

mation and to manage their care. If the patient participated in a study, then they received more infor-

mation, more continuity and more visits.  

All Lack of chan-

nels for giving 

feedback  

At the same time, the patients lacked a channel for giving their feedback, either immediately after a 

meeting or long-term. Instead, the patient organization receives this information, without being able to 

pass it forward.  

All Under-

standing of 

rights to 

choose 

The patients lacked information about what opportunities they have to e.g. choose doctor and treat-

ments, second opinion. Trusting your physician was expressed as crucial, and several participants had 

asked to see another physician after a bad experience. However, this option was not something every-

one was aware of, and it took some time for the participants to realize how important this was. 
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Examples of Proposed eHealth Services 

Based on the modeled process and the identified problems, we 

suggested a number of potential eHealth services, and some 

examples of these are presented in Table 3.  

One participant expressed an overall need for eHealth services 

in the following way: 

“… I can’t demand to have total control over the entire 

process, but I should at least have as much control so that I 

can trust health care and focus my energy on getting well”.  

It was important for the participants to have information and 

insight into the care processes, but they stressed that the 

responsibility needed to remain with health care – eHealth 

services should not be a means for health care to leave the 

responsibility for coordination and communciation to the 

patients.   

Table 3 – Proposed eHealth Services 

Problem Proposed eHealth service 

Overview of the 

diagnostic proce-

dures 

An e-service showing the progress of the different diagnostic examinations made was requested. The partici-

pants did not want to receive the results online, but wanted an expected time frame and did not want to have to 

wait for an appointment once the results were ready.  

“So, it had taken time, but then I was supposed to wait 3 weeks for a doctor’s appointment so I could find out 

what it was when they were done. Then I lost it completely...”  

Poor coordination Participants suggested that health care should be working more with logistics to get the processes right. An 

overview of the “normal” care process would be useful to both patients and professionals. If it could also 

show the patient’s current position and who is responsible for different parts of the process it would be even 

more useful.     

Understanding the 

procedures  

Available information beforehand is necessary to decrease anxiety. The information should be updated and easy 

to understand to make patients feel confident. Online information sites in various designs were recommended.  

Patient follow-up Online patient surveys which could make the answers available during the whole care process were requested. 

Lack of channels 

for giving feedback  

e-services for giving immediate feedback to healthcare were deemed useful by the participants, but they also 

wanted a way to communicate feedback later on when you have more perspective on the care process. Channels 

for making formal complaints are available, but the participants lacked an easy means for communicating 

feedback and improvement suggestions.  

Poor communica-

tion with health 

care 

Improved services to communicate with health care were requested. Individual patients have different pref-

erences for synchronous and asynchronous communication, and alternatives should be available. However, 

overview and responsibility was again stressed – who do I contact about this specific issue?  

Learning to man-

age one’s care 

Many participants expressed that it took them time to learn how to navigate through health care, where to find 

information and how to ensure you get the care you need.  If this process could be faster it would be helpful, and 

support from other patients in combination with other guiding or e-learning eHealth services could be useful. 

Understanding of 

rights to choose 

e-services clarifying patients’ rights both in terms of choosing a health care professional you trust, and when it 

comes to requesting second opinions, choosing treatment etc. Most participants expressed that they trusted the 

judgments made by health care professionals, especially during the multi-professional conference – but at the 

same time they had all experiences of questioning individual professionals’ judgment and requesting to meet 

new physicians in the future.  

The proposed eHealth services in Table 3 are not an exclusive 

list, but rather suggestions made by participants in the focus 

groups. Anyone reading about the problems may come up 

with their own ideas for eHealth services that could improve 

the situations for people living with lung cancer. This is one 

of the strengths of using patient journey mapping and patient 

experiences as a basis for design.  

Discussion 

We used the patient journey model to understand the 

processes a patient goes through before, during and after lung 

cancer treatment and the problems they experience during this 

journey. Gaining this insight is important input to proposing 

new eHealth services for lung cancer patients.  

A limitation of this study is the low number of participants 

involved in the focus groups. Still, even this limited case 

study points to important insights into the patients’ 

experiences, and important ideas for eHealth services were 

produced. These results will be used together with an in-depth 

content analysis of the patients’ information and 

communication needs to further understand the content and 

functionalities eHealth needs to provide to support lung 

cancer patients throughout their patient journey.  

All participants were recruited locally, and had received their 

care within the same county council. This limits the 

transferability of the results in terms of the patients’ 

experiences and some of the proposed eHealth services. Yet, 

as a designer of eHealth services one may recognize similar 

problems from other contexts where these results can be 

applied. The important, transferable, result of this study is 

however the method of using patients’ experiences as a basis 

for proposing new eHealth services to improve health care 

from a patient perspective. The approach can be applied 

locally in any context to explore patients’ experiences and 

propose solutions to identified problems.  

The lung cancer patient journey in Stockholm, Sweden, is 

fragmented and different for each patient going through it 

depending on their specific type of lung cancer and treatment 

options. In addition, their experiences are also highly 

individual and dependent on their personal needs and 

interpretations of the process. Designing eHealth to improve 

the patient journey therefore requires flexibility and 

adaptability to the individual’s needs.  

It is also important to acknowledge that health care is a socio-

technical system [15, 16], and not all the problems identified 

in this study can be solved through new eHealth services. 

Therefore, it is crucial to involve healthcare professionals and 

other stakeholders within the healthcare organization to 
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address the problems from more organizational and work 

process perspectives too. In addition, when designing and 

implementing new eHealth services to support patients 

throughout the patient journey, it is imperative to consider 

what impact these will have of the surrounding organization 

and how do thenew tools for communication between patients 

and professionals affect the daily work.  

Conclusion 

Patient journey models and qualitative analysis of patients’ 

experiences are powerful tools that can be used to improve 

health care from a patient perspective. In this study we show 

how such tools can be used as input to the design of eHealth 

services, but by creating a patient journey model and describ-

ing patients’ experiences of going through this journey, we 

also create opportunities for reaching a common understand-

ing of issues and problems experienced by patients, thereby 

facilitating improvement work and in the long run increased 

patient satisfaction.  

The results indicate that not only is the patient journey 

fragmented and different for each patient going through it 

depending on their specific type of lung cancer and treatment 

options, but their experiences are also highly individual and 

dependent on their personal needs and interpretations of the 

process. Designing eHealth to improve the patient journey 

will therefore require flexibility and adaptability to the 

individual’s needs.  
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Abstract 

The identification of epidemiological risk areas is one of the 

major problems in public health. Information management 

strategies are needed to facilitate prevention and control of 

disease in the affected areas. This paper presents a model to 

optimize geographical data collection of suspected or 

confirmed disease occurrences using the Unstructured 

Supplementary Service Data (USSD) mobile technology, 

considering its wide adoption even in developing countries 

such as Paraguay. A Geographic Information System (GIS) is 

proposed for visualizing potential epidemiological risk areas 

in real time, that aims to support decision making and to 

implement prevention or contingency programs for public 

health.   

Keywords: 

eHealth, mHealth, GSM, USSD, GIS. 

Introduction 

Health is one of the most critical areas regarding the use of 

information due to many existing regulations and primarily, 

public management. 

In Latin America and the Caribbean, considerable inequity 

exists in the access to public health services . This is a result 

of a number of factors , including: lack of human resources, 

infrastructure, equipment, and medication. Further, a physical 

and cultural gap exists between the public health system and 

the population, related to low incomes and different ethnic 

backgrounds in developing countries. Thus, vulnerability is 

determined by income levels, geographic location, and 

ethnicity, causing an exclusion of millions of households in 

the region [1].  

Information and Communication Technologies (ICT) increase 

the chance of improving the life quality in the community, as 

shown in previous works [2,3]. This paper focuses on 

applying ICT as a tool for public health surveillance. Thus, 

this initiative can be considered within the topic of eHealth. 

According to the World Health Organization (WHO) [4] 

eHealth is the cost-effective and secure use of information and 

communications technologies in support of health and health-

related fields, including healthcare services, health 

surveillance, health literature, and health education, 

knowledge, and research. 

The purpose of the present work is to optimize the geolocated 

data collection process for suspected or confirmed disease 

occurrences through the use of mobile devices to enable the 

identification of potential epidemiological risk areas in real 

time. Visualization of collected data is proposed through a 

Geographic Information System (GIS).  

The proposed model can be implemented via mHealth as an 

application that allows users to report disease occurrence from 

their mobile devices through the exchange of Unstructured 

Supplementary Service Data (USSD) messages. USSD is a 

feature included in Global System for Mobile 

Communications (GSM) mobile technology (known as “2G”), 

that allows bidirectional transmission of information between 

the mobile device and an operator-defined application. With 

the collected information, this work proposes a geospatial 

visualization to identify epidemiological risk areas. Also, it 

can be used as a supporting tool for improving the actions of 

the organizations responsible for health. 

We propose involvement of the community members in data 

collection, using the community as an actor in the process of 

epidemiological surveillance. The model of Community 

Health Workers [5] arises as part of the community auxiliary 

health team, where workers are selected and trained in order 

to work for their own communities. 

In the next sections of this paper, a description of the problem 

is presented, including statistical information about the 

penetration of technologies in Paraguay. Also, the proposed 

model and considered scenarios are presented in detail. 

Finally, a comparative analysis between the proposed model 

and other alternatives is presented, along with conclusions of 

the work. 

Background 

In Paraguay, the General Office of Health Surveillance 

(DGVS, for its acronym in spanish) of the Ministry of Health 

and Welfare (MSPBS, for its acronym in spanish) is 

responsible for providing continuous information about 

monitored diseases in order to support decision making 

regarding prevention, control, and elimination of these 

diseases. 

All the information related to mandatory surveillance of 

diseases in Paraguay is centralized by DGVS. Every week, the 

Data Management Unit (UGD, for its acronym in spanish) 

receives a notification form – which is printed (fax or mail) or 

in digital format (e-mail) – from the health regions. The forms 

are received mainly in printed format. Each health region has 

an Epidemiological Unit, which is responsible for collecting 

information from all reporting units. 

The UGD unit performs a manual process of digitizing and 

unifying the collected information in order to obtain an 

electronic spreadsheet, which indicates for each record the 
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reported disease and the specific health region during a 

epidemiological week, as defined by the MSPBS. 

Finally, the information is sent to the National Center of 

Communications (CNE, for its acronym in spanish), where 

statistical analyses of the collected data are performed. An 

epidemiological newsletter is published weekly, showing the 

current status of the country. Typically, risk maps are used for 

visualizing the information. 

According to statistical information from Paraguay in 2013 – 

with an estimated population of 6.700.000 – 95.5% owned a 

mobile device (97.1% urban areas, 93.4% rural areas). 

Additionally, 19.4% had landline communication subscription 

[6]. 

The General Office of Statistics and Census (DGEEC, for its 

acronym in spanish) announced that of all Paraguayan 

households, 26.6% have Internet-connected computers. 

However, it should be noted that Paraguayans have recently 

increased their access to the web using mobile devices (such 

as smartphones and tablets). For this reason it is estimated that 

the actual Internet penetration is approximately 30% [7]. 

From the mentioned statistics, the mobile technology – 

particularly GSM networks – represents a communication  

channel with a greater penetration in households than 

landlines or the Internet. This makes it an ideal tool to 

optimize the process of gathering information. 

Based on these statistical values, we propose that an efficient 

way to penetrate more extensively in the territory of Paraguay 

is through GSM technology. Currently, internet and 

smartphone penetration remains insufficient in a developing 

country such as Paraguay, where the territory is mostly rural. 

Also, it should be considered that individuals typically 

excluded from public health services are those with low 

incomes or of different ethnicities. 

Materials and Methods 

Natural disasters, such as wildfires, floods, epidemics, and oil 

spills, can be modeled and presented through a GIS [8]. In 

public health, GISs have been used mainly for processing 

medical and epidemiological research that explores the 

magnitude and distribution of several health problems. In 

addition,, for analyzing, monitoring, and decision making 

related to this field.  

The use of USSD communication protocol is considered, due 

to its ability to send information and instructions 

bidirectionally (between the mobile device and the 

applications that process the data). Thus, real time information 

can be provided by users, which will feed into a GIS, to allow 

the surveillance of epidemic risk areas. This will allow saving 

both economic and human effort, considering that, having this 

tool, the citizens and health workers would spend less time in 

the early identification of epidemiologic risk areas in order to 

support establishing policies, strengthen planning processes, 

and guiding actions to improve citizens’ quality of life.  

As shown in Figure 1, the information was collected in a 

centralized system, which may be accessible in real time to the 

actors involved in the information collection process. This 

will support the decision making at all levels and ensure that 

plans and policies are fully justified based on the evidence 

gathered. Thus, an improvement over the conventional non-

automatic model was obtained, where the information 

originally reaches the levels required for decision making with 

a considerable delay.  

 

Figure 1 - Real time access to information 

The posed problem in this work has been detached into two 

parts: data collection and visualization. A USSD module was 

designed for the first one, which provides greater coverage in 

terms of the number of citizens who will be able to access the 

service. For the second one, a GIS module was implemented, 

responsible for rendering (in real time) the information 

gathered for geographic visualization. The proposed model 

including the modules mentioned is shown in Figure 2.  

 

Figure 2 - Proposed model 

The proposed model begins with the user or subscriber, who 

initiates a USSD dialogue by dialing a Service Code (SC) 

from the Mobile Station (MS). This message is encapsulated 

in a message Mobile Application Part (MAP) and is sent 

through the GSM network elements to the USSD Gateway 

(USSD module) which is responsible for receiving the request 

and identifying (based on the SC) which application has to be 

accessed in order to forward the request to it establishing a 

session. The application returns the initial menu to the USSD 

Gateway and this back to the user.  

In this way, a USSD dialogue starts between the mobile 

device and the USSD application, where each entered option 

is logged in a georeferenced data base.  

Finally, the data collected through the USSD module was 

processed and analyzed in the GIS module, which allows for 

visualizing real time information obtained from such data. In 

the following sections, both modules are explained in detail. 

USSD Module 

This module is responsible for data collection through a 

USSD application that uses RESTful web services to get an 

interactive menu of disease reports and registration. 

The collected information was categorized according to the 

user who has made the notification. Every type of user will 

have a different notification accuracy level. This distinction 

has been deemed important because it is necessary to ensure 

the quality of the information. Inconsistent data or false 

positive notifications would not reflect reality, so the actions 
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taken or applied on these data cannot be used to improve or 

eliminate the identified health problems. Thus, the 

notifications can be visualized and compared in real time and 

for each user type. Among the possible types of users, the 

proposal includes: a citizen, a community health worker, 

and/or an official of the Ministry of Public Health. The last 

two types of users are able to implement more rigorous and 

reliable checks and verification to reduce false positives.  

The Mobicents [9] platform was used to simulate the USSD 

dialogue, which is an implementation of Open Source 

Software (OSS) for development of USSD applications based 

on the Signalling System No. 7 (SS7) stack protocol. In Figure 

3, the message flow of a typical MAP protocol is presented 

for transferring data between a network node, the Mobicents 

platform, and the USSD application.  

 

Figure 3 – USSD Dialog 

The user dials the SC USSD code (e.g., *123#). A network 

node can represent the MSC, HLR, or VLR. The MAP 

protocol is used by the Mobicents platform to communicate 

with the network node and HTTP and XML protocols are 

used to communicate with the USSD application. The USSD 

application handles the business logic and sends the response 

back to the user in the same session. 

GIS Module 

The GIS Module is responsible for processing, analyzing, and 

categorizing data collected in the previous module, and allows 

the definition of thresholds on when to consider an area as 

being at risk for an epidemic. Finally, analysis of information 

is performed by a map viewer in real time. 

This module aims to provide to the government, non-

government organizations, and agencies that work on health 

services a tool to obtain georeferenced information of areas or 

regions affected by some kind of disease.  

As shown in Figure 2, the GIS module consists of several 

components: a server application that is used by the USSD 

module to obtain interactive menus and persist the 

notifications of the users in the database, and a map server, 

which is responsible for analyzing the collected data and 

publishing the diseases layers with styles specific to each one 

of them. Finally, a web map visualization is included, where 

the available layers are passed to the map server and rendered 

to the final users. 

Considered Scenarios 

The scenarios considered in this work are differentiated by the 

locating mechanism used (that is, the mechanism that allows 

the mobile device’s position to be determined). This 

information may be provided by the GSM network operator or 

by the user. 

Automatic localization based on Cell-ID 

There are several methods to determine the location of the 

MS. They can be different according to the technologies used 

to determine the location and the expected precision. In our 

scenario, the location method using the MS’s Cell ID was 

used, considering its low cost and its inclusion in the GSM 

network, in order to determine the mobile device’s location. 

The antenna identifier (the Cell ID) to which the device is 

connected is used to geographically locate the antenna, which 

is an approximation of the user’s location.  

For this scenario, the operator must provide geographic 

information of their Base Transceiver Station (BTS) antennas, 

so they can be identified by the visualization component of 

the GIS module. Since the information regarding the 

connected mobile device’s antenna is handled by the 

telecommunication company, once a user’s request is 

received, the USSD gateway simulates the consult to the HLR 

in order to determine the antenna to which the device is 

connected [10], and returns a MAP message with the Cell ID 

for that particular antenna. 

The accuracy of this method depends on the cell size. We 

assumed 500 meters of accuracy within a city and about 10 

kilometers in rural areas, representing an acceptable range 

considering the necessary resolution for identification of risk 

areas.  

Manual localization 

For this investigation two additional menu fields were 

included in the USSD application: the department (state) and 

city must be selected by the users in order to map to their 

corresponding latitude and longitude in the GIS, based on its 

own geographic data. 

This scenario was considered as an alternative way to 

determine location when the system fails to obtain the proper 

information from the the telecommunication company. It is 

noteworthy that in these cases the accuracy of the model 

decreased significantly, and also required the user to know 

and select their department and city. 

Results 

The software evaluation process allows us to justify investing 

in the technology, based on the goals and needs of the 

consumer. 

The development and selection of high quality software 

represents a critical point in the process, considering that the 

development and implementation of our method drives the 

success or failure of processes that are supported by these 

tools. This can be achieved by defining appropriate quality 

characteristics, taking into account the purpose and use of the 

software [11]. 

To verify the benefits and drawbacks of the conventional 

model currently used by the DGVS, and of the proposed 

model, a comparative study was conducted , considering each 

of the characteristics and subcharacteristics defined in Table 

1. 

The comparison is based on a set of general characteristics 

and subcharacteristics which were defined in order to fix the 

problems that emerged during the present study and 

considering the characteristics and subcharacteristics of ISO 

25010 that are comparable to the evaluation models. 
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Table 1– Quality characteristics 

Characteristic Subcharacteristic Evaluation Weight 

Conventional 

Model 

Proposed 

Model 

Territorial 

Scope 

Data Collection Complies with this subcharacteristic if 

data collection covers at least 70% of 

the population as potential notifiers. 

      1         0       1 

 Disemination 

Information 

Complies with this subcharacteristic if 

the model allows access to information 

to support decision making. 

      1         1       1 

Availability of 

Information 

Data Collection Complies with this subcharacteristic if 

data collection is done in real time. 

      1         0       1 

 Disemination 

Information 

Complies with this subcharacteristic if 

the information is disseminated in real 

time. 

      1         0       1 

Product quality Functional 

Pertinence 

This subcharacteristic counts one point 

for each tool supported by the model. 

      3         2       3 

 Documentation Complies with this subcharacteristic if 

the model has adequate documentation 

to facilitate the use of the product to 

the end user. 

      1         0       1 

 Accessibility Complies with this subcharacteristic if 

the product can be used by illiterate or 

blind users. 

      1         0       0 

Reliability Objectivity Complies with this subcharacteristic 

when the information provided is not 

biased towards a particular opinion. 

      1         1       1 

 Topicality Complies with this subcharacteristic if 

the displayed information is updated on 

a weekly basis, considering the 

epidemiological calendar. 

      1         1       1 

 Credibility Complies with this subcharacteristic if  

is possible to determine that the 

information provided is reliable and 

relevant with respect to the subject 

matter. 

      1         1       0 

Interoperability Exchange Formats This subcharacteristic counts one point 

for each format (GIS, Web Services, or 

images) supported by the model.  

      3         1       3 

 Open Data Complies with this subcharacteristic if 

the data are made openly available. 

      1         0       1 

Discussion 

The score obtained by the models evaluated in each 

characteristic can be seen in Figure 4, where the scores for our 

proposed model far exceed those of the conventional model. 

With regard to Territorial Scope – and considering the process 

of data collection through the use of USSD technology – the 

proposed model outperforms the conventional model. The 

Availability of the Information (in real time) is a characteristic 

of vital importance, because our study is within the health 

sector, and whose subcharacteristics are dependendientes. In 

other words, since the information is available in real time, 

data should be collected in real time. Considering Product 

Quality (specifically when users interact with the collection or 

visualization tools) the conventional model provides the 

option to view historical information from the epidemiological 

newsletter from previous weeks, but has no tools to interact 

with the information provided. Of the three subcharacteristics 

evaluated with respect to functional pertinence, the 

conventional model complies with two, while the proposed 

model complies with three. Additionally, the conventional 

model provides little documentation, which hinders the 

understanding and interpretation of risk maps displayed in the 

epidemiological newsletter. This is opposite for the proposed 

model, which displays official documents in the same 

application. Finally, considering accessibility, both the 

proposed model and the conventional model cannot be used 

by people with certain physical impairments, such as people 

who cannot read and/or write, or who are blind. A drawback 

of using the proposed model is its low score in Reliability. 

This is because the reporting user base is much broader than 

that of the conventional model. The Interoperability 

characteristic was not highly rated for the conventional model 

since it only allows the display of static information, which 

does not allow share and reuse of the information. Instead, the 

proposed model complies with all considered formats of 

information exchange, and also openly shares data. 
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Figure 4 – Final Evaluation of Characteristics 

Figure 5 shows the final scores of the models evaluated. The 

proposed model has a final score of 89.33%, the highest score, 

wheras the conventional model has a final score of 43%. 

 

Figure 5 – Final Evaluation 

Conclusion 

This work highlighted the potential and benefits of a proposed 

model used for ICT-based epidemiological surveillance, 

which can easily be extended to other areas, towards 

the implementation of Electronic Government (eGov) and 

Mobile Health (mHealth) paradigms. 

The emergence of new strategies for public health play an 

important role in Paraguay, for parties including primary 

health care (and family health units), community workers, and 

community empowerment towards personal health. 

We have designed a USSD application that utilizes web 

services to provide an interactive disease menu on mobile 

devices connected to a GSM network, so that they can send 

notifications to a georeferenced database. A Web GIS module, 

which obtains spatial data from the database mentioned 

previously, allows the visualization of potential risk areas, and 

makes them available in real time to all stakeholders through 

web-mapping. 

The proposed model is provided to governmental 

organizations, NGOs, and agencies working on health areas, 

and contains a tool for obtaining georeferenced information 

on areas or regions affected by some kind of disease while 

providing decision support for public health professionals. 

Note that the effectiveness of a GIS system generally depends 

on the nature of the problem and the selected software, as well 

as the reliability of the data and the ability of the users to 

understand their results.  

Future work includes an implementation plan that will be 

drafted for applying the model to a Healthcare institution like 

the MSPBS in Paraguay. Additionally, a refined cost-

comparison model is needed in order to better justify the 

benefits of the proposed tool. 
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Abstract 

The use of patient focused technology has been proclaimed as 

a means to improve patient satisfaction and improve care 

outcomes. The Center for Medicaid/Medicare Services, 

through its EHR Incentive Program, has required eligible 

hospitals and professionals to send and receive secure 

messages from patients in order to receive financial incentives 

and avoid reimbursement penalties. Secure messaging 

between providers and patients has the potential to improve 

communication and care outcomes. The purpose of this study 

was to use National Health Interview Series (NHIS) data to 

identify the patient characteristics associated with 

communicating with healthcare providers via email. 

Individual patient characteristics were analyzed to determine 

the likelihood of emailing healthcare providers. The use of 

email for this purpose is associated with educational 

attainment, having a usual place of receiving healthcare, 

income, and geography. Publicly available data such as the 

NHIS may be used to better understand trends in adoption and 

use of consumer health information technologies.  

Keywords:  

Health Information Technology; Email; Consumer 

Involvement. 

Introduction 

There is increased national attention focused on the use of 

patient-centered technologies in an effort to engage patients 

and families in their healthcare, particularly in an effort to 

address the rise of chronic conditions and managing the 

complexity of health conditions. The Centers for Medicare 

and Medicaid Service’s (CMS) Electronic Health Record 

(EHR) Incentive Program and its Meaningful Use objectives 

have drawn attention to the value of using patient portals and 

personal health records to better connect patients with their 

health information. The EHR Incentive Program has four 

goals: 1) “Improve quality safety, efficiency, and reduce 

health disparities”; 2) “Engage patients and families”; 3) 

“Improve care coordination, and population and public 

health”; and 4) Maintain privacy and security of patient health 

information” [1]. 

The use of patient portals, personal health records and other 

patient-focused technologies is intended to improve the level 

of patient engagement. The Agency for Healthcare Research 

and Quality (AHRQ) recently completed an Environmental 

Scan on the topic of patient and family engagement. AHRQ 

defined patient engagement as “a set of behaviors by patients, 

family members, and health professionals and a set of 

organizational policies and procedures that foster both the 

inclusion of patients family members as active member of the 

health care team and collaborative partnerships with providers 

and provider organizations” [2]. 

A study of US hospitals showed that the adoption of “basic” 

EHRs has increased by 82% between 2010 and 2011. More 

importantly, the rates of “comprehensive” EHR use by US 

hospitals have increased fivefold from 1.6% in 2008 to 8.8% 

in 2011 [3]. A recent study found similar results regarding 

patient portals specifically—approximately 50% of US 

hospitals have patient portals of some kind [4]. 

There is considerable evidence related to the benefits of using 

the secure messaging functionality of patient portal systems. 

In a study involving 35,423 patients with diabetes, 

hypertension, or both diabetes and hypertension, Zhou, et al. 

assessed the impact of secure patient-physician email on the 

quality outcomes as measured by diabetes and hypertension-

related quality measures included in the Healthcare 

Effectiveness Data and Information Set (HEDIS) [5]. The 

study used administrative data on secure email use between 

patients and providers, as well as nine HEDIS measures. They 

reported that “The five leading reasons for patients to email 

their physicians were to report a change in a condition (16%), 

discuss lab results (14%), discuss a new condition (12%), 

discuss changes in prescription dose (11%), and discuss the 

need for a new prescription (10%)”. Physicians receive, on 

average, between two and twelve messages per day, each 

requiring an average of 3.5 minutes per response. The findings 

show that users of secure email had significant improvements 

in outcomes related to HbA1c screening and control, 

retinopathy screening, nephropathy screening, and blood 

pressure control. Interestingly, those patients who had 

multiple email threads with the provider had an increased 

likelihood of improved performance on four of the diabetes 

measures. In other words, the frequency of messaging between 

a patient and provider is associated with some measures of 

clinical outcomes improvement. 

A similar study focused on provider productivity related to the 

use of secure messaging tested the impact of the adoption of a 

patient portal on appointments with physicians, nurse 

practitioners, and physician assistants in adult primary and 

urgent care [6]. The study also tested the impact that patient 

portal adoption had on telephone contact rates with internal 

medicine and family practice physicians, nurse practitioners, 

and physician assistants. To evaluate the impact of secure 

messaging on primary care physicians, the study compared the 

difference in primary care office visit rates and documented 

telephone call rates among users and non-users of secure 

email. In the cohort study, primary care office visits among 

the sample decreased significantly by 9.7%. Similarly, in a 

matched control part of the study, the annual office visit rate 

for those patients using secure messaging decreased by 10.3%, 

as compared to a 3.7% decrease in the control group. The 

difference between groups regarding documented telephone 
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contacts was also significant—controls made 13.7% more 

telephone contacts than those patients using secure messaging.  

 

Wade-Vuturo, Satterwhite Mayberry [7] conducted a mixed 

methods study to evaluate the use of a patient portal by 

patients with type 2 diabetes, secure messaging within the 

patient portal, and the relationship between secure messaging 

and glycemic control. The study found that there was a 

significant association between patients who self-reported 

frequently using secure messaging within the patient portal—

either messaging a provider or requesting an appointment—

and lower Hemoglobin A1c values (i.e., glycemic control) [7].  

Harris, Haneuse [8] conducted a cross-sectional study to test 

that secure messaging through a patient portal was associated 

with higher quality of care and lower care utilization. The 

patients within the secure messaging group were slightly 

younger than those in the non-secure messaging group 

(average age of 58 vs. 63) and were significantly more likely 

to have a female primary care provider. Regarding the quality 

measure of HbA1c <7%, patients who had a patient portal 

account and sent secure messages had higher rates of control 

than those who had patient portal accounts and did not send 

messages. In fact, among patients with greater than or equal to 

12 threads of secure messages, HbA1c <7% was 36% greater 

than those in the control group [8].  

Despite all of the focus on these patient centered technologies, 

there has been little growth in the uptake of these technologies 

among the general population or among those most likely to 

benefit from its immediate and prolonged use. One major 

reason for the slow adoption is the slow adoption by 

healthcare providers and organizations [4]. According to 

Tenford et al., users of these technologies are most likely to be 

educated, female and Caucasian [9]. There is not a clear 

understanding regarding the average age of users, but studies 

indicate that the majority of users are between 50-70 years of 

age [10, 11].  Health literacy is cited as a primary barrier to 

the effective use of personal health records and patient portals 

for the self-management of chronic disease [12]. According to 

a study that examined the utilization of patient portals, 88% of 

Caucasians had a college degree, compared to 49% of African 

American users [11]. There are also clear ethnic/racial and 

educational disparities of patient portal use in large integrated 

delivery systems [11]. While Caucasians are more likely to 

utilize patient portals, African American patient portal users 

are significantly more likely to have the presence of a chronic 

disease [10]. According to one study, “those with limited 

health literacy were less likely to activate their patient portal 

account, sign in using their personal login and password, and 

to use any of the functions” [11].  

Many of the major healthcare policy initiatives in the last 

decade have heavily emphasized patient engagement through 

the use of technology as a primary objective for improving 

health outcomes and thereby reducing costs. While the 

literature is growing on this topic, there is still not adequate 

knowledge about patients who are using patient portals and 

how they are using them. Knowledge about use of patient 

portals by geographic region of the country is minimal. The 

vast majority of the research on the use of patient-provider 

email has been within healthcare organizations who were early 

adopters of health information technology and are 

overwhelmingly part of integrated delivery networks. There is 

a need for research on the self-reported use of patient-provider 

emailing including those with self-reported chronic 

conditions. The purpose of this study is to use data from the 

National Health Interview Series, a national, weighted random 

survey of adults regarding healthcare delivery, to identify the 

patient characteristics associated with communicating with 

healthcare providers via email. 

Methods 

Data Sources and Limitations 

This study examined survey data collected as part of the U.S. 

National Health Interview Series (NHIS) and was recoded, 

maintained, and distributed by the Integrated Health Interview 

Series (IHIS) [13].  The NHIS is an in-person, interview data 

collection program conducted by the Centers for Disease 

Control and Prevention’s National Center for Health Statistics. 

The purpose of the survey is “to secure accurate and current 

statistical information on the amount, distribution, and effects 

of illness and disability in the United States and the services 

rendered for or because of such conditions”. The NHIS uses a 

multi-stage probability sampling to select a random sample of 

approximately 35,000 households and 87,500 persons. The 

average response rate for the survey is near 90% of eligible 

households in the sample. Samples are drawn from each U.S. 

State and the District of Columbia and it is representative of 

the U.S. population. The NHIS has been conducted annually 

since 1957 [14]. Further details about the survey have been 

published [15, 16]. Data was extracted from the IHIS as a SAS 

text file, and the SAS text file was read into R and converted 

into a CSV file. The CSV file was imported into R and 

converted to a data object for all analysis.   

For the purposes of this study, survey data regarding adults 

ages 18 or greater from 2009, 2011, 2012, and 2013 were 

combined (Note: the 2010 survey was excluded since it did 

not address use of email). Between 2009-2013, 492,948 

individuals were interviewed across 191,395 households. 

Analysis of the NHIS data was deemed exempt from review 

by the University of Minnesota IRB.  

The data used in this study included 363,564 individuals 18 

years of age or greater. The NHIS includes questions on a 

variety of health outcomes, demographic variables, and 

individual characteristics. We used self-reported data on 

whether the respondent has ever used email to communicate 

with a healthcare provider. The questionnaire item reads 

“During the past 12 months, have you ever used computers 

[to]…communicate with a health care provider by email”. 

Responses were categorized into “Yes”, “No”, “Refused”, 

“Don’t Know”, or “Not Ascertained”. Only those individuals 

responding “Yes” or “No” were included in the analysis 

resulting in a study sample size of 128,100 adults. The 

following variables were also included in the analyses: sex, 

gender, race, age, education level, health status, income, 

geographic region, care access, and diabetes prevalence. 

Education level was recoded into five categories (less than 

high school, high school or GED, some college or two year 

degree, bachelors degree, and graduate degree). Income was 

recoded into five categories (<35k$, $35-49.9k, $50-74.9k, 

$75-99.9k, and $100k +). Any response of “Refused”, “Don’t 

Know”, or “Not Ascertained” were treated as missing values 

in the analysis.  

Analysis 

In order to understand the characteristics of adults who email 

their healthcare providers, proportions, standard errors, and a 

multiple logistic regression were computed using the R 

version 3.1.0. Proportions were used to calculate the overall 

use of email across multiple variables. Logistic regression was 

used to determine which variables are related to the use of 

email to communicate with healthcare providers. The 

following variables were included as independent variables in 
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the logistic model: sex, gender, race, age, education level, 

health status, income, geographic region, care access, and 

diabetes prevalence. The answer to the question about email 

use was the dependent variable. The results of the logistic 

regression are presented as odds ratios with the corresponding 

standard errors 95% confidence intervals, coefficients, 

standard errors, and Wald Statistic.  

Results 

The study sample consisted of 128,086 respondents across the 

four years. The average age of respondents was 37.2 years, 

and 56% were female. Sixteen percent of respondents had less 

than a high school diploma, 22% had a high school degree or 

GED, 30% had some college or a two-year degree, 18% held a 

bachelor’s degree, and 10% held a graduate degree. Table 1 

summarizes the survey’s respondent characteristics. 

Regression results are presented in Table 2. Overall, 5.7% of 

respondents reported emailing their healthcare provider 

between 2009 and 2013. Males were significantly less likely 

to email their provider than females (OR 0.75, CI: 0.71-0.79, 

p<0.001), African American (OR 0.82, CI: 0.76-0.89, 

p<0.001) and Asian (OR 0.85, CI: 0.77-0.93) respondents 

were significantly less likely to email their healthcare 

providers than all other races. Age is significantly associated 

with emailing healthcare providers. Respondents between the 

ages of 51-60 are significantly less likely to email their 

providers than those under 30 (OR 0.91, CI: 0.84-1.00, 

p<0.05).  

Education level and income were significant predictors of 

emailing a healthcare provider. The likelihood of emailing a 

provider is significantly greater for each level of education 

obtained. Respondents holding a four year college degree 

significantly more likely to email their provider (OR 11.48, 

CI: 9.61-13.28, p<0.001). Respondents holding a graduate 

degree were the most likely to email their provider (OR 15.88, 

CI: 13.25-19.19, p<0.001).  

Health status is associated with emailing healthcare providers. 

Adults who report being in excellent health (OR 0.71, CI: 

0.59-0.85, p<0.001) or good health (OR 0.83, CI: 0.70-1.00, 

p<0.01) are significantly less likely to email their healthcare 

provider than those who report being in fair or poor health. 

Patients who report having diabetes are more likely than those 

without diabetes to email their providers (OR 1.28, CI:1.16-

1.41, p<0.001).  

Geographic region was significantly associated with emailing 

healthcare providers. Those living in the West were twice as 

likely to email their provider than those in any other part of 

the country (OR 2.02, CI:1.88-2.18, p<0.001). There was also 

a significant difference in the likelihood of emailing 

healthcare providers based upon reporting year. Respondents 

in 2013 were more likely to email their providers than those 

responding in 2009 (OR 1.17, CI: 1.10-1.26, p<0.001).  

Adults who reported having a usual place for obtaining 

healthcare were also more likely to email their provider than 

those without a usual place (OR 2.07 CI: 1.88-2.30, p<0.001).  

Discussion 

The study attempted to understand the use of email to 

communicate with healthcare providers by a nationally 

representative sample of adults. Because of the nature of the 

NHIS methodologies, the sample represents the diversity of 

the United States in terms of age, sex, race, geographic 

location, and other demographic characteristics. To the best of 

our knowledge, this is the first study to use a nationally 

representative sample for assessing email communication 

between patients and healthcare providers. 

Despite increased national attention and increased access to 

secure email from healthcare organizations, there continues to 

be a relatively low rate of use of email between adults and 

their healthcare providers. Overall, 5.6% of adults reported 

emailing their healthcare provider between 2009 and 2013 

(see Figure 1).  

Table 1– Email Use with Healthcare Provider by Respondent 

Characteristics  

Characteristics n = 128,086 

Proportion Who 

Used Email 

Male 

Female 
 

Diabetes 

No 

Yes 

Borderline 
                

Age (years) 

18-30 

31-40 

41-50 

51-60 

61-70 

71+ 
 

Education 

Less HS 

HighSch 

SomeColl 

Bachelors 

Graduate 
 

Year 

2009 

2011 

2012 

2013 
 

Health Status 

Poor 

Fair 

Good 

Excellent 
 

Income 

<35k$ 

$35-49.9k 

$50-74.9k   

$75-99.9k 

$100k + 
 

Poverty Level 

In Poverty 

Not In Poverty 
 

Geography 

Midwest 

Northeast 

South 

West 
 

Race 

White 

Black/AA 

AI/AN 

Asian 

Multi-Race 
 

Usual Place of 

Care 

56,997 

71,089 
 

 

113,277 

12,872 

1,851 
 

 

26,505 

22,491 

21,931 

22,104 

17,828 

17,227 
 

 

20,732 

33,271 

38,819 

22,312 

12,344 
 

 

27,437 

32,695 

33,887 

34,067 
 

 

4,640 

14,735 

75,134 

33,512 
 

 

52,419 

17,416 

19,896 

12,009 

19,094 
 

 

21,466 

95,880 
 

 

27,466 

21,006 

46,714 

32,900 
 

 

96,326 

19,997 

1,273 

8,004 

2,303 
 

 

 

4.9% 

6.2% 
 

 

5.7% 

5.1% 

5.5% 
 

 

4.8% 

7.1% 

6.6% 

6.5% 

6.2% 

2.1% 
              

 

              0.6% 

2.3% 

5.3% 

10.6% 

15.9% 
 

 

5.4% 

5.2% 

5.3% 

6.6% 
 

 

3.2% 

4.0% 

5.7% 

6.5% 
 

 

2.6% 

4.7% 

6.7% 

8.5% 

12.2% 
 

 

2.0% 

6.8% 
 

 

4.6% 

5.0% 

4.6% 

8.5% 
 

 

5.9% 

3.7% 

3.1% 

7.9% 

6.3% 
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Usual Place 

No Usual 

54,095 

20,330 

6.2% 

2.4% 

   

Table 2– Prevalence of Using Email to Communicate with 

Healthcare Provider 

Object β  

SE 

β 

Wald 

Stat. OR (95% CI) 

Sex 

Male 
 

Diabetes 

Yes 

Borderline 
                

Age 

(years) 

31-40 

41-50 

51-60 

61-70 

71+ 
 

Education 

HighSch 

SomeColl 

Bachelors 

Graduate 
 

Year 

2011 

2012 

2013 
 

Health 

Status 

Fair 

Good 

Excellent 
 

Income 

$35-49.9k 

$50-74.9k   

$75-99.9k 

$100k + 
 

Poverty 

Level 

No 

Poverty 
 

Geo. 

Northeast 

South 

West 

 

-0.29 
 

 

0.25 

0.20 
 

 

 

0.04 

-0.05 

-0.09 

-0.13 

-0.10 
 

 

1.10 

1.81 

2.44 

2.76 
 

 

-0.10 

-0.06 

0.16 
 

 

 

0.02 

-0.18 

-0.35 
 

 

0.19 

0.37 

0.48 

0.67 
 

 

 

0.34 

 
 

 

0.00 

0.08 

0.70 

 

0.03 
 

 

0.05 

0.11 
 

 

 

0.04 

0.04 

0.04 

0.05 

0.07 
 

 

0.10 

0.10 

0.10 

0.10 
 

 

0.04 

0.04 

0.04 
 

 

 

0.10 

0.10 

0.10 
 

 

0.05 

0.05 

0.05 

0.05 
 

 

 

0.06 

 
 

 

0.05 

0.04 

0.04 

 

-10.86*** 
 

 

5.16*** 

1.84 
 

 

 

0.91 

-1.24 

-2.05* 

-2.67** 

-14.50*** 
 

 

11.46*** 

19.71*** 

26.33*** 

29.33*** 
 

 

-2.50* 

-1.68 

4.35*** 
 

 

 

0.21 

-1.97** 

-3.66*** 
 

 

3.76*** 

7.94*** 

9.50*** 

14.78*** 
 

 

 

5.54*** 

 
 

 

0.02 

1.10* 

18.92*** 

 

0.75 (0.71-0.79) 
 

 

1.28 (1.16-1.41) 

1.22 (0.98-1.51) 
 

 

 

1.04 (0.95-1.13) 

0.95 (0.87-1.03) 

0.91 (0.84-1.00) 

0.88 (0.80-0.97) 

0.38 (0.33-0.44) 
 

 

3.00 (2.50-3.64) 

6.10 (5.11-7.33) 

11.48 (9.61-13.28) 

15.88(13.25-19.19)
 

 

 

 

0.91 (0.84-0.98) 

0.94 (0.87-1.01) 

1.17 (1.10-1.26) 
 

 

 

1.02 (0.84-1.25) 

0.83 (0.70-1.00) 

0.71 (0.59-0.85) 
 

 

1.21 (1.10-1.34) 

1.44 (1.32-1.58) 

1.61 (1.46-1.78) 

1.95 (1.79-2.14) 
 

 

 

1.40 (1.24-1.58) 

 
 

 

1.00 (0.92-1.09) 

1.08 (1.00-1.16) 

2.02 (1.88-2.18) 

 

Race 

Black/AA 

AI/AN 

Asian 

Multi-

Race 
 

Usual 

Place of 

Care 

Usual 

Place 

 

 

-0.20 

-0.46 

-0.17 

0.02 

 
 

 

 

 

0.73 

 

 

0.04 

0.17 

0.05 

0.10 

 
 

 

 

 

0.05 

 

 

-4.53*** 

-2.76** 

-3.50*** 

0.21 

 
 

 

 

 

13.98*** 

 

 

0.82 (0.76-0.89) 

0.63 (0.45-0.86) 

0.85 (0.77-0.93) 

1.02 (0.85-1.22) 

 
 

 

 

 

2.07 (1.88-2.30) 

     

CI – confidence interval; OR =odds ratio; SE β = standard 

error of β coefficient; Goodness of Fit = Χ
2

 = 114,039 p=1.0 

* Significance of Wald Statistic at 0.05 

** Significance of Wald Statistic at 0.01 

*** Significance of Wald Statistic at 0.001 
     

Many of the findings from the current research are consistent 

with previous research—age, education level, income, and 

race are associated with emailing healthcare providers[10, 11, 

17]. Previous research has indicated that the most significant 

users of secure email are between 50-70 years of age, but our 

research indicates that younger individuals under the age of 

forty are somewhat more likely to email their healthcare 

provider. 

Of particular interest for this research and potentially related 

to the impact of the CMS EHR Inventive Program is that 

respondents in 2013 were significantly more likely to email 

their healthcare providers than those in 2009 (5.4% in 2009 

and 6.6% in 2013). Females increased their use even more 

significantly over the four years (5.6% in 2009 to 7.4% in 

2013).  The level of EHR adoption has increased dramatically 

in both outpatient and inpatient areas since 2008 likely due to 

the federal EHR Incentive Program, particularly the program’s 

requirement for healthcare organizations to provide patients 

the means to send and receive secure email messages from 

their healthcare providers. 

0.00
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0.08

2009 2011 2012 2013
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Figure 1– Proportion of Respondents Emailing Healthcare 

Providers By Year and Sex 

Education level is a major factor related to emailing healthcare 

providers. Educational attainment has been shown to be 

positively related to overall “health literacy” [18], and adults 

with lower levels of health literacy are less likely to use 

internet based patient portals to communicate with healthcare 

providers [11]. Our findings indicate that those with lower 

education levels risk falling behind as healthcare organizations 

increasingly turn to health information technology for 

coordinating healthcare services, providing health information 

to patients,  and communicating with patient about their care. 

Moreover, research has shown that individuals with lower 

health literacy are less likely to use health information 

technology [7, 11] and individuals who use health information 

technology have improved clinical outcomes [8]. Our research 

indicates that health status is significantly associated with 

using email to communicate with healthcare providers. Those 

individuals who report being in fair or poor health are 

significantly more likely to email their healthcare provider 

than those who report good or excellent health. Future 

research should investigate the relationship between health 

status and education level on reported email use with 

healthcare providers. 

Another interesting finding relates to healthcare access. Those 

adults who reported having a regular place of care were 

significantly more likely to email their healthcare providers 

than those who do not. As the Affordable Care Act increases 

access to the healthcare delivery system for millions of 

Americans, these individuals with increased access to 
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healthcare services could potentially have an impact on the 

use of email communication with healthcare providers.  

This study has several limitations that need to be taken into 

consideration when reviewing these results. It is not clear from 

the data what the reasons are for emailing healthcare providers 

or how the email communication influenced the healthcare 

encounter. The data are also limited in that email is a self 

reported measure and does not provide the frequency of 

emailing providers. Future research should also consider 

investigating the multiple relationships among socio-

demographic characteristics, patient-provider email, and 

clinical outcomes.  

Conclusion 

Healthcare stakeholders are increasingly aware that 

technology is a critical factor for monitoring chronic 

conditions, improving decision-making, and creating a 

healthcare system that is more proactive and less reactive. As 

the United States healthcare system continues to move 

additional services online and expect patients to interact with 

their care providers via the Internet, those individuals already 

suffering from health disparities risk falling further behind.  

The use of patient-centered technologies to improve chronic 

disease management is increasingly important [19, 20]. 

Generally, these technologies have had limited functionality, 

with much of the capabilities revolving around entering or 

reviewing health data. The technologies, however, are 

increasingly intelligent and interactive, thereby providing both 

patients and clinicians with triggers regarding for example 

interactions of drugs or allergies that could lead to an 

abnormal medical event [21]. As the HIT industry continues to 

advance these patient-centered tools, this study’s findings 

regarding the frequency of such email use and the predictors 

of email use between U.S. healthcare providers and adults 

should be considered when developing tools, developing 

educational materials, and promoting the use of these new 

tools to patients.  
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Abstract 

 

We assessed the Health Information Technology (HIT) Ref-

erence-based Evaluation Framework (HITREF) comprehen-

siveness in two HIT evaluations in settings different from 

that in which the HITREF was developed. Clinician satis-

faction themes that emerged from clinician interviews in the 

home care and the hospital studies were compared to the 

framework components. Across both studies, respondents 

commented on 12 of the 20 HITREF components within 5 of 

the 6 HITREF concepts. No new components emerged that 

were missing from the HITREF providing evidence that the 

HITREF is a comprehensive framework. HITREF use in a 

range of HIT evaluations by researchers new to the 

HITREF demonstrates that it can be used as intended. 

Therefore, we continue to recommend the HITREF as a com-

prehensive, research-based HIT evaluation framework to 

increase the capacity of informatics evaluators’ use of best 

practice and evidence-based practice to support the credibil-

ity of their findings for fulfilling the purpose of program 

evaluation. 

Keywords: 

Evaluation studies; Technology evaluation; Health infor-

mation systems; Medical informatics. 

Introduction 

The increase in health information technology (HIT) imple-

mentation worldwide has created a need to better ensure the 

realization of the system’s intended benefits using rigorous 

evaluation methods. Informatics evaluators tend to use 

frameworks, that is, models that describe the interrelation-

ships among variables [1], describe the relationship between 

a framework dimension and a result [2, 3], or describe an 

implementation model [4]. However, most frameworks do 

not include the three contextual aspects – organizational, sys-

temic and environmental (political), and professional – that 

influence whether or how the system will be used. Further-

more, frameworks with social and organizational evaluation 

dimensions lack clarity or specificity of their evaluation crite-

ria, or have inadequate focus to assess both individual and 

organizational aspects of evaluation. For example the HOT-

fit framework, which is theory-driven, does not include the 

professional contextual aspect [5]. 

To address the three-contextual-aspects deficit, the author 

(PS) developed and assessed the HIT Reference-based Evalu-

ation Framework (HITREF) in the evaluation of an EHR im-

plemented in a geriatric day care center[5, 6]. The framework 

included health services research evaluation methodologies to 

extend the informatics evaluators’ focus beyond user, tech-

nical, and organization interactions to include organizational 

contextual considerations and other stakeholders’ perspec-

tives. The HITREF is a comprehensive HIT evaluation 

framework firmly grounded in research evidence that identi-

fies a range of clinician satisfaction characteristics and di-

mensions to be measured. This framework was the result 

of a comprehensive literature review of over 2000 HIT 

evaluation studies [5] that expanded on the work of 

Ammenwerth and de Keizer who reviewed 15,000 arti-

cles [7]. The HITREF provides a comprehensive list of 22 

criteria related to clinician satisfaction with HIT as themes 

for the study analyses, as shown in Figure 1. The criteria are 

organized along the following axes: Struc-

ture/Logistics/Process/Outcome with two additional concepts: 

Barriers/Facilitators to Adoption and Unintended Conse-

quences/Benefits. Three components added the organiza-

tional context: Diffusion; HIT Selection/ Develop-

ment/Implementation/Training; and Unintended Consequenc-

es/Benefits. Also Barriers/Facilitators to Adoption added sys-

temic and environmental (political) contexts. Lastly, three 

components added the professional context (e.g., patient per-

spective): Patient Privacy; Patient Satisfaction with EHR; and 

Patient Satisfaction with Care [5]. 

 

Figure 1 – The Health Information Technology Reference-

based Evaluation Framework 

This manuscript describes further assessment of HITREF 

comprehensiveness when used in evaluations of HITs in set-

tings different from that in which the HITREF was originally 

developed. The new systems evaluated were point-of-care 

documentation systems used by health care professionals on 

multi-disciplinary teams who delivered direct patient care: a 

home care agency electronic health record (EHR) and a 
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hospital nursing information system (NIS).  

Methods 

To assess HITREF comprehensiveness, the clinician satisfac-

tion themes that emerged from the home care and the hospital 

studies were compared to the framework. The home care 

study used an embedded mixed methods design to collect and 

analyze actual system usage, and post intervention clinician 

interviews and survey responses to assess satisfaction with 

the system [8]. The hospital study, carried out in two hospi-

tals, employed scenario testing with qualitative analysis to 

assess clinician usage and satisfaction. The scenario study 

design was presented as a modified think-aloud protocol [9]. 

This protocol is a standard methodology used to elicit data 

about cognitive reasoning that occurs during a problem solv-

ing task. Twelve users were presented with typical usage sce-

narios and allowed to walk through how they would complete 

the action requested using the NIS [10]. Institutional Review 

Boards approved the studies. 

Both the hospital and home care sites had implemented com-

mercially available point-of-care documentation systems in 

which clinicians recorded care plans, interventions, and out-

comes. The EHR was implemented in the home care site in 

2009. It supported documentation management and had lim-

ited interoperability with health system hospitals. The study 

was conducted from 2008 to 2011 [8]. The hospitals imple-

mented an NIS in 2011 that functioned with the Computer-

ized Provider Order Entry system within the EHR. Nurses 

selected from the NIS’s approximately 200 interdisciplinary 

evidence-based clinical practice guidelines to guide and docu-

ment patient care. The NIS was evaluated in 2012 [10]. 

In the home care study (PS), semi-structured interviews were 

conducted until saturation eliciting information about clini-

cians’ areas of concern or satisfaction with the EHR. Content 

analysis of interview responses s tarted with the HITREF 

and was followed by mapping the coded themes to the 

framework, creating a conceptualization that encompassed 

all participants’ experiences [8]. In the hospital study 

(KB,PS,MR), a convenience sample of consented nurses from 

selected floors participated in the scenario testing until satura-

tion was reached. Satisfaction with NIS was assessed using 

scenario testing,  w h i c h  entailed the researchers’ present-

ing to participants previously prepared scenarios and follow-

up interview questions while observing their NIS use in a 

conference room on the unit. For each audio-recorded tran-

script, researchers coded themes independently and then cod-

ed together in relation to the HITREF. A 10% double reliabil-

ity check was performed. Researchers retained any theme that 

did not match HITREF criteria (i.e., component within a 

larger HITREF concept) to add it to the framework as a new 

HITREF component. An unmatched theme was of special 

interest as it indicated an area where the framework was not 

comprehensive [10].  

Results 

Reported here are the results from both the home health agen-

cy and the hospitals studies related to HITREF comprehen-

siveness. The home health study included analysis of survey 

responses from 71 clinicians (52% of eligible participants) as 

well as observations and interviews with 6 (4%) clinicians [8]. 

The hospital NIS study involved 12 nurses on 2 units who 

participated in the scenario testing [10]. 

Home health clinicians were dissatisfied with initial and on-

going training and field support. They were satisfied with the 

hardware availability and dissatisfied with frequent system 

problems, as well as with EHR software related to usability 

and functionality. Overall clinicians were satisfied with the 

EHR data completeness and timeliness, which improved data 

availability and supported providing care and team communi-

cation. Some clinicians were dissatisfied with the unintended 

consequence of problems using the EHR, which negatively 

impacted patient care. Clinicians were also dissatisfied with 

EHR impact on efficiency resulting from a mismatch between 

the task requirements and the software functionality. While 

the EHR was observed to improve accessibility to clinical 

information, clinicians were dissatisfied with EHR impact on 

appropriateness of care. Clinicians perceived that the comput-

er disrupted their establishment of patient rapport thereby im-

pacting patient adherence. Clinicians were mostly satisfied 

with EHR impact on organizational/ social quality related to 

team communication. On the other hand, clinicians were par-

ticularly dissatisfied with their perceived lack of involvement 

in system selection/ development/ implementation/ training. 

Lastly, clinicians identified a barrier to adoption: inadequate 

interoperability as exemplified by their inability to access la-

boratory results from sources external to the health system [8]. 

In summary, home health clinicians commented on the fol-

lowing 12 HITREF components, organized within 5 

HITREF concepts (examples are provided in Table 1): 

• Structural Quality: Organizational support/capacity, 

Hardware (e.g., system availability [5]), Software (e.g., us-

ability [5]), Functionality (e.g., tools and resources [5]); 

• Quality of Information Logistics: Completeness/correctness 

of data (e.g., data quality [5]), User satisfaction; 

• Unintended Consequences (e.g., benefits or adverse results 

[5]); and 

• Effects on Quality Processes: Efficiency (e.g., time re-

quired for tasks [5]), Appropriateness of Patient Care (e.g., 

“medical efficiency” such as adherence to protocols [5]), 

Organizational or social quality (e.g., cooperation or com-

munication [5]), HIT Selection/ Develop-

ment/Implementation/Training; and  

• Barriers or Facilitators to Adoption (e.g., perceptions relat-

ed to implementations [5]). 

The hospital NIS study findings indicated that the partici-

pating nurses universally preferred documenting in the NIS 

rather than return to paper records. As seen in the home health 

study, hospital nurses were dissatisfied with the ongoing HIT 

training as well as software usability and functionality. They 

were dissatisfied with computer placement, which required 

standing while using the computer. Also as seen in the home 

health study, nurses were satisfied with the completeness and 

timeliness of the documentation.  Nurses were dissatisfied 

with the changes introduced by the NIS, which included re-

dundant documentation and bottlenecks, thereby reducing 

efficiency. They were also dissatisfied with NIS impact on 

appropriateness of care related to increased time at the bedside 

documenting and decreased time spent providing direct patient 

care. Related to Organizational/social quality, the potential to 

realize team communication among the clinical roles and dis-

ciplines was not always realized as evidenced by duplicate 

documentation and redundant questions posed to the patient 

[10]. 

The hospital nurses commented on the following 8 HITREF 

components within 3 HITREF concepts: 

• Structural Quality: Organizational support/capacity, 

Hardware, Software; 

• Quality of Information Logistics: Completeness/correctness 

of data, User satisfaction; and 
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• Effects on Quality Processes: Efficiency, Appropriate-

ness of Patient Care, Organizational/social quality (team 

communication).  

Across both studies, respondents commented on 12 HITREF 

components across 5 HITREF concepts. All themes that 

emerged from either study matched a HITREF component. 

Table 1 - Examples of HITREF Concepts/Components Occur-

ring in Each Study 

HITREF 

Concept 

HITREF  

Component 

Home 

Care  

Hospital 

Structural 

Quality 

Organization-

al Sup-

port/capacity 

-Field 

Support, 

Training 

- Training; 

Communica-

tion 

Hardware -

Reliability 

- Computer 

placement  

Software  - Usabil-

ity: Navi-

gation 

- Usability: 

Navigation; 

Mismatch 

screenflow/ 

workflow; 

Documenta-

tion fatigue 

Functionality +Memory 

prompts 

-Absence of 

needed func-

tionality 

Quality of 

Information 

Logistics 

Complete-

ness/ correct-

ness of data  

+ Timely, 

complete 

+ Accessible, 

Complete  

Costs of 

information 

processing 

NA NA 

User satisfac-

tion 

+Overall 

satisfac-

tion 

+Overall 

satisfaction 

Patient priva-

cy 

NA NA 

Patient satis-

faction with 

EHR 

NA NA 

Diffusion NA NA 

Unintended 

Conse-

quences/Ben

efits 

Unintended 

Consequenc-

es/Benefits 

- EHR 

problems 

interfere 

with pa-

tient care 

NA 

Effects on 

Outcome 

Quality of 

Care 

Patient out-

come 

NA NA 

Costs of 

patient care 

NA NA 

Patient satis-

faction with 

care 

NA NA 

Patient related 

knowledge 

NA NA 

Effects on 

Quality 

Processes 

Efficiency - In-

creased 

documen-

tation 

- Bottlenecks; 

Redundant 

documenta-

tion; Many 

checkboxes 

Appropriate-

ness of pa-

tient care 

-Patient 

rapport 

+ Time at 

bedside 

- Patient time, 

more NIS 

time 

Organization-

al or social 

quality 

+Team 

communi-

cation 

-Potential for 

increased 

multidiscipli-

nary team 

communica-

tion not real-

ized 

HIT Selec-

tion/ Devel-

opment/ 

Implementa-

tion/ Training 

- Clinician 

involve-

ment 

 

NA 

Barriers or 

Facilitators 

to Adoption 

Barriers or 

Facilitators to 

Adoption 

-

Interoper-

ability 

NA 

Note: + indicates satisfactory attributes; - indicates dissatisfactory attributes; 

NA indicates not applicable 

Discussion 

The HITREF was designed to be used to evaluate a broad 

range of HIT. To date, the framework has been used to assess 

two types of HIT in three different settings, [6, 8, 10]. In ad-

dition to being evidence-based, a HITREF advantage is the 

inclusion of organizational, systematic and environmental, 

and professional criteria to evaluate whether the HIT was 

used as intended [5]. Across the two evaluations described in 

this manuscript, [8, 10] these three levels of criteria had one 

or more components with matched themes (e.g., Organiza-

tional support/capacity, Barriers/facilitators to adoption, User 

satisfaction, respectively). The emergence of these themes 

underscores the HITREF’s value as an evaluation tool that 

includes contextual concerns in addition to technological ca-

pabilities. The initial study in which the HITREF was as-

sessed [5] and the two studies described in this manuscript [8, 

10] were similar in the inclusion and exclusion of HITREF 

components in the evaluations, despite differences in settings 

and HIT evaluated. The absence of new components missing 

from the HITREF indicates that the HITREF is a comprehen-

sive evaluation framework. 

Overall, 60% of the HITREF components emerged in the two 

recent studies across all but one of the HITREF concepts, as 

shown in Table 1. The excluded concept, Effects on Outcome 

Quality of Care, contains four patient-focused components 

without related themes that emerged in the evaluations. The 

constituent component, Costs of patient care, is an issue not 

usually encountered by front line clinicians.  Two compo-

nents that address the patient perspective (i.e., Patient satis-

faction with care; Patient related knowledge) may be more 

likely to emerge in evaluations of patient-facing systems such 

as personal health records, EHR patient portals, or mobile 

health applications. Notable is the presence of patient out-

comes in this group of unmatched components. Possibly cli-

nicians did not see a relationship between their use of the 

point-of-care documentation system and the organization’s 

goal of system implementation to improve patient outcomes. 

Similarly, the component Diffusion in the Quality of Infor-

mation Logistics concept has a focus on an issue not usually 

encountered by front line clinicians: whether the system is 

universally used. Two additional components in the Effects 

on Outcome Quality of Care concept that addressed the pa-

tient perspective (i.e., Patient privacy concerns; Patient satis-

faction with EHR) did not have themes emerge, probably 

because the studies did not assess patient-facing systems.  

The 60% component match and lack of new components sup-

port the applicability of HITREF in evaluations with a range 

of HIT, settings, and users. Although the framework was 
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drawn from literature mostly focused on physician HIT use in 

hospitals [5, 7], the studies involved nurses in hospitals and 

multi-disciplinary teams in community settings, and focused 

on both EHRs and NIS. However, it is possible that HITREF 

use in evaluations of other HIT may identify new components 

to be added to the HITREF.  

The two evaluations also provided support for another aspect 

of HITREF applicability: its use by informatics evaluators. 

While the first author (PS) developed the HITREF and con-

ducted the studies, other members of the research team (KB, 

MR) successfully used the HITREF in their analyses (8, 10]. 

Use by informatics researchers other than the HITREF devel-

oper is evidence that the HITREF belongs in informatics 

evaluators’ toolboxes. 

As suggested in our initial study, because the HITREF is rela-

tively large, the evaluator may choose to select HITREF 

components related to the questions being asked. For exam-

ple, an evaluator could include questions about patient care 

and efficiency in evaluations of HIT intended to improve the 

clinical process or exclude questions about patient perspec-

tive from a point-of-care documentation system study. 

A research opportunity previously identified that is yet to be 

addressed is increased knowledge about the relationships 

among the HITREF evaluation components. This exploration 

will be possible by using the HITREF in evaluation studies of 

larger sample sizes. 

Conclusion 

The HITREF fulfills the purpose of a framework: to ensure a 

study is comprehensive in terms of inclusion of stakeholder 

concerns to promote engagement and obtaining full infor-

mation, and improve decision-making. HITREF use in eval-

uations with a range of HIT, settings, and users, by research-

ers new to the HITREF, demonstrates that it can be used as 

intended. Therefore, we continue to recommend the HITREF 

as a comprehensive, research-based HIT evaluation frame-

work to increase the capacity of informatics evaluators’ use 

of best practice and evidence-based practice to support the 

credibility of their findings for fulfilling the purpose of pro-

gram evaluation. 

Acknowledgements 

Agency for Healthcare Research and Quality Exploratory 

Grant 1R21HS021008-01; Drexel University Career Devel-

opment Grant; National Library of Medicine/ Robert Wood 

Johnson Foundation Public Health Informatics Training Grant 

T15LM07452; The Johns Hopkins University School of Med-

icine. Barbara Granger for editorial expertise.  

 

 

 

 

References 

[1] Davis FD, Bagozzi RP, and Warshaw PR. User Ac-

ceptance of Computer Technology: A Comparison of Two 

Theoretical Models. Management Science 1989: 35(8): 

982. 

[2] Labkoff SE, and Yasnoff WA. A framework for systematic 

evaluation of health information infrastructure progress in 

communities. J Biomed Inform 2007 4: 40(2): 100-5. 

[3] Sittig DF, Shiffman RN, Leonard K, Friedman C, Rudolph 

B, Hripcsak G, et al. A draft framework for measuring 

progress towards the development of a National Health In-

formation Infrastructure. BMC Med Inform Decis Mak 

2005: 5(1): 14. 

[4] Stead WW, Haynes RB, Fuller S, Friedman CP, Travis LE, 

Beck JR, et al. Designing medical informatics research 

and library--resource projects to increase what is learned. J 

Am Med Inform Assoc 1994: 1(1): 28-33. 

[5] Sockolow PS, Crawford PR, and Lehmann HP. Broaden-

ing a general framework for evaluating health information 

technology through health services research evaluation 

principles. Methods of Medical Information 2012: 51(2): 

122-130. 

[6] Sockolow PS, Weiner JP, Bowles KH, Abbott P, and 

Lehmann HP. Advice for decision makers based on an 

electronic health record evaluation at a Program for All-

inclusive Care for Elders site. Appl Clin Inf 2011: 2(1): 

18-38. 

[7] Ammenwerth E, and de Keizer N. An inventory of evalua-

tion studies of information technology in health care - 

Trends in evaluation research 1982-2002. Methods Inf 

Med 2005: 44(1): 44-56. 

[8] Sockolow PS, Bowles KH, Adelsberger MC, Chittams JL, 

and Liao C. Challenges and facilitators to adoption of a 

point-of-care electronic health record in home care. Home 

Health Care Services Quarterly 2013: 192: 939.  

[9] Nielsen J. Usability Engineering. San Diego, CA: Aca-

demic Press, 1993. 

[10] Sockolow PS, Rogers M, Bowles KH, Hand KE, and 

George J. Challenges and facilitators to nurse use of a 

guideline-based nursing information system: Recommen-

dations for nurse executives. Appl Nursing Res 2013: 

27(1): 25-32. 

 

Address for correspondence  

Paulina Sockolow DrPH MS MBA 

College of Nursing and Health Professions 

Drexel University 

Mail Stop 71044 

7th Floor, Room 706 

1601 Cherry Street, MS 71044 

Philadelphia, PA 19102 

pss44@drexel.edu 

 

P.S. Sockolow et al. / Health Information Technology Evaluation Framework (HITREF) Comprehensiveness 409



Patient Outcomes as Transformative Mechanisms to Bring Health Information 

Technology Industry and Research Informatics Closer Together�

Jacob Krive
a,b,c

�

a

 Department of Information Systems, Advocate Health Care, Oak Brook, IL, USA 

b

 Department of Biomedical and Health Information Sciences, University of Illinois at Chicago, Chicago, IL, USA 

c

 Department of Biomedical Informatics, Nova Southeastern University, Fort Lauderdale, FL, USA 

�

Abstract�

Despite the fast pace of recent innovation within the health 

information technology and research informatics domains, 

there remains a large gap between research and academia, 

while interest in translating research innovations into 

implementations in the patient care settings is lacking. This is 

due to absence of common outcomes and performance 

measurement targets, with health information technology 

industry employing financial and operational measures and 

academia focusing on patient outcome concerns. The paper 

introduces methodology for and roadmap to introduction of 

common objectives as a way to encourage better 

collaboration between industry and academia using patient 

outcomes as a composite measure of demonstrated success 

from health information systems investments. Along the way, 

the concept of economics of health informatics, or 

“infonomics,” is introduced to define a new way of mapping 

future technology investments in accordance with projected 

clinical impact. 

Keywords:�

Economics of health information systems; health information 

technology; research informatics; health outcomes research; 

integration of academia and industry. 

Introduction�

As relatively young niches of information technology (IT) in 

the process of maturation, health information management 

(HIM) and health information technology (HIT) have gone 

through several stages of (first) chaotic and (later) systematic 

development. In some countries such as the United States, 

much of the growth is encouraged by government subsidies 

and legislative changes penalizing healthcare organizations for 

failing to invest in HIT. Early skepticism regarding benefits of 

digitization of medical records and computer-assisted clinical 

workflow turned into excitement regarding HIT’s ability to 

drive quality improvement efforts resulting from electronic 

medical records (EMR) installations and streamlining ordering 

process via computerized physician order entry (CPOE) 

applications. In response to subsidies, large metropolitan 

healthcare systems in the United States championed HIT 

investment. The rate of adoption was closely associated with 

large size, urban location, and health maintenance 

organizations (HMO) penetration [1]. HMOs rely, in part, on 

health outcomes of the populations they serve in order to 

remain financially solvent. Therefore, association of HIT with 

quality of patient care puts technology investment on the 

central stage for organizations interested in generating income 

through advances in health outcomes. 

Early documented and perceived gains from EMR and CPOE 

systems in the processes of clinical workflow enhancement, 

quality improvement, and reduction of medical errors, led to 

further development of disciplines that relied on the marriage 

of information and medical sciences. Examples of such 

disciplines are “big data” analytics, population health, 

predictive analytics, clinical decision support systems 

(CDSS), natural language processing, mobile health, health 

information exchanges, and even social engineering. In the 

United States, EMR adoption was systematized and 

documented in several widely referenced models, such as 

HIMSS EMR Adoption Model [2] and the Meaningful Use 

provision of the Accountable Care Act. The latter model is a 

government legislation that mandates interoperability of 

disparate HIT applications. 

Despite massive investments into HIT by healthcare 

organizations and software vendors worldwide, as well as 

significant growth in the biomedical informatics research and 

education in academia, there remains a large gap between 

industry and academia. Moreover, some of the massive 

commercial investments into HIT, fueled by industry 

standards modeling and government subsidies, have yet to 

provide direct link between technology growth and actual 

patient outcomes. Seemingly, healthcare organizations, 

software companies, and universities are interested in similar 

goals – error prevention, quality improvement, enhanced 

clinical workflows, predictive analytics, and breakthroughs in 

knowledge processing and management. In reality, industry 

focused on digitizing medical records and streamlining orders 

(EMR/CPOE), while academia emphasized new methods of 

disease management and surveillance, as well as specific 

applications of medical knowledge via informatics for targeted 

disease treatment. This paper is aimed at exploring shared 

goals potentially leading to transformation of HIT and closer 

collaboration between industry and academia to achieve 

common objectives.�

Patient Outcomes Focus as a Common Goal for 

Industry and Academia�

On the industry side, transition from paper records to EMR 

and subsequent automation of clinical workflows and 

communication processes via CPOE and unified 

communications achieved a plateau in the past few years. At 

this level, a majority of the most successful organizations have 

already implemented these technologies and look to capitalize 

upon them in order to achieve more advanced clinical 

objectives. These massive investments travel through the 

process that Gartner calls the Hype Cycle – transitioning  
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through trigger, peak, disillusionment, enlightenment, and 

plateau of productivity [3]. As HIT travels through the hype 

cycle, and billions of dollars are invested into it, it becomes 

apparent that the HIT outcomes measurement process needs to 

be centered around clinical outcomes, especially in the 

absence of real productivity gains [4] expected of initial 

technology investments. While technologies such as CDSS 

have demonstrated success in driving effectiveness of specific 

process measures [5], HIT research remains in the early stage 

of demonstrating measurable clinical impact [6]. 

It is apparent that technology by itself will not positively 

impact safety. Instead, technology supported clinical 

workflow changes could hold the biggest promise of making 

measurable impact on quality and safety of patient care [7]. 

Massive and frequently chaotic investment in HIT needs to be 

replaced by targeted clinical problem definition that initiates 

the process of technology investment [8], followed by 

routinization – the process by which using innovation 

becomes regular organizational practice [9]. But why does the 

process of routinization remain so painfully slow in transition 

from biomedical informatics to HIT? It is due to mismatched 

effectiveness evaluation measures: while HIT focuses on 

operational measures and return on investment (ROI) from 

infrastructure and applications, the research side emphasizes 

patient outcomes over cost and operations.�

The Evolving Role of HIT and Its Effectiveness 

Evaluation Criteria�

Biomedical informatics research of health outcomes resulting 

from information technology development has remained 

separate from “field” investments at hospitals and medical 

practices that were largely driven by either government 

spending and/or perceived expectations of quality and 

productivity gains. As healthcare cost pressures rise and the 

healthcare delivery model shifts from volume to value based 

reimbursement [10], physician to patient centered care (Figure 

1) and physician oriented to consumer oriented 

communication model (Figure 2), simply running an efficient 

information technology organization is not satisfactory. 

Providing customers with appropriate technology services, 

fitting within budget, maintaining up-to-date infrastructure, 

and timely completion of projects become secondary 

measures of HIT performance.  

�

 

Figure 1 – Patient centered care model�

 

Figure 2 – Consumer oriented care model�

A common denominator rises between HIT and research 

informatics, and that is health outcomes orientation. The 

primary goal of every healthcare organization is patient 

services, and so every process needs to be streamlined and 

oriented at achieving patient satisfaction. In turn, healthcare 

organizations’ ability to deliver the most effective care at the 

lowest cost with the best clinical outcomes is a must in the 

new business of medicine environment where health outcomes 

and reimbursement are tied together. This applies to 

healthcare models in both private and public sectors, as 

ultimately no matter who controls reimbursement, the goals of 

achieving effective care at the lowest cost are the same. 

Patient outcomes orientation offers industry and academia a 

unique common perspective that could spawn new 

collaboration projects aimed at increasing the pace of 

translating discovery into industry implementation.�

Health outcomes focus leads to emergence of a new discipline 

– let’s call it economics of health informatics, or simply 

“health infonomics.” The health infonomics science would 

merge biomedical informatics research with health economics 

and HIT investment mechanisms to generate new models of 

targeted selection and measurement of information technology 

aimed at reaching specific clinical and productivity goals. 

Health infonomics would also help construct instruments of 

innovation and operational effectiveness, in terms of impact 

on clinical outcomes.�

The Evolving Model of HIT Effectiveness and 

Performance Evaluation�

Changes in perception, evaluation, and measurement of the 

effectiveness of healthcare information systems are likely to 

lead a change in expectations and assessment of IT operations 

in healthcare organizations. Three traditional measures of IT 

effectiveness – service, quality, and cost – will be tied to 

patient-centric outcomes (Figure 3). This structure mimics 

industry service model change from physician-centric to 

patient-centric processes aimed at delivering accessible high-

quality care. �

�

 

Figure 3 – Patient centric orientation of HIT�
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In accordance with this patient-centric care impact measure, 

future HIT investment, as well as operational effectiveness 

and customer satisfaction, will require a new inclusive 

measure of success represented by combination of clinical, 

technology, and cost factors. Patient Care Index (Figure 4), 

aimed at measuring the overall effectiveness of HIT 

investment and operations, would link technology to patient 

outcomes, removing separation between technology 

acquisition and enterprise clinical goals of the healthcare 

organizations. Such fundamental shift to tying success of 

information technology to clinical outcomes would drive re-

evaluation of existing ROI models to tie them to core clinical 

and cost objectives of healthcare organizations. �

�

 

Figure 4 – Patient care index as a central measure of HIT 

success�

The patient care index (Tables 1 and 2) is a composite 

statistical score that includes a multitude of factors ranging 

from clinical outcomes, directly linked to specific 

technologies, to operational effectiveness in terms of systems 

stability and availability to customer satisfaction scores. 

Factors would be ranked and assigned statistical weights in 

accordance with clinical impact and the potential of HIT to 

impact patient and/or hospital operations outcomes. Factors 

listed in the tables below are organized by clinical and non-

clinical items. 

 

Table 1 – Example of the patient care index factors: Clinical�

Health 

Outcomes�

Quality� Safety�

Mortality Core measures 

compliance 

Unassisted falls 

percentile 

Preventable 

readmissions 

Corrected reports Orders placed 

via CPOE sets 

Length of stay Ambulatory 

patient lab 

redraws 

Transfusion 

safety 

ICU ventilator 

days 

Acute care 

hospitalization 

rate 

Infection control 

chart 

NICU mortality 

index 

Management of 

oral medications 

rate 

Adverse drug 

effects (ADE) 

rate 

Pediatric surgery 

mortality index 

Improvement in 

dyspnea rate 

Lab 

identification 

errors 

 Improvement in 

ambulation rate 

Mislabeled 

pathology slides 

 CPOE utilization 

rate 

Serious safety 

event rate 

 

Table 2 – Example of the patient care index factors: 

Financial, operational, and technology�

Cost Patient 

Engagement�

Technology

Cost per 

inpatient 

discharge 

Patient 

satisfaction 

survey rate 

Total critical 

care systems 

uptime 

Cost per 

outpatient visit 

Percent of 

(online) socially 

engaged patients 

Total financial 

systems uptime 

Total ED visits Number of 

patient portal 

users 

Number of 

downtime events 

Total outpatient 

visits 

Number of 

unique patient 

portal logins 

Associate and 

provider IT 

services 

satisfaction 

score 

Cost per ED 

visit 

Health and 

wellness index 

IT operating cost 

Inpatient 

admissions 

Public Wi-Fi 

uptime score 

CPOE adoption 

rate 

 

Project management and selection of computer applications to 

meet the needs of a clinical enterprise would undergo changes 

in accordance with health outcomes orientation of the 

technology selection process. Instead of identifying 

technological needs and subsequently evaluating technology’s 

potential to bring desired benefits to the organization, the 

process would reverse to identification of a specific clinical 

problem – leading to a technology solution (Figure 5). Should 

there be no existing solution to a clinical problem, it is 

potential for collaboration with academia, leading to not only 

breakthrough innovation but also quick translation to industry 

oriented solution and implementation in patient care settings, 

using common goals between HIT and academia models.  

�

�

Figure 5 – Health outcomes oriented project selection and 

management�

Infonomics, Health Outcomes, and 

Research/HIT Collaboration�

The first two steps in the health outcomes oriented project 

management model described in Figure 5 - establishing 

patient care need and building clinical targets – are rooted in 

evidence based clinical practices. The figure can be adjusted 

based on clinical specialty and target patient population. For 

example, geriatric medicine would pose unique challenges and 

needs for patients who require physical and cognitive 

interventions aimed at improving and maintaining their health 

[11]. Establishing patient care need would represent a 
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complex process of determining the most critical factors 

affecting geriatric patients and subsequent opportunities for 

computer-assisted interventions. The outcomes based project 

management process would require detailed investigation of 

clinical needs, followed by setting quantitative targets for 

potential HIT interventions, and analysis of the current and 

potential options for implementation. This model brings HIT 

practitioners and researchers together to solve clinical 

problems. In another example, a post facto study investigated 

effectiveness of pneumonia CPOE order sets measured by 

such health outcomes as mortality, readmission, comorbidity, 

and length of stay [12]. The patient outcomes tied technology 

selection and management model would require preliminary 

investigation of expected health outcomes prior to system 

implementation and performing post-implementation analysis 

of the outcomes to determine clinical effectiveness of the HIT 

initiative.�

Conclusion�

Reevaluation of HIT goals, expectations, and measurement 

processes would initiate changes in the healthcare technology 

market, as well as investment selection and allocation 

processes at the healthcare provider organizations. Ultimately, 

providers, patients, and suppliers are expected to benefit due 

to renewed focus on patient care quality and targeted 

healthcare technology spending. Such collaboration could also 

have a profound positive impact on cost, as a secondary 

measure of industry/academia partnership success. But 

ultimately patients and providers would benefit most from 

integration of goals that could help bring industry and 

academia closer together in search of common scientific 

outcomes in line with business objectives. Academia is 

already focused on patient outcomes and has been for a long 

time. Industry’s profit and operations models included a large 

variety of performance measures, not all leading to improved 

patient outcomes. Realignment is a great way to streamline the 

path from innovation to industry implementation. �
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Abstract 

Liver cancer, the fifth most common cancer and second 

leading cause of cancer-related death among men worldwide, 

is plagued by not only lack of clinical research, but 

informatics tools for early detection. Consequently, it presents 

a major health and cost burden. Among the different types of 

liver cancer, hepatocellular carcinoma (HCC) is the most 

common and deadly form, arising from underlying liver 

disease. Current models for predicting risk of HCC and liver 

disease are limited to clinical data. A domain analysis of 

existing research related to screening for HCC and liver 

disease suggests that metabolic syndrome (MetS) may present 

oppportunites to detect early signs of liver disease. The 

purpose of this paper is to (i) provide a domain analysis of the 

relationship between HCC, liver disease, and metabolic 

syndrome,  (ii) a review of the current disparate sources of 

data available for MetS diagnosis, and (iii) recommend 

informatics solutions for the diagnosis of MetS from available 

administrative (Biometrics, PHA, claims) and laboratory 

data, towards early prediction of liver disease. Our domain 

analysis and recommendations incorporate best practices to 

make meaningful use of available data with the goal of 

reducing cost associated with liver disease. 

Keywords: 

Liver cancer; liver disease; metabolic syndrome; economics. 

Introduction 

The availability of research, clinical and billing data provides 

an opportunity for the surveillance and management of 

chronic diseases and may lead to a reduction in associated 

costs. However, informatics challenges such as data 

accessibility, validation, integration, and lack of appropriate 

analytic tools inhibit progress. One such disease of interest 

that may benefit from domain analysis and data integration is 

liver disease. 

Liver cancer is the fifth most common cancer and the second 

leading cause of cancer-related death in adult men worldwide 

[1]. The incidence of liver cancer in the United States has 

been rising slowly for the past few decades. According to 

estimates from the American Cancer Society, 33,190 new 

cases will be diagnosed and 23,000 people will die of this 

cancer in 2014 [2]. With an overall five-year survival rate of 

only ~16% [3], the mortality rate of liver cancer mimics its 

incidence rate. Unlike the decrease in mortality rates of other 

malignancies, mortality related to liver cancer has increased 

over the past two decades [4]. Late-stage detection, ineffective 

therapy, and other liver co-morbidities contribute to low 

survival and high mortality. Liver cancer is not only a public 

health burden, but also presents a significant fiscal burden on 

individuals and health plans with an estimated average first-

year cost of more than $62,000 for treatment. The average 

first year post-transplant cost for liver transplant, currently the 

only potentially curative option for liver cancer and liver 

failure due to end-stage liver disease (see below), ranged from 

$158,274 - $248,358 for Medicare patients in 2008-09 [5]. 

Of the various types of liver cancer, hepatocellular carcinoma 

(HCC), involving uncontrolled proliferation of hepatocytes, is 

the most common, deadly, and costliest form of liver cancer 

accounting for  ~80% of adult primary liver cancer [6]. The 

cost and associated poor prognosis of HCC make the cancer a 

prime candidate for early detection and intervention. HCC 

usually arises due to complications from underlying liver 

disease [7]. Therefore, using administrative and clinical 

measurement guidelines to characterize metabolic syndrome 

has the potential to offer a gateway to early liver disease 

detection and possible improvements in cost and patient 

outcomes related to HCC.  

Liver cancer is one result of liver disease. The focus of this 

study is on a liver disease called cirrhosis, where cells become 

damaged and are replaced by scar tissue. Cirrhosis contributes 

as a major risk factor (condition that increases your risk of 

developing a disease) for HCC [4] in addition to demographic 

characteristics like age, gender and race/ethnicity. Current key 

causes of cirrhosis in the US include, but are not limited to: 1) 

Alcohol abuse (alcoholic liver disease, ALD): Chronic 

exposure to high levels of alcohol causes liver diseases 

ranging from simple hepatitis (inflammation) to steatohepatitis 

(fatty liver with inflammation) and consequently to cirrhosis; 

2) Chronic viral hepatitis: Chronic infection of the liver with 

hepatitis B or hepatitis C virus causes chronic hepatitis that 

progresses to liver damage, which in turn leads to cirrhosis. In 

the US, 50% - 60% of HCC cases are infected with HCV, 

10% - 15% are infected with HBV, less than 5% are infected 

with both, and 30% - 35% are not infected with any virus 

(cryptogenic HCC) [8]; and 3) Non-alcoholic fatty liver 

disease (NAFLD): NAFLD, like ALD, also refers to a 

spectrum of diseases that ranges from simple steatosis (fatty 

liver) to steatohepatitis (non-alcoholic steatohepatitis, NASH) 

and ultimately cirrhosis. However, unlike ALD, these diseases 

occur in the absence of exposure to excessive alcohol. The 

majority of cryptogenic HCC is thought to arise from NAFLD 

[9].  

Understanding cirrhosis and its prevailing causes in the US is 

an important step in understanding and developing risk 

prediction models. Such models enable: (i) decisions 

regarding earlier or frequent screening; (ii) counseling for 

behavioral changes to decrease risk; (iii) designing 

chemoprevention and screening interventions; (iv) planning of 
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resource allocations for preventive measures; and (v) early 

disease management decisions. Thus, risk prediction models 

have the potential to aid individuals and their healthcare 

delivery in multiple ways.  

During the past decade, several risk prediction models for 

HCC have been developed. A vast majority of these models 

are specifically applicable to those infected with either HBV 

or HCV. Different models of HCC prediction in HBV-

infected individuals evaluate distinct combinations of factors 

like age, gender, HBV e antigen (HBeAg), HBV genotype, 

serum alanine transaminase (ALT), HBV DNA and HBV 

surface antigen (HBsAg), family history of HCC, alcohol 

consumption, albumin levels, bilirubin levels, and cirrhosis, 

core promoter mutation [10-13]. In contrast with the inclusion 

of virus-related measures for the prediction of HCC in HBV-

infected individuals, factors associated with the prediction of 

HCC in HCV-infected individuals do not include virus 

serostatus or any other virus-related measures. Instead, unique 

combinations of factors like age, gender, platelet counts, 

albumin, aspartate transaminase (AST), liver stiffness 

(measured by transient elastography), and alpha-fetoprotein 

(AFP) concentration can predict risk of HCC in chronic HCV 

patients [14, 15]. A very recent study aimed at developing a 

risk prediction model for HCC in the general population has 

incorporated the etiology of cirrhosis as part of their model 

[4]. This model, called ADRESS-HCC, generates a risk score 

from the six factors: age, diabetes, race, etiology 

(autoimmune, alcohol/metabolic, viral), sex, and severity of 

liver dysfunction as measured by Child-Turcotte-Pugh (CTP) 

score. The resulting models are primarily restricted to 

individuals with HBV and HCV. However, about 65% of 

HBV- and 75% of HCV-infected individuals, respectively, are 

not aware of their infection status [16] precluding the 

assessment of their risk for liver cancer. Thus, risk of HCC in 

the general population needs to be better characterized. 

Further, these models have a tendency to largely neglect 

NAFLD, which is an emerging disease of importance.  

The importance of NAFLD is evident from several facts [17]. 

NAFLD, which is associated with obesity and metabolic 

syndrome, is becoming epidemic with 31% of US population 

estimated to have this disease [18]. Approximately 1.5-2% of 

the US population has cirrhosis due to NAFLD. As a result, 

the burden of cirrhosis caused by NAFLD is twice as much as 

that caused by HCV. It is anticipated that within the next 5 

years, NAFLD-related cirrhosis will surpass HCV-related 

cirrhosis as the leading indicator for liver transplant [17].  

Liver cancer can develop in individuals with NAFLD in the 

absence of cirrhosis [19]. Presence of fatty liver increases risk 

of HCC associated with other liver diseases like chronic HCV 

and alcoholic liver injury. For example, risk of HCC in HCV 

infected individuals is 2-3-fold higher with coincident 

steatosis compared to those without steatosis [17]. It is unclear 

whether the process of neoplastic transformation is initiated 

after establishment of cirrhosis or during the early stages of 

liver disease, especially since steatosis (the earliest 

manifestation of NAFLD) has carcinogenic potential [7]. As a 

result, NAFLD could potentially be a more common predictor 

encompassing other liver diseases including ALD and HCV.  

From the increasing prevalence of NAFLD and its association 

with hepatic and non-hepatic related mortality, it is apparent 

that screening and diagnosis of NAFLD is important for 

public health. Currently, liver biopsy is the gold standard for 

accurate diagnosis after suspected NAFLD to determine 

histological severity and prognosis of liver damage [20, 21]. 

Even though liver biopsies are the gold standard, they are 

performed with a particular set of risks [22]. While rare, 

complications of bleeding, infection and injury to nearby 

organs do exist with this invasive test and as such preclude its 

use as a screening tool in otherwise healthy individuals. 

Alternative methods of diagnosing NAFLD include 

ultrasonography, computed tomography and proton magnetic 

resonance spectroscopy (
1

H-MRS). These techniques either 

lack sensitivity or are expensive and time-consuming [21]. To 

overcome these limitations, several prediction scores have 

been developed to encourage non-invasive assessment of 

NAFLD [21]. Current prediction methods and basis for their 

scores are: 

1. SteatoTest: This test is a biochemical assessment of 

steatosis grade providing a numerical estimate ranging 

from 0.00 - 1.00 that corresponds to steatosis system of 

grades S0 -S4. It combines the six components of 

FibroTest/ActiTest [23] [alpha-2-macroglobulin (A2M), 

haptoglobin, apolipoprotein A1 (ApoA1), gamma-

glutamyl transpeptidase (GGT), total bilirubin and ALT] 

with body mass index (BMI), serum cholesterol, 

triglycerides (TG) and glucose adjusted for age and 

gender.   

2. Fatty Liver Index (FLI): The algorithm for FLI was 

developed based on the variables BMI, waist 

circumference, TG and GGT. The FLI ranges from 0 - 

100. A FLI of less than 30 rules out fatty liver whereas FLI 

above 60 rules in fatty liver for further investigation by 

ultrasonography. It is thus a continuous measure that 

identifies the binary condition of fatty liver.   

3. NAFLD Liver Fat Score (LFS): Among the many variables 

associated with increased liver fat content, metabolic 

syndrome (diagnosed according to the criteria defined by 

the International Diabetes Foundation [24]), increased 

fasting serum insulin, type 2 diabetes, fasting serum AST 

and decreased AST/ALT ratio were found to be 

independent predictors of NAFLD. These variables were 

used to calculate the NAFLD risk score. Since prediction 

of NAFLD is based on a specific cut score instead of a 

range of continuous values, this score does not reflect the 

severity of the liver disease.   

4. Lipid Accumulation Product (LAP): This scoring 

mechanism, based on waist circumference and fasting TG, 

was originally used to detect prevalent cardiometabolic 

risk factors and diabetes [25, 26]. Since these two 

variables are common to FLI, LAP was tested for its 

ability to detect liver steatosis. Further, to avoid loss of 

information due to binary classification (as done in FLI), 

liver steatosis was evaluated as an ordinal 3-level variable. 

Nomograms depicting the probability of liver steatosis as a 

function of log-transformed LAP (lnLAP) indicated that 

the odds of more severe steatosis increased with increasing 

values of lnLAP.    

5. Hepatic Steatosis Index (HSI): Lower BMIs and waist 

circumference in the Korean population compared to the 

Caucasian population precludes the application of FLI in 

this population. As a result, this novel index of NAFLD 

presence was devised by deriving an equation 

incorporating BMI, ALT/AST ratio and diabetes. A HSI of 

less than 30.0 rules out NAFLD whereas HSI of higher 

than 36.0 rules in NAFLD suggesting further screening. 

Due to the differences in BMI, waist circumference and 

susceptibility to insulin resistance between Korean and 

Caucasian populations, the cut-off values need to be 

reassessed for use of HSI in the US.       
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Independent development of these models limited 

generalizability of conclusions concerning superiority. Thus, a 

recent study was undertaken to compare the performance of 

these prediction scores on a single population in the US. For 

this purpose, data from the National Health and Nutrition 

Examination Survey (NHANES) conducted from 1988 to 

1994 and subsequent follow-up data for mortality up to 

December 2006 were used [21]. According to this study, the 

performance of LFS for predicting NAFLD was superior to 

LAP, FLI or HSI. Further, LFS scores were also associated 

with outcomes. Higher LFS scores were associated with all-

cause mortality. The high LFS group had a 31.25-fold and 

30.3-fold increase in risk of liver mortality compared to the 

low and intermediate LFS groups, respectively. Cheung et al., 

2014, suggest that the LFS model performs better than the 

others because it was derived using NAFLD cases diagnosed 

with 
1

H-MRS, which is a very sensitive and quantitative 

imaging tool for identifying hepatic steatosis compared to 

ultrasonography that was used to derive the other three 

models. A difference noted in this method was the inclusion 

of metabolic syndrome in the algorithm, which is not a 

component of the other methods. It remains unknown whether 

or not the inclusion of metabolic syndrome creates a superior 

algorithm when compared to others.  

Metabolic syndrome (MetS) is a cluster of risk factors that 

increases a person's risk for heart disease, stroke and NAFLD 

[46]. Three different organizations, the US National 

Cholesterol Education Program Adult Treatment Panel III 

(NCEP-ATP III), the World Health Organization (WHO) and 

the American Association of Clinical Endocrinologists 

(AACE), had initially recommended criteria for the diagnosis 

of MetS [27]. Subsequently, the International Diabetes 

Federation (IDF) and the American Heart 

Association/National Heart, Lung and Blood Institute 

(AHA/NHLBI) attempted to reconcile differences in clinical 

definitions of the recommended criteria but in turn outlined 

separate recommendations [28]. In general, the conditions that 

comprise metabolic risk factors include: 1) Obesity: large 

waistline (abdominal obesity) or high body mass index (BMI), 

2) High TG level or on medicine for treatment of high TG, 3) 

Low high-density lipoprotein (HDL) or on treatment for low 

HDL, 4) High blood pressure or on treatment for high blood 

pressure, and 5) Insulin resistance: high fasting blood glucose, 

impaired glucose tolerance, type 2 diabetes or on treatment for 

high blood sugar. 

Although the ideal thresholds and cut-off values differ 

between the different recommendations, the presence of three 

or more of these factors is required for the diagnosis of MetS 

[28]. According to the National Health and Examination 

Survey (NHANES) III (1988-1994) and NHANES 1999-

2000, the age-adjusted prevalence of MetS was 24.1% and 

27%, respectively [29]. It is now recognized that, in addition 

to MetS-associated risk of cardiovascular events and diabetes, 

MetS also impacts the liver in deleterious ways: 

1. NAFLD is often associated with the individual 

components of MetS: ~90% of NAFLD patients have more 

than one feature of MetS and >33% have more than three 

criteria [30]. Further, a prospective cohort study conducted 

in Japan demonstrated that those with metabolic syndrome 

have a 4-11 times higher risk for future NAFLD [31] 

suggesting that NAFLD is a hepatic manifestation of 

MetS. Importantly, the presence of MetS is associated with 

progression of NAFLD to NASH and cirrhosis that may 

lead to HCC [32].            

2. MetS is associated with faster progression of HCV-

induced liver damage and decreased response to anti-viral 

therapy [32].    

3. Obesity and overweight, components of MetS, are risk 

factors for the progression of ALD [33].  

4. Risk of HCC is directly proportional to the number of 

MetS components present [34]. Importantly, HCC can 

develop even in the absence of cirrhosis when MetS and 

NAFLD are present [32, 35].  

These relationships of MetS with liver disease and HCC 

strongly suggest that MetS can serve as an important predictor 

of liver disease (including NAFLD) and the probability of 

liver disease progressing to more complex conditions like 

cirrhosis and HCC. 

Methods 

We employed domain analysis of both research and disparate 

sources of data to develop recommendations for future 

directions towards cost reduction. We examine the informatics 

landscape from which these disparate data are generated to 

characterize MetS. 

Results 

We discovered that certain biomedical sources of data used to 

characterize MetS are not often used to screen for liver 

disease. 

Current methods and uses of screening for MetS include:   

1. Data extraction from electronic medical records (EMRs): 

A prospective cohort study developed an algorithm to 

identify patients at risk for cardiovascular health disease 

(CHD) or diabetes using data from EHRs [36, 37]. A 

validation study that compared electronic data extraction 

with manual chart review demonstrated substantial 

agreement between the two methods for identifying MetS. 

The prevalence of MetS determined by these methods was 

much higher than that determined from ICD-9 diagnosis 

code for MetS [38]. This is consistent with an earlier 

finding that metabolic syndrome is rarely coded in claims 

data using the designated ICD-9 code (dysmetabolic 

syndrome: 277.7) [39]. An internal analysis of claims data 

from The OSU Health Plan echoed this finding (where a 

2013 incidence rate was calculated as 0.6 per 1,000). 

2. On-site health risk appraisal data of employed population: 

A large study conducted on employees of a multistate 

financial services corporation used on-site health risk 

assessment that included a biometric screening by nurses 

and a questionnaire covering biological, psychological, 

and lifestyle health risks as well as presence of chronic 

diseases and health conditions and treatment for various 

medical conditions. Using this information, MetS 

(determined from biometrics data and treatment 

information) was found to be associated with poor 

perceived health, increased illness days and an increased 

trend of short-term disability incidence [40]. In a similar 

study conducted on employees of a manufacturing 

company, MetS was found to be associated with an 

increase in self-reported diseases (arthritis, chronic pain, 

diabetes, heartburn, heart disease and stroke) [41], and 

increasing healthcare and short-term disability cost [42]. 
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Here, healthcare claims data was used to derive cost for the 

employees.  

3. Combination of multiple sources of information: A 

retrospective analysis of a national EHR database 

containing clinical data, medication lists and prescriptions, 

and diagnoses or problems showed that clinical data 

identified more patients with cardiometabolic risk factors 

than either treatment- or diagnosis-based information [43]. 

Birnbaum et al. (2011) demonstrated that the use of claims 

or laboratory-based MetS patient identification alone 

underestimated MetS prevalence rates in comparison with 

an integrated data approach.  

Recommendations: Screening  

According to the claims data from The OSU Health Plan, 

HCC and end-stage liver diseases are among those conditions 

that consume the highest amounts of fiscal resources. A 

limitation of previous research is that despite the relationship 

between MetS and liver disease, no known studies have 

attempted to use MetS screening in a large population for 

understanding the risk of liver disease and HCC. Since risk 

factors for MetS are modifiable, identifying individuals with 

MetS and consequently, those at high risk for the liver 

diseases (including HCC), may facilitate intervention 

measures to alter these risks. Such early interventions at the 

MetS stage can prevent negative patient outcomes thus 

reducing the costs associated with treating the disease and 

continued monitoring for disease progression.   

Next steps thus include screening and characterizing MetS for 

a population to encourage early interventions that can prevent 

or delay the onset of liver disease. Biometrics data for the past 

seven years (2008-2014), personal health assessments (PHAs) 

for the past two years (2013-2014), medication information 

from claims data for the past eight years (2007-2014), and 

laboratory values that are available through the Health Plan 

will be invaluable resources in the proposed screening of 

Health Plan members. Possible algorithms that might be 

developed using this data include: 

1. MetS risk prediction: By restricting MetS characterization 

by yearly increments, we are able to determine incident 

rates based on clinically measured guidelines.  Incident 

MetS cases can be determined from biometrics, PHA, 

laboratory test results, and medication data. Past data for 

matching individuals may be used to determine 

differentiating markers predicting risk by comparing data 

for those individuals without MetS. Those at risk for MetS 

can be referred to payer care-coordination programs for 

recommendations to control these risk factors. 

2. Liver disease risk prediction in presence of MetS: MetS 

cases with or without subsequent ICD-9 diagnosis of liver 

disease can be identified using data from biometrics, PHA, 

laboratory tests and medications (for MetS diagnosis) as 

well as ICD-9 codes (for liver disease diagnosis). 

Differentiating features between these two groups can help 

to develop appropriate risk prediction algorithms. MetS 

has the potential to be measured as a continuous variable 

with specific cut-offs determining severity and risk of liver 

disease (similar to the algorithms developed for predicting 

NAFLD). Since there are different types of liver disease 

(viral, alcoholic and non-alcoholic), this analysis can be 

performed independently and collectively followed by 

testing to determine differences in performance of the 

prediction algorithm. Individuals identified to be at risk for 

liver disease can be followed-up with non-invasive tests 

(biochemical and image-based) to determine the presence 

and severity of the disease [44] in addition to referral to 

care coordination programs.  

3. HCC risk prediction in presence of MetS: Similar to the 

above, retrospective data from identified MetS cases 

and/or those at risk for liver disease with subsequent ICD-

9 codes for HCC can be compared with data for those 

without diagnosed HCC to determine differences in 

features. These features can be used to develop an 

algorithm that can accurately predict an individual's risk of 

HCC. Individuals identified at risk for HCC can be 

referred for liver biopsy for further confirmation of disease 

state.  

The established chain of liver disease progression, presents a 

unique opportunity for informatics solutions to address results 

of this domain analysis and towards intervening in the 

resulting continuum of cost. 
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Abstract 

Many patients do not receive care consistent with best 

practice. Health informatics interventions often attempt to 

address this problem by comparing care provided to patients 

(e.g., from electronic health record data) to quality standards 

(e.g., described in clinical guidelines) and feeding this 

information back to clinicians. Traditionally these 

interventions are delivered at the patient-level as 

computerized clinical decision support (CDS) or at the 

population level as audit and feedback (A&F). Both CDS and 

A&F can improve care for patients but are variably effective; 

the challenge is to understand how the efficacy can be 

maximized. Although CDS and A&F are traditionally 

considered separate approaches, we argue that the systems 

share common mechanisms, and efficacy may be improved by 

cross-fertilizing relevant features and concepts. We draw on 

the Health Informatics and Implementation Science literature 

to argue that common mechanisms include functions typically 

associated with the other system, in addition to other features 

that may prove fruitful for further research. 

Keywords: 

Medical Audit; Quality Indicators; Healthcare Quality 

Improvement; Clinical Decision Support Systems. 

Introduction 

The prominence of evidence-based medicine has led to 

widespread acceptance of what consitutes good care. 

Implementing this evidence in clinical practice, however, is 

challenging –  often referred to as the “second translational 

gap” Such problems lead to adverse outcomes for patients. 

For example, in the UK alone there are thought to be over 

3,000 unnecessary strokes per year because patients with atrial 

fibrillation do not receive anticoagulant medication [1]. 

Barriers to implement evidence-based care may occur at 

different levels: individual patient-practitioner; provider team; 

provider organisation; and health system policy [2]. Health 

informatics interventions often attempt to address these 

barriers by highlighting to clinicians when patients may not 

receive care consistent with best practice evidence (e.g., in 

clinical guidelines) through analysis of patient data (e.g., from 

electronic health records [EHR]). When these interventions 

are delivered via computers during clinical encounters with 

patients, the interventions are called clinical decision support 

(CDS). When delivered outside clinical consultations and at 

the population-level, they are are typically described as audit 

and feedback (A&F). Systematic reviews of both types of 

intervention suggest they are moderately effective at ensuring 

patients receive improved care [3–5]. However, the reviews 

also suggest interventions are highly variable: sometimes the 

interventions work very well, and sometimes they do not [3–

5]. The current challenge is therefore to understand how to 

maximize the efficacy. Although they are traditionally 

considered separate approaches, in this paper we suggest that 

computerized CDS and A&F share common mechanisms, and 

that their efficacy may consequently be improved by cross-

fertilizing relevant features and concepts between each other. 

To build our argument, we draw on literature from Health 

Informatics and from Implementation Science. Despite our 

focus on computer-based tools, we also draw on relevant 

evidence from non-computerized interventions. First we 

examine computerized CDS and A&F seperately: their 

functions, mechanisms and features associated with success. 

Next we consider their common aspects and provide a 

rationale for cross-fertilization. Finally, we provide examples 

of how this could be achieved both with functions typically 

associated with the other, in addition to other features that 

may improve their success. We end with a discussion on 

implications for future research and other tools that facilitate 

human interpretation of patient data. 

Computerized Clinical Decision Support 

CDS (both computerized and non-computerized) refers to a 

heterogeneous set of tools that can be broadly defined as 

“active knowledge systems which use two or more items of 

patient data to generate case-specific advice” [6]. This 

definition contrasts with passive knowledge systems, in which 

the user themselves must search the system [6]. Musen et al. 

classify CDS in three basic varieties [7]: 

1. Patient-specific, situation-specific alerts, reminders, 

physician order sets, or other recommendations for 

direct action; 

2. Information about the current clinical context to 

retrieve highly relevant online documents (e.g., 

infobuttons); 

3. Organisation and presentation of information in a way 

that facilitates problem solving and decision making 

(e.g. graphical displays, documentation templates, 

structured reports). 

We equate computerized CDS with the first variety. These are 

considered classic computerized CDS systems [7], and are 

arguably the most common [8,9]. Such systems provide 

custom-tailored assessments or advice based on patient-

specific data (e.g., from EHRs or order entry systems) in 

consultation with a knowledge-base (usually best-practice 

evidence e.g. clinical guidelines), delivered via a computer to 

professionals at the point of care. Examples of these systems 

include [7,8]:  

MEDINFO 2015: eHealth-enabled Health
I.N. Sarkar et al. (Eds.)
© 2015 IMIA and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License.
doi:10.3233/978-1-61499-564-7-419

419



• Alerting clinicians if they are about to perform an 

action that may have adverse consequences (e.g., 

prescribing a macrolide antibiotic in a patient taking 

a statin); 

• Reminding clinicians to perform a task (e.g., that a 

patient requires a cholesterol blood test); 

• Suggesting management options for a particular 

patient based on their specific circumstances (e.g., 

suggesting changes in cholesterol-lowering treatment 

for a patient with high cholesterol). 

Computerized CDS typically employs event-condition-action 

rules such as those in Arden syntax [7]. If a patient’s data (the 

“event”; e.g., cholesterol level), meets criteria in accordance 

with the knowledge-base (the “condition”; e.g., >5mmol/L), 

then the CDS is trigerred (the “action”; e.g., suggestion of 

options for intensification of statin treatment). We exclude 

probabilistic CDS tools (e.g., Bayesian diagnostic systems) 

from our argument because they are usually not based on 

predefined clinical standards such as clinical practice 

gudelines. 

We can surmise that computerized CDS attempts to improve 

compliance with best practice evidence by addressing barriers 

at the individual (patient-practitioner) level [2]. These include 

the health professional’s lack of awareness or familiarity with 

the evidence, or their inertia of previous practice [10]. CDS 

works by making information available and visible to the 

health professional during the clinical encounter when action 

can be taken. However, CDS only works for patients that are 

encountered, and it is often ignored during time-pressured 

clinical encounters, or when a patient has an over-riding 

competing clinical priority. As a result, the efficacy of CDS is 

modest and highly variable. A recent Cochrane review of “on-

screen, point of care computer reminders” demonstrated they 

improved processes of care by a median of 4.2% (interquartile 

range [IQR], 0.8% to 18.8%) [11]. Another review found only 

58% of trials demonstrated an improvement in either 

processes of care or patient outcomes [3]. This review also 

demonstrated that CDS is more likely to be effective if it is 

delivered outside the EHR or order entry system, provides 

advice to patients as well as health professionals, and requires 

the user to articulate why they ignored a recommendation [3]. 

It has also been suggested that CDS may be variably effective 

because it does not target organisation-level barriers [12]. 

Audit & Feedback 

A&F (both computerized and non-computerized) can be 

defined as “any summary of clinical performance of health 

care over a specified period of time” [13]. Other names for 

A&F include “clinical performance feedback,” “performance 

measurement,” and “quality measurement.” 

The audit part of A&F involves analysing data to produce a 

summary measure of clinical performance (interchangeably 

called a quality indicator, performance measure, or some 

combination of the two). Data may be obtained from medical 

records, computerized databases, or observations from 

patients [13]. Clinical performance is judged for a specified 

population according to accepted best practice (e.g., clinical 

guidelines). Quality indicators usually quantify clinical 

performance in a Donebedian classification as:  

• Structural measures (e.g., number of nurses on a 

ward);  

• Process measures (e.g.,proportion of eligible atrial 

fibrillation patients on anticoagulation); or 

• Outcome measures (e.g., proportion of diabetic 

patients with good glycemic control (intermediate 

outcome) or number of myocardial infarctions per 

year per unit of population). 

These indicators are generally calculated as proportions by 

comparing individual patients’ data to the performance 

standard: the number of patients meeting the criteria form the 

numerator (e.g., number of children given a vaccination), and 

the total number eligible to meet the criteria form the 

denominator (e.g., number of children in the population 

eligible to receive the vaccine). 

Feedback of audit results takes place after the clinical 

encounter, generally outside the clinical environment, and 

may target an individual, team or organisation. It may be 

delivered in a written, verbal or computerized format, and 

may include supporting materials, such as suggestions for 

improvement [5,13]. Feedback may also include 

benchmarking – comparison of recipients’ performance with 

colleagues. 

Traditionally, A&F was laboriously undertaken by the health 

professionals using paper medical records. However, 

widespread use of EHRs and web-based technologies means it 

is now much easier to undertake across multiple providers by 

external agencies such as governments or health service 

managers. As a result there is now an abundance of 

computerized A&F tools in healthcare systems around the 

world, variably termed dashboards, benchmarking tools, or 

report cards. Some are crude implementations of generic 

business intelligence software, others are more carefully 

developed for healthcare. These tools present information to 

health professionals (and often other audiences such as 

patients) via websites, computer applications or e-mail. Unlike 

non-computerized A&F, computerized A&F tools rarely make 

suggestions for improvement action to be taken by recipients. 

Like CDS, A&F addresses barriers on the individual (patient-

practitioner) level by making health professionals cognisant of 

their performance. As feedback is delivered outside the 

clinical encounter, it provides space and time for reflection 

and self-awareness, which ideally leads to behavior change. 

However, A&F also has the potential to address team and 

organisation-level barriers too, such as lack of resources and 

structural constraints [10] through the following ways:  

• Feedback may be delivered to teams of clinicians and 

health care managers in addition to individual 

practitioners; 

• Feedback provides recipients with a systematic and 

comprehensive view of entire patient populations 

served by a team or organisation, rather than only 

focusing on individual clinical encounters. 

In addition to the space and time for reflection afforded by 

A&F, these factors encourage the formulation of service re-

design plans for quality improvement. A limiting factor of 

A&F is that these plans must be formulated and undertaken, 

for which there must be sufficient time and resources. 

Consequently, like CDS, the efficacy of A&F is also modest 

and highly variable. The most recent Cochrane review of 

A&F demonstrated a median improvement in processes of 

care of 4.3% (IQR 0.5% to 16.0%) [5]. This review also 

demonstrated that A&F is more likely to be successful if the 

recipient is not performing well at baseline, and if feedback is 
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provided by a supervisor or senior colleague, regularly, in 

multiple formats with clear targets and an action plan [5]. It 

has also been suggested that A&F may be more effective if it 

includes individual patient-level data (in addition to 

population summaries) [14–16], individual clinician-level data 

(in addition to team- or organisation-level) [16,17], and if it is 

provided in a timely manner [17,18]. 

Rationale for Cross-Fertilization 

Although computerized CDS and A&F have traditionally been 

considered separate approaches to quality improvement, we 

argue the above evidence (summarized in Table 1) suggests 

they are in fact highly related for the following reasons: 

1. They use the same substrates: Both interventions use 

EHR data and compare the observed clinical workflow 

against a clinical standard (e.g. guidelines). 

2. They use analogous analytic methods: The number of 

event-condition-action rules triggered in computerized 

CDS systems for a specific patient population are 

equivalent to the numerator value of quality indicators in 

a computerized A&F system. The total number of patients 

for which the event-condition-action rules could be 

applied is equivalent to the denominator. 

3. They use similar methods to effect behavior change: 

Both feed back to recipients assessments of observed care 

versus a clinical standard. 

As described above, it is established that CDS and A&F are 

moderately effective at improving patient care. The current 

research challenge is to therefore understand how their 

efficacies can be maximized [3,19]. We argue that given their 

similarities, there is a need to explore potential, systematic 

cross-fertilization and learning between them. In the following 

section we present evidence that cross-fertilization of their 

associated functionalities could increase their associated 

effectiveness. We therefore argue that this relationship should 

be exploited in systematic, computable ways. 

Suggestions for Cross-Fertilization in Practice 

Evidence-based Synergies of Typical Functions 

Computerized CDS is more effective if delivered seperately 

from the EHR or ordering system [3], and may also be 

improved if it targets team and organisation-level barriers 

[12]. Both these are features typically associated with A&F 

(Table 1). For example, a computerized CDS system may only 

remind a user to order an annual thyroid function blood test 

for someone on long-term thyroxine if their EHR is opened 

during a clinical encounter. However, this only works for 

patients that are seen, and the reminder may be ignored in a 

time-pressured clinical environment. If this system was 

delivered outside the EHR, it would be possible to see all the 

patients who needed the blood test (like A&F), which may 

provide the time and space to formulate a plan to ensure they 

all had the blood test. Furthermore, providing this more 

population-based information may also help address some of 

the team and organisation-level barriers (like A&F), such as 

understanding that additional services may be needed to 

facilitate all the patients receiving the blood test e.g. providing 

additional phlebotomy clinics or new phlebotomy staff. 

Computerized A&F is more effective if provided in a timely 

manner [17,18], with suggested action plans [5], individual 

patient-level data [14–16] and individual clinician-level 

feedback [16,17]. These are features typically associated with 

CDS (Table 1). For example, a computerized A&F system 

normally only highlights the proportion of hypertensive 

patients who have uncontrolled blood pressure. This requires 

searching for the patients and formulating action plans to 

improve performance, for which there may not be the 

resources or skills. Computerized A&F may therefore be 

improved if the summary also provides individual-level data 

on which patients have uncontrolled blood pressure, in 

addition to suggestions for improvement action (like CDS). 

This may include individual patient actions such as choices 

for medication optimization, but also team and organisation-

level changes such as introducing a home blood pressure 

monitoring service or installation of a blood pressure machine 

in the clinic waiting room. Some computerized CDS systems 

already have similar functions to this termed “population 

registries”, however they are uncommon in practice [8] and 

only provide suggestions for individual patient actions. 

Furthermore, to address barriers at the individual patient-

practitioner level, such as health professional’s lack of 

awareness or familiarity with clinical guidelines, requires 

knowledge of which clinicians need targeting. This is 

facilitated if feedback reports specify individual clinician 

performance in addition to their team or organisation (like 

CDS). This may also be more effective if provided close to 

the time of the clinical encounter (like CDS), when the 

experience is fresh in the clinician’s mind and the patient’s 

care is amenable to action, for example they have not left the 

hospital or moved address. 

Conceptual Extension to Synergies of Other Functions 

The evidence above suggests that functions typically 

associated with A&F are likely to improve the efficacy of 

computerized CDS, and vice versa, which re-inforces our 

argument that the two interventions are related. It also 

suggests that cross-fertilization of other features, for which 

there may not currently be supporting evidence, may be worth 

investigating. For example, computerized CDS may be more 

successful if it also provided population-level summaries like 

A&F during clinical encounters. One may hypothesize that 

when a computerized CDS system is triggered (e.g. for raised 

cholesterol), knowing the proportion of the eligible population 

for whom the alert would also fire (e.g. proprtion of patients 

with high cholesterol) will put the information in a broader 

context of clinical performance, re-inforcing the alert’s 

importance. This may more effectively motivate the recipient 

to take action, reducing alert fatigue [20]. 

This principle may also extend to other features that are not 

necessarily considered typical of either CDS or A&F, but that 

have been shown to improve their efficacy (Table 1). For 

example, computerized CDS is more effective if it provides 

advice for patients and if it requires a reason for over-riding 

its advice [3]. To our knowledge these features have not been 

investigated extensively in computerized A&F, though may 

improve its efficacy: providing advice to patients may 

improve adherence to medication and engagement with 

healthcare in the same way as CDS; and requiring users to 

justify why feedback is ignored may improve cognitive 

engagement with the quality improvement process. We 

suggest these and other areas in Table 1 may prove fruitful 

areas for further research. 

We acknowledge there may be other features of computerized 

CDS and A&F interventions that are associated with 

improved efficacy, which have not been mentioned above. 

This may include features for which there are currently 

conflicting opinions or evidence, such as the use of 

benchmarking in A&F [15,19,21,22], or other features not yet 
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discovered. The application of behavioural change theory and 

use of qualitative evaluations in future research may help 

identify these additional features. This idea is beginning to 

gain traction in the A&F literature [19,22], but to our 

knowledge has not yet been mirrored in the CDS literature. 

We suggest that when new theories or features are discovered 

for either computerized CDS or A&F, they should be 

inclusively applied to both and their influence on efficacy 

assessed. 

Table 1 – Comparison of computerized CDS and A&F 

Feature CDS A&F 

Data source EHR EHR 

Analytic 

method 

Event-condition-

action rules 

Quality indicators 

Unit of  

analysis 

Individual patient Population 

Delivery During clinical en-

counter 

Outside/after clini-

cal encounter 

Users Individual clinicians Individual clini-

cians, teams, or-

ganisations 

Recommends 

improvement 

actions 

Yes No 

Features 

associated 

with success 

Delivered outside 

EHR 

Providing advice to 

patients 

Requiring over-ride 

reasons 

Targeting organisa-

tion-level barriers 

Low baseline per-

formance of recipi-

ent 

Feedback provided 

by supervisor/senior 

Regular feedback 

Multiple formats of 

feedback 

Clear targets and 

action plans fed 

back 

Individual level 

information (patient 

and clinician) 

Timely information 

Discussion 

We have studied the features of computerized CDS and A&F 

and argued that they they should be considered as related, 

rather than separate, approaches to healthcare quality 

improvement. In doing so, we have suggested their efficacy 

may be improved through the cross-fertilization of features 

typically associated with the other, and that future research 

should explore linking the two in a computable synergy. 

Previous attempts to increase the understanding of (the 

effectiveness of) CDS and A&F have largely been limited to 

bottom-up aggregation of empirical evidence concerning a 

hetereogeneous set of intervention studies, with little success 

to date. Our approach advocates consideration of the 

mechanisms that underpin how they work and what they are 

trying to achieve, which we think will be more successful. 

Our argument is not that computerized CDS and A&F should 

be used as ‘multifacted’ or ‘co-’ interventions; these terms 

suggest separate tools glued together. Our vision is that given 

their similarities these interventions should seamlessly 

incorporate successful features and other learning from each 

other. Interestingly, in support of this assertion, merely adding 

reminders to A&F has not been shown to impact efficacy [5], 

nor adding summary feedback to CDS [3], and there is little 

support from systematic reviews for multifaceted over single-

component interventions in general [23]. Furthermore, we do 

not advocate that the empirical evidence relating to 

computerized CDS and A&F be simply combined to increase 

the power of meta-regressions in systematic reviews, as this 

belies the clear differences between them. Our argument is 

rather that a shared conceptualization can strengthen the 

generation and testing of specific hypotheses that draw on 

their shared mechanisms. We believe our understanding of 

both interventions can be advanced by considering the 

empirical evidence across them and borrowing evidential 

strength from adjacent areas where appropriate. 

In addition to improving the efficacy of both computerized 

CDS and A&F, there are corollary benefits to their cross-

fertilization. For example, the cross-fertilization encourages 

the development of common technical standards, which 

promises to save implementation time and effort [24]. Linking 

quality indicators to possible improvement actions also 

provides a more accurate measure of care quality, which is 

important if used for accountability purposes (e.g., 

performance-based payment). For example, it is more accurate 

to know the proportion of uncontrolled hypertensive patients 

prescribed suboptimal medication, rather than simply the 

proportion of uncontrolled hypertensives. 

Although we have limited our discussion to CDS and A&F, 

our argument may well extend to a broader set of 

computerized interventions that facilitate clinician 

interpretation of patient data. Examples include range checks 

for laboratory test results, electronic checklists, and risk 

prediction tools. And although we excluded probablistic CDS 

systems from our discussion, they may also be relevant. For 

example there are arguments for the application of risk 

prediction tools in A&F [14] and a need for actionable 

suggestions (like CDS) in risk prediction [25]. Furthermore, 

there may be implications for non-computerized interventions 

too, as there are suggestions that A&F is most effective when 

there is external facilitation [26], which may be considered an 

‘educational outreach’ feature [13]. 

A limitation of our argument is that the argument has 

occasionally drawn on evidence from non-computerized CDS 

and A&F, in addition to their computerized counterparts. This 

was necessary because some of the literature (particularly 

regarding A&F) does not distinguish between these two 

modes of delivery [5,6]. We believe our assertions transcend 

the distinction between computerized and non-computerized 

versions of these tools. Nevertheless, future research should 

empirically test whether our hypotheses regarding cross-

fertilization hold in solely computerized settings. Our group 

has already started to do this by developing experimental 

computerized interventions [27,28]. 

Conclusion 

We argue that computerized CDS and A&F systems are not 

separate but highly related approaches to quality 

improvement. We suggest that cross-fertilization of features 

and learning betweem them may improve their efficacy. We 
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have provided examples of how this may be achieved in 

computable ways, along with suggestions for future research.  
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Abstract 

Audit and feedback (A&F) is widely used to aid healthcare 

professionals in improving clinical performance, but there is 

little understanding of the underlying mechanism that 

determines its effectiveness. The aim of this paper is to 

investigate the process by which healthcare professionals 

select indicators as improvement targets based on A&F. We 

performed a laboratory study among 41 healthcare 

professionals in the context of a web-based A&F intervention 

designed to improve the quality of cardiac rehabilitation care 

in the Netherlands. Feedback was provided on eighteen 

quality indicators, including a score and a colour 

(representing a recommendation for selection (red and 

yellow) or non-selection (green)). Indicators with more room 

for improvement were more likely to be selected, although this 

varied substantially between participants. In more than a 

quarter of the cases, participants did not select indicators with 

obvious room for improvement (yellow or red colour), or 

selected indicators without apparent room for improvement 

(green colour). We conclude that personal preferences and 

beliefs concerning quality and performance targets may dilute 

the efficiency of A&F.  

Keywords:  

Feedback, Psychological; Medical Audit/standards; Heart 

Diseases/rehabilitation. 

Introduction 

Healthcare organisations increasingly adopt audit and 

feedback (A&F) strategies to monitor and improve their 

quality of care. A&F provides healthcare professionals with an 

objective summary of their clinical performance over a 

specified period of time.[1] Clinical performance is typically 

measured by a set of quality indicators derived from clinical 

guidelines or expert opinion–each indicator representing a 

quality aspect of care (e.g., proportion of patients receiving a 

treatment according to guideline recommendations, or 

mortality rates). Despite the widespread use of A&F and the 

inherent efforts and costs put into their development and 

application, A&F interventions show variable effectiveness on 

improving quality of care. A recent Cochrane review of 140 

randomised trials of A&F interventions reported a median 

4.3% absolute improvement (interquartile range 0.5% to 16%) 

in quality of care, with a quarter of the studies showing a 

strong positive effect, but with another quarter showing a 

negative or null effect.[1]  

Previous studies have attributed much of the observed 

variability in effect of A&F interventions to feedback design 

characteristics and contextual factors. They suggested A&F to 

be most effective if provided by a supervisor or colleague, 

more than once, both verbally and in writing, if baseline 

performance is low, and if it includes explicit targets and an 

action plan.[1–4] Other suggested effect modifiers are the 

perceived quality of the data underlying the feedback, 

motivation and interest of the recipient, organisational support 

for quality improvement (QI),[5] and how performance targets 

or benchmarks are derived.[6] However, whereas these studies 

contribute to our knowledge about what factors may influence 

the impact of feedback, they do not help us understand the 

underlying mechanisms of how A&F interventions affect the 

quality of healthcare.[7] Little progress has been made on this 

matter because most randomised controlled trials (RCTs) on 

A&F interventions did not explicitly build on previous 

research or extant theory.[8,9] Instead, they treated the 

intervention as a ‘black box’, focusing solely on outcomes 

(i.e., a change in quality of care) while ignoring the 

mechanism inside.  

Control Theory is an increasingly recognised theory in A&F 

literature that offers an explanation of how this feedback 

mechanism works. It starts from the assumption that 

healthcare professionals are prompted to improve practice 

when observing a discrepancy between their own performance 

and a certain target (e.g., peer performance).[10] Feedback 

reports will continue to prompt improvement actions until the 

discrepancy has been solved, i.e., denoting target achievement. 

However, if professionals disagree with the target or observe a 

discrepancy that is too great, or professionals lack skills, 

motivation or resources for action, they may decide against 

selecting particular indicators as targets for 

improvement.[10,11] Herewith, Control Theory reveals two 

steps in the feedback mechanism essential to improving upon 

indicators: (i) healthcare professionals must recognise 

achievable room for improvement on indicators before 

selecting them as QI targets, and (ii) they must formulate and 

perform effective improvement actions. Understanding how 

these steps work is imperative for designing successful A&F 

interventions [12]; in this paper we investigate the first step.  

The aims of this study were thus to determine (i) how 

healthcare professionals select quality indicators as targets for 

improvement based on reports of performance feedback, and 

(ii) what are reasons to disregard feedback’s recommendations 

for selecting indicators. The study was conducted in a 

laboratory setting among cardiac rehabilitation professionals.  
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indicator (some indicators may be generally preferred to 

others), the same CR professional (some professionals may 

select more indicators than others), and the same clinic 

(professionals from the same clinic may have similar 

preferences), we added random intercepts for (i) indicator, (ii) 

respondent, and (iii) CR clinic to our regression models.  

Following Nakagawa et al.’s [17] recommendations for 

reporting explained variance in mixed-effects models, we 

calculated two values of R
2

: marginal and conditional R
2

. 

Marginal R
2

 describes the proportion of variance explained by 

the fixed effects alone, whereas the conditional R
2

 describes 

the proportion of variance explained by both the fixed and 

random effects. For all fixed effects, we calculated the odds 

ratios (ORs) and 95% confidence intervals (CIs). To quantify 

how much of the explained variance could be attributed to 

each random effect, we substracted for each random effect the 

conditional R
2

 of a model with only that single random effect 

from the marginal R
2

 of the full model. All analyses were 

performed using R version 3.1.1 (R Foundation for Statistical 

Computing; Vienna, Austria). 

Results 

Fourty-one individual CR professionals (response rate, 31%) 

accepted our invitation; Table 1 summarises their 

characteristics. The majority of respondents were CR nurses 

and physiotherapists, had a coordinating function, and 

reported to spend more than half of their time on direct patient 

care. On average they attended approximately two educational 

outreach visits in the CARDSS Online trial. Two of the 

eighteen CR clinics from the clinical study were not 

represented in the study sample. 

Table 1 – Participant characteristics (n=41) 

Characteristic Value* 

Male gender 19 (46) 

Mean age in years (SD) 45.6 (10.7) 

Mean clinical experience in years (SD) 23.3 (10.5) 

Mean visits attended (min-max) 1.83 (0-4) 

Discipline  

      CR nurse 18 (44) 

      Physiotherapist 13 (32) 

      Psychologist 3 (7) 

      Social worker  2 (5) 

      Dietician  1 (2) 

      Sports physician 1 (2) 

      Cardiologist 2 (5) 

      Manager / head of CR department 2 (5) 

Coordinating function 22 (54) 

Time spent on direct patient care  

      Less than 25% 6 (15) 

      25% to 50% 9 (22) 

      50% to 75% 14 (34) 

      More than 75% 13 (32) 

Mean no. of participants per clinic (SD) 2.7 (1.9) 

* Values are numbers (percentages) unless indicated otherwise 

 

In total, participants evaluated 82 feedback reports (two each). 

These evaluations concerned 40 unique reports (out of the 50 

reports in the database), which were evaluated by one to four 

participants. The 82 reports contained a total of 767 patient-

level dichotomous indicator values. 437 indicator values 

(57%) were assigned a grey colour due to a lack of data in 

calculating a score. Of the remaining 330 values, 287 (87%) 

were process indicators and 43 (13%) concerned outcome 

indicators. On average, participants selected 75% (range 52% 

to 100%) of all patient-level dichotomous indicators presented 

within the two feedback reports as targets for improvement. 

Participants most frequently selected the following indicators: 

proportion of patients who finish their relaxation and stress 

management training (process indicator; n=35, 100%), 

proportion of patients whose cardiovascular risk factors are 

evaluated after rehabilitation (process indicator; n=41, 100%), 

and proportion of patients who successfully resume work after 

rehabilitation (outcome indicator; n=39, 95%). These were 

also the indicators that most often showed a grey colour. Least 

frequently selected indicators were process indicators: 

proportions of patients for whom all data are collected during 

the needs assessment concerning lifestyle factors (n=5, 19%), 

psychological functioning (n=7, 26%), and proportion of 

patients that were offered a complete and tailored CR 

programme (n=30, 37%). These were also the indicators that 

most often showed a green colour. 

Determinants of selecting quality indicators as targets for 

improvement 

In the first analysis (Table 2), we found the reported 

performance score to be a significant determinant of selecting 

indicators as targets for improvement (OR 1.50, 95% CI 1.28 

to 1.76; per 10% decrease in score). We found no association 

between the indicator type nor any of the professional-level 

factors and the selection of an indicator as target for 

improvement. The model explained 50.6% of the total 

variance (conditional R
2

), where 20.8% was explained by the 

fixed effects alone (marginal R
2

). Selection of indicators 

depended significantly on the participant, with its random 

effect accounting for 17.7% of the variance explained. 

Random effects of the CR clinic and quality indicator showed 

no significant influence on the selection of indicators. 

In the second analysis, we found a significant influence of the 

reported colour on indicator selection, whereas the influence 

of the reported score was no longer significant. Red and 

yellow indicators were more often selected compared to green 

indicators (red: OR 10.42, 95% CI 1.28 to 84.85; yellow: OR 

17.44, 95% CI 5.92 to 51.32). The total explained variance 

increased to 58.0% (conditional R
2

), where 31.9% was 

explained by the fixed effects alone (marginal R
2

).  

The third analysis revealed that grey indicators were selected 

100% of the time. 

Reasons to disregard feedback’s recommendations for 

selecting quality indicators 

For the 330 of 767 quality indicator values with a reported 

score and colour, respondents deviated from the feedback’s 

recommendation in 88 (27%) cases; they either did not select 

indicators showing a red or yellow colour (n=55, 34%), or 

they selected indicators showing a green colour (n=33, 19%).  

Respondents’ main reasons for not selecting red or yellow 

indicator values were that they reckoned the reported score to 

be high enough (n=16, 29%; fourteen yellow and two red 

indicators), and that improving the indicator was not feasible 

(n=14, 25%; in particular outcome indicator ‘proportion of 

patients that quit smoking’ [n=4] and process indicator 

‘proportion of patients whose rehabilitation goals are 

evaluated after CR’ [n=3]). Further, they thought that 

improving the indicator lacked priority (n=11, 21%), or that 

the indicator did not represent a relevant quality aspect of CR 

(n=8, 15%). 

The main reason for respondents’ selecting green indicator 

values was that they considered the indicator an essential 

aspect of the quality of CR care, and should thus belong in 

every quality improvement plan (n=27, 82%; e.g., process 

indicator ‘proportion of patients that were offered a complete 

W.T. Gude et al. / Inside the Black Box of Audit and Feedback426



and tailored CR programme’ [n=8]). All other reasons were 

selected in less than 10% of cases.  

causes, making it more challenging to formulate effective 

improvement actions. 

 

Table 2 – Determinants of selecting indicators as targets for improvement by CR professionals 

Variable  p-value 

Fixed effects Odds ratio (95% CI)  

   Quality indicator level   

      Outcome vs. process indicator 1.01 (0.30, 3.39) 0.955 

      Reported score (per 10% decrease) 1.50 (1.28, 1.76)  <0.001 

   CR professional level   

      Male vs. female gender 2.16 (0.42, 11.09) 0.363 

      Years of clinical experience (per 10 years) 1.10 (0.60, 1.99) 0.764 

      Spends more than half of the time on direct patient care 1.64 (0.53, 5.14) 0.393 

      Number of educational outreach visits attended in trial 1.03 (0.64, 1.65) 0.903 

      Discipline 

         Physiotherapist vs. CR nurse 

         Other vs. CR nurse 

 

1.03 (0.13, 8.35) 

0.86 (0.18, 4.12) 

 

0.969 

0.848 

      Coordinating function 1.27 (0.45, 3.63) 0.650 

Random effects Explained variance  

   CR clinic 4.4% 0.501 

   CR professional 17.7% 0.002 

   Quality indicator 7.7% 0.071 

   

Discussion 

We explored CR professionals’ decision-making behaviour 

with regard to selecting quality indicators as improvement 

targets when confronted with performance feedback. Based on 

Control Theory, this is the first and essential step in the 

feedback mechanism to enable effective A&F. Professionals 

were more likely to select an indicator if there was more room 

for improvement, and they were more strongly influenced by 

the reported colour (red, yellow, green) than by the reported 

performance score. Still, they ignored more than a quarter of 

the feedback’s recommendations for (not) selecting indicators 

based on the reported colours. Indicators for which 

insufficient data were available to calculate a score (indicators 

with a grey colour) were always selected. In addition, the 

number of selected indicators varied strongly between 

individual participants. 

Relation to other studies 

Although we are the first to have empirically investigated step 

1 in the underlying feedback mechanism, earlier studies aimed 

at identifying design characteristics and contextual factors that 

influence the outcome of the mechanism (i.e., change in 

quality of care). A Cochrane review [1] concluded that low 

performance scores increased A&F effectiveness. The authors 

attributed this to greater intention to take action, or absence of 

ceiling effects [12]; our findings seem to support the first. 

Two reviews [2,3] found that feedback is more effective when 

accompanied by explicit performance targets. Supporting 

those results, our study revealed that CR professionals act 

more strongly upon colours, which served as a graphical 

representation of whether a target was achieved, than upon 

their absolute performance scores. Another review [5] 

suggested that A&F is more likely to improve process 

indicators compared to outcome indicators. However, our 

study found no effect of the type of indicator on the selection 

process. This implies that feedback’s limited effect on 

outcome indicators may be explained by factors related to 

subsequent steps in the feedback mechanism outside our 

scope. For example, suboptimal scores on outcome indicators 

may require further drilling down to understand the underlying  

Meaning of the study 

A&F interventions often achieve only limited improvement of  

quality of care, for which current scientific knowledge fails to 

offer a satisfactory explanation. Our findings suggest that one 

of the reasons could be that feedback may not always 

convince healthcare professionals that certain aspects of their 

practice require improvement. In one third of the cases where 

quality indicators showed room for improvement (by showing 

a red or yellow colour), professionals did not select them as 

targets for the QI plan; they either disagreed with the 

performance target (they thought their score was high enough, 

thus not acknowledging room for improvement), deemed 

improvement unfeasible or lacking priority, or did not 

consider the indicator an essential aspect of care quality. 

Moreover, as this study was conducted in a laboratory setting 

amongst individual professionals, we expect that contextual 

factors in clinical practice (e.g., organisational constraints 

within a clinic, or social context within care teams) may 

further distort the process of selecting improvement targets 

based on performance feedback. 

Nevertheless, our results show that using colours to represent 

the extent to which performance targets are achieved can be a 

useful means to guide healthcare professionals in selecting 

those indicators that require most improvement. This was 

illustrated by the fact that in our study red and yellow 

indicator values were much more often selected than green 

ones. Professionals also always selected indicators for which 

no feedback was available due to insufficient data. A possible 

explanation is that professionals seek to optimise data 

collection in order to draw a more complete picture of their 

clinical performance. 

The number of selected indicators differed substantially 

between CR professionals. Our analysis did not reveal any 

systematic professional-level factors that may offer an 

explanation for this phenomenon. Instead, part of the 

explanation may come from individual professionals having 

personal preferences and beliefs concerning which indicators 

constitute care quality, and about what are achievable 

performance targets. Hence, accompanying feedback with 

explicit performance targets or colours may not always 

succeed in influencing the process of selecting improvement 

targets. 
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Limitations 

Our study found reported colour to be a powerful tool to 

persuade healthcare professionals into selecting an indicator as 

target for improvement. Although there are various ways to 

derive colour thresholds for reported performance scores (such 

as based on peer performance, expert knowledge or clinical 

practice guidelines), the A&F design in our study used a 

relatively simple colour assignment scheme. This might partly 

explain why professionals in our study ignored a third of the 

feedback’s recommendations for selecting indicators, in 

particular for the reasons “indicator score is high enough” and 

“improvement is not feasible” (both stated in almost one third 

of cases). In case our A&F design would have used a more 

sophisticated method for assigning colours, this proportion 

may have turned out smaller. 

Furthermore, due to practical reasons, we only analysed the 

selection of indicators that reflected a dichotomous measure at 

the patient level; thus leaving out continuous measures and 

clinic-level dichotomous measures. Therefore we do not know 

whether the type of measure plays a role in professionals’ 

selection of indicators as targets for improvement. 

Future work 

Currently we are conducting a clinical study to investigate 

how teams of CR professionals participating in the CARDSS 

Online trial select indicators as targets for improvement in 

clinical practice. Comparing the results of the clinical study to 

those in our laboratory study will provide insight as to the 

impact of real-world barriers on selecting indicators. Further 

research may also focus on investigating the second step in the 

feedback mechanism to explore determinants of actual change 

in performance.  

Conclusion 

CR professionals presented with indicator-based performance 

feedback were more likely to select indicators if there was 

more room for improvement, and they were more strongly 

influenced by the reported colour (red, yellow, green) than by 

reported performance score. Still, in more than a quarter of the 

cases they ignored the feedback’s recommendations for (not) 

selecting indicators based on the reported colours. We 

conclude that personal preferences and beliefs concerning 

quality and performance targets may dilute the efficiency of 

performance feedback. A follow-up study will be conducted to 

investigate the same step in clinical practice among CR teams. 
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Abstract 

Health policy plays a crucial role in community care, 

particularly within care programs such as ComPacks. 

ComPacks is a short-term care program administered by New 

South Wales (NSW) department of health which runs for up to 

6-weeks and its goal is to prevent or minimise hospital 

readmission. Compliance to the ComPacks health policies is 

required in order to gain financial support from overnment 

bodies, however when the Government makes changes to 

service policies, this may potentially cause ripple effects to the 

workflow of the service and increase pressures on care 

providers, which in turn may affect the patient. Utilising a 

multi-layer visualisation tool can help identify whether 

changes made to policy are impacting patient flow in a 

positive or negative way. This research study investigates the 

use of an emerging patient journey modelling technique to 

better understand service design in a community care setting, 

whilst also determining the impact of State-level policy 

interventions. 

Keywords:  

Patient Journey Modelling; Essomenic; Health Policy; 

Community Care; ComPacks. 

Introduction 

The increasing prevalence of hospital readmissions and the 

subsequent impact on acute care services cannot be easily 

ignored. Easing the burden on acute care services can be 

managed through efficient and effective service delivery of 

community care services [1, 2]. Community care programs 

have been initiated by Local and State government as a means 

to addressing community health issues. Such examples can be 

exemplified through programs such as Home Aged 

Community Care (HACC), Hospital in the Home (HITH), and 

Community Packages (ComPacks) in which patient care is 

transitioned from hospital to home and assistive services are 

provided to patients, post-discharge [1, 3, 4]. These programs 

in particular are driven by a focus on reducing the probability 

of readmissions due to post-discharge complications, thus 

reducing the pressures on hospital services. In understanding 

that state and local governments administer most of these care 

programs and services, policies and guidelines are developed 

and implemented as a directive measure in achieving an 

effective service delivery for care. These documents dictate 

service delivery processes and also indicate performance areas 

that are to be measured [5]. When changes are made to policy, 

it is difficult to examine whether the impacts of these changes 

are affecting service workflow, patient flow and patient 

outcomes without understanding the concepts of policy 

analysis. The following study examines the use of a 

healthcare-oriented service redesign technique as a tool to 

visualise the impact of policy change on service workflow, 

patient flow, and outcomes within community care. 

Health Policy Development 

Health policy is an essential component of the delivery of care 

services. It establishes a plan describing the courses of action 

or intended actions to be taken by institutions or organisations 

that have an impact on health [6–8]. Health policy is 

developed based on informed values and reasoning [5]. It is 

formulated, proposed, and evaluated using evidence-based 

methods to ensure successful implementation. Therefore, 

policy changes must undergo comprehensive analysis and 

evaluation. Analysis and evaluation have the potential to (1) 

increase policy impact and (2) provide evidence for future 

policy amendments [9, 10]. Based on literature surrounding 

existing theoretical frameworks for policy analysis, it is 

generally agreed that the policy development environment 

comprises several interconnecting elements; policy-makers, 

processes and outputs. These elements interact through the 5 

stage Health Policy Development Cycle (HPDC) (Figure 1). 

 

Figure 1 – Key Stages in the Health Policy Development 

Cycle  [8] 

Stage 1 – Agenda Setting: Identifies and defines the current 

policy issues and sets an agenda as to what problems need to 

be addressed [7, 8, 11]. 

Stage 2 – Policy Formulation: Sets policy boundaries between 

State and Federal health authorities and creates and/or changes 

actual policy content [8]. 

Stage 3 – Adoption: Sees the policy amendments brought to 

attention of policy approval bodies and put into force by State 

or Federal legislative measures [8, 12].  

Stage 4 – Implementation: Action is taken to officially put 

approved policy changes into practice – more particularly 

formalising these actions by writing and documenting them 

into legislation. 

Stage 5 – Evaluation: Involves the process of monitoring, 

analysing, critiquing and assessing existing or proposed 

policies. It is designed to help governments implement these 

policies in an effective and efficient manner through heavy 

examination of their policy content and their effects [11, 12]. 
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Tools 

Policy developers use a range of tools during the various 

stages of the HPDC. Stakeholder Analysis is used during 

Stages 1 and 2 to analyse the behaviour, responsibilities, 

interests, agendas, and common resources or interactions 

between different stakeholders and how these impact the 

policy process [11, 12].  

Stage 3 may include the use of policy evaluation software, 

such as Policy Maker. These types of software focus on 

analysing the political dimensions of adopting public policy 

and decision making around such changes. They can also 

assist stakeholders in determining the feasibility of the policy 

to be implemented. Outputs are in the form of graphs, 

statistical charts and opportunity/obstacle narratives [11]. 

Tools used in Stage 5 (Evaluation) include document analysis 

and stakeholder mapping. Document analysis involves a 

systematic review of existing policy documentation and 

determining the clarity and comprehensiveness of the internal 

statements in alignment to the reflection of intended outcomes 

[9]. Stakeholder analysis has also been applied to the latter 

stages of the policy process.  By deconstructing political 

dimensions, linkages can be made to stakeholders and 

objectives particularly between the distinct micro, meso and 

macro policy levels [14]. Further analysis on the level of 

control each stakeholder has in relation to proposing new 

agenda items can also trigger recommencement of the policy 

development cycle. 

Issues 

The current tools and approaches to policy analysis present 

several limitations. In document analysis, there a disregard to 

other contributing factors which are generally involved with 

the policy process such as stakeholders, resources and moni-

toring processes. Application of stakeholder analysis/mapping 

within a healthcare context has also proven difficult in draw-

ing proper conclusions in relation to policy assessment. With 

the continuous changes occurring within health environments, 

it is difficult to easily gather information which is “cross-

sectional” or “static” to a particular period of time [13, 14]. 

The timeframe for which health policy data is collected and 

analysed can also affect the relevance of analysis that informs 

decision-making. When using computer-aided policy tools, the 

quality of the assumptions and judgments made by the analyst 

can affect the validity of the results produced by the applica-

tion [11, 15, 16].  

This suggests there is a major deficit between the formulation 

stage and the implementation stage [9] as those that formulate 

the policy are usually not involved in the implementation of 

resulting policy changes at the operational level [9, 17]. In 

addition, current methods and tools used for evaluating and 

analysing policy within particular stages of the policy cycle 

are isolated to a singular perspective potentially resulting in an 

incomplete understanding of workflow, impact and outcomes. 

This deficit can be overcome by introducing visual patient 

journey modelling to the early stages of the HPDC to provide 

evidence to policy developers and help them to understand the 

potential impact of policy changes on patient flow and service 

delivery at an operational level. 

Research Setting & Design 

This research study utilises a multi-method approach for 

visualising the impact of policy changes particularly in a 

community care setting. Participatory Action Research is used 

to gather healthcare stakeholder input. The aim of the research 

is to better understand service design in a community care 

setting, whilst also determining the impact of State-level 

policy interventions through the application of an emerging 

patient journey modelling technique known as Essomenic.  

Document analysis and healthcare provider focus groups also 

contributed to the development of the resulting models. 

Research Setting 

The study examines the process flow and service design of a 

six-week short-term post-discharge care program known as 

ComPacks (Community Packages). ComPacks is a non-

clinical care program initiated by NSW Department of Health 

that promotes a safe transition of patients from hospital to 

home. Services include: meals on wheels, mobility and 

transport, assistive care and home nursing. The main focus of 

ComPacks is to reduce the probability of hospital 

readmissions caused by post-hospital complications, as well as 

provide an interconnecting pathway for on-going services for 

longer-term care and management. There are currently several 

community care sites across New South Wales that deliver 

ComPacks Services to eligible patients in their local 

communities. One such site, Liverpool Catholic Care is part of 

a major non-profit organisation, which is responsible for the 

delivery of 120 programs in areas such as ageing, disability 

care, youth and family, education, training and support 

services. 

Participatory Action Research 

Participatory Action Research (PAR) involves all relevant 

parties actively examining together, current action (which they 

experience as problematic) in order to change and improve it. 

Research is designed to address specific issues identified by 

local stakeholders, and the results are directly applied to the 

problems at hand [25].  Staff from the local ComPacks office 

were included in a number of group workshop sessions.  They 

described the flow according to the old policy (pre) and as per 

the latest policy changes (post). 

Patient Journey Modelling 

Patient journey modeling (PJM) visually describes the journey 

of patients as they transition through the system of care [18], 

[19]. It is an improvement tool used to represent the healthcare 

system as a whole and identify the areas in which service 

delivery can be improved [18–24]. This study focused on the 

application of an emerging healthcare redesign technique 

known as Essomenic. Essomenic is a patient journey 

modelling technique that has had successful applications 

within the healthcare domain, in areas such as oncology, 

ambulatory care, indigenous maternity care and mental health 

[18–24]. Essomenic patient journey modelling, uses the 

principles of patient centered care and drives the redesign 

activity from a patient viewpoint identifying items of value to 

the patient and placing them at the forefront of the modeling 

process [18]. It incorporates additional factors that contribute 

to the overall quality and delivery of care including patient 

needs, policies and guidelines, staff roles, information needs 

and provides considerable measurement capabilities [18].  

Modelling syntax puts patients, shown in red, at the top of the 

model with each type of staff role involved in the patient flow 

allocated a unique colour. 

Other key syntax includes: 

• Blue oblongs = processes 

• Green documents = paper-based information 

• White system icons = electronic information 

supported by ICT 

• Pink documents = clinical guidelines/policies 

• White metrics boxes = measurement criteria 
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By including care providers in the model development process 

and producing visual outputs, stakeholders exhibit higher 

degrees of understanding and engagement  [25]. The models 

also provide evidence on the impact of policy change pre- and 

post-implementation of the amendments. 

Facilitated Patient Journey Modelling Sessions 

Throughout the duration of the study, several facilitated PJM 

sessions or workshops were conducted with the purpose of 

gathering first-hand evidence of perceived impacts made to 

ComPacks workflow and service design. These modelling 

sessions/workshops serve as an informal collaborative 

environment aimed to educate participants of the methods 

used (PJM), whilst also encouraging and empowering them to 

be part of the problem solving process. As was previously 

addressed, the workshops emphasise visually representing the 

personal experiences of ComPacks staff members during the 

delivery of ComPacks. The ComPacks staff members are also 

included in the validation process of the models produced. 

This is to ensure that models produced accurately depict 

workflow and service design of ComPacks services.  

ComPacks Patient Journey Models  

As compliance to policy is an important part of the ComPacks 

funding model, document analysis and modelling were 

undertaken to examine the impact of policy changes 

implemented in 2012. The ComPacks policy was analysed to 

produce two viewpoints.  

1. Patient flow prior to policy changes made in late 2011. 

This model visually represents the normal course of 

events as per the previous (2005-2006) ComPacks 

policy. 

2. Patient flow post-policy changes.  

This model visually represents the current patient flow as 

per the latest policy implemented in 2012. See Figure 2. 

Production of models pre- and post-policy changes provides 

evidence as to the impact of policy changes on patient flow 

into, through and out of the ComPacks program, and 

highlights if service delivery processes have been improved as 

a result of the decreed State-level policy changes. The scope 

of each model begins with an in-hospital eligibility assessment 

until their exit from the ComPacks program. Figure 2 shows 

the first page of the post-policy change Essomenic patient 

journey model. 

Comparative Analysis Between Pre and Post Policy 

Change Models  

Comparative analysis of both models was conducted to 

determine how ComPacks was impacted by the dictated policy 

changes. The Essomenic modelling technique allows for the 

easy identification of factors that may potentially affect the 

overall service design and workflow of ComPacks. These 

factors include: 

• Change in total number of processes  

• Repetition of tasks or duplicated processes 

• Introduction of new staff roles  

 

 

 

Figure 2 – Page 1 of post-policy change (Essomenic patient journey model) 
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Results and Discussion 

Due to space restrictions the pre-change policy model has not 

been included in this paper however the description of an 

excerpt of the patient flow, post-policy change (see Figure 2) 

is as follows:  

1. The in-hospital team discusses patient assistance 

requirements and performs a basic ComPacks 

eligibility check; 

2. If eligible, the in-hospital team creates a referral and 

transmits this to Triple I Hub by email or fax (Triple I 

Hub is the centralised intake and intervention centre for 

the Local Health District); 

3. The referral is screened for validity and a detailed 

eligibility assessment is performed by the Triple I Hub 

intake officer; 

4. If eligible, the referral is forwarded to the patient’s 

local ComPacks provider; 

5. The ComPacks provider contacts the patient and 

confirms the patient is still eligible for an assistance 

package. 

The journey continues on from this point and each individual 

service provider also checks the patients’ eligibility for their 

particular service prior to commencing service delivery. 

From the preliminary analysis conducted, two key policy 

impacts were identified between the pre and post change 

patient flow: the number of processing steps in the new policy 

has increased by over 44% and the number of service 

eligibility assessments have increased by 100% (see Table 1). 

The increase in the number of processes is mainly due to the 

introduction of a centralised referral centre known as Triple I 

Hub. This centre receives all referrals from hospitals in the 

Local Health District, screens them for validity and performs a 

detailed eligibility check. 

Table 1: Key preliminary findings of impact  

Pre- and Post-policy changes 

Item Pre-policy 

change 

Post-policy 

change 

% change 

# of processes 18 26 44% 

increase 

# of eligibility 

assessments 

2 4 100% 

increase 

The impact of the introduction of the Triple I Hub is a delay in 

the time taken to commence service delivery to the patient 

post-discharge and a number of processing duplications 

around eligibility assessment. 

Eligibility is in fact checked four times in the new patient flow 

as shown in Figure 3.  

 

Figure 3: Eligibility checkpoints as per latest policy changes 

The visual representation of the patient flow readily identifies 

the increase in the number of processing steps, as each process 

is numbered.  

The duplication in eligibility checking is also easily 

identifiable due to the decision points which are shown as 

yellow diamonds (See decisions between processes 1 and 2 

and then processes 3 and 4 on Figure 2). 

The Essomenic method of visual patient journey modelling 

provided ComPacks management with clear evidence on how 

they have been negatively impacted by State-level decreed 

policy changes at a operational patient flow level. 

As a result of this study, it has been demonstrated that patient 

journey modelling can be used to visualise the impact of 

policy changes in community care services. There is high 

value in utilising Essomenic type models to illustrate 

suggested policy amendments prior to and after the 

implementation of policy changes. 

Conclusion 

Health policy plays an important role in the delivery of 

healthcare services. Policy guides providers during care 

processes whilst ensuring consistent service delivery and 

compliance to service criteria needed to secure government 

funding. Policies for care services are often amended by 

government bodies with the aim of enhancing and optimising 

services provided. However, it is perceived that changes made 

to policy can negatively impact workers, resources and 

workflow as well as the patient outcomes during service 

delivery. Therefore, it is imperative that all involved 

stakeholders understand and comprehend the impact of such 

changes and the ripple effects they may have on service 

delivery. This will not only allow for better decisions to be 

made on current and future policies but it will generate basic 

understanding for all those involved with the policy 

development process. In this study, focus was placed on 

utilising patient journey modelling, more specifically 

Essomenic, as a tool to visualise the impact of policy change 

on patient flow and service delivery in community care. There 

is value to be seen in using patient journey modelling as a tool 

to visualise impact of changes made to policy. It is a visual 

overview with representation of all elements that contribute to 

the policy process and provides solid evidence on the impact 

of changes on patient outcomes during service delivery.  

Future work will investigate using Essomenic as a tool to 

evaluate and assess the impact of proposed policy changes to 

provide new value evidence to feed into the earlier stages of 

the health policy development cycle. 
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Abstract 

Health informatics has the potential to improve the security 

and quality of patient care, but its impact has varied between 

developed and developing countries. Related to this, the 

objective of this study is to identify the challenges and hurdles 

to improve eHealth in developing countries. We surveyed 

experts to discover their opinions about five general 

questions: economic support by Government for eHealth, 

Government education or training projects in the field, issues 

related to cultural or educational problems for the 

implementation of eHealth, policies in terminology or 

messaging standards and eHealth status policies for long 

periods. The respondents answered affirmatively in these 

proportions: 1. Economic support policies 58%, 2. Training 

policies 25%, 3. Cultural and educational problems 95%, 4. 

Standards policies, 38%, 5. Policies for long periods, 50% 

Conclusion: Our survey has shown that the important 

problems that need to be addressed in order to implement e-

Health in developing countries are firstly, cultural and 

educational, secondly, economic resources and thirdly 

policies for long periods.  

Keywords: 

Computer system; eHealth; Medical Informatics; Cultural; 

Educational. 

Introduction 

eHealth is the transfer of health resources and health care by 

electronic means. It involves three main parts: the delivery of 

health information, for health professionals and health 

consumers, through the Internet or telecommunications. It is 

using the power of Information Technology (IT) and e-

commerce to improve public health services, e.g. through the 

education and training of health workers [1]. 

eHealth has a great importance in the management of health 

care services. There is no doubt about the advantages of 

information technology applied to health [2], but in most 

developing countries there are serious barriers to its effective 

implementation [3]. Information technology may allow 

significant improvements across various aspects and has the 

potential to benefit both developed and developing countries. 

The World Health Organization (WHO) identified the use of 

eHealth as a priority skill in the development of human 

resources in health (human resources in eHealth requires 

people with knowledge in medical informatic and standard 

terminology (e.g., ICD-10, SNOMED and HL7 messaging 

standards.)) Furthermore, it is increasingly recognized as a 

crucial piece to improve health systems to achieve the WHO 

Millennium Development Goals [4]. 

Poor strategic planning and a lack of international standards 

consume government budgets without reaching good results 

[5]. Beginning to develop systems without having a defined 

framework means implementations might fall into serious 

common mistakes. Without first identifying standards policies, 

network connectivity and Internet access, master files and 

unique identifiers it could lead us to waste time and resources. 

Even though experience and resources for early 

implementation projects in developed countries are available, 

in many developing countries there are still barriers and 

difficulties to access these resources. 

eHealth care is a challenge that all countries face today, 

irrespective of their development status [4]. Some aspects that 

threaten system implementation in the health sector involve 

economic resources [6], income disparities, exorbitant costs of 

usage fees, excessive costs for even rudimentary health 

information systems [7], lack of human trained resources [8], 

lack of governmental policies that address a well-defined 

health system that incorporates eHealth [9], cultural aspects 

[10] and some resistance to the use  of computers for health 

care processes. Also, standards policies have the potential to 

play a major role in system interoperability. Ensuring 

standards, generating guidelines, and introducing essential 

policies based on effective and efficient evidence could be 

necessary [11].  

The aim of this work is to identify the main challenges and 

hurdles for the eHealth maturity of economically developing 

countries, located in Asia and South America. 

Materials and Methods 

In order to collect data about challenges and hurdles for 

eHealth implementations, we conducted a survey. A short, 

semi-structured, confidential interview was conducted by one 

physician trained in the field with special care to query 

respondents to answer about their spontaneous perception or 

personal knowledge. 

Setting: Data collection was carried out among those 

attending INFOLAC 2014 the Latin American Conference on 

Medical Informatics organized by the Uruguayan Society of 

Health Informatics in Montevideo Uruguay from 16th to17th 

October 2014 [12] and APAMI 2014, the Asia Pacific 

Association for Medical Informatics Conference organized by 

the Indian Association for Medical Informatics (IAMI) in New 

Delhi, India from 30th Oct to 2nd November 2014 [13]. 

Design: The design of the study is a cross-sectional 

descriptive study. 

Sampling strategies: From the meeting attendees, 

consecutive convenience sampling was performed on 
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attendees until three participants from each country 

participating in the events had responded to the survey. 

The number of participants proposed for this study was 60 

surveys in total. 

Inclusion criteria: Individuals carrying out activities in the 

field of medical informatics in their country attending either 

INFOLAC 2014 or APAMI 2014. 

Exclusion criteria: Those who could not answer more than 

two questions will be excluded. 

Attendees will be able to add comments and suggestions that 

will be used in future studies. 

To determine the obstacles to implementing eHealth  in 

developing countries, we first identified the elements 

necessary to develop  eHealth according to other studies, 

mainly in developing countries [14]. These variables are: 1) 

Economic support by the government for eHealth, 2) eHealth 

training, 3) Cultural or educational problems for 

implementation of eHealth, 4) Standards policies in 

terminology or messaging, 5) Polices in eHealth.  

Questions for INFOLAC 2014 were made in Spanish and in 

English for APAMI 2014. 

The questions for the anonymous survey were: 

1. Is there any economic support by Government for 

eHealth? 

2. Does Government organize eHealth courses or 

training? 

3. Do you consider that there are cultural or educational 

problems for the implementation of eHealth? 

4. Does your country have any standards policy in 

terminology or messaging in eHealth? 

5. Does your country have eHealth status policies for long 

periods? 

Results 

All respondents agreed to participate in the study. Personal 

information was kept confidential. From the 60 proposed 

surveys, 27 were from South America and 33 from Asia. Four 

surveys were excluded due to not fitting the inclusion criteria. 

The results of the survey showed the following: 

1.  “Is there any economic support by Government for 

eHealth?” Answer was ‘Yes’ in South America 33% of 

the time (Table 1 and Figure 1) and in Asia, 79% 

(Table 2 and Figure 2). The result across all countries 

was 58% (Table 3 and Figure 3). 

2. “Does Government organize eHealth courses or 

training?” Answer was ‘Yes’ in South America 15% of 

the time (Table 1 and Figure 1) and in Asia 33% (Table 

2, Figure 2). The result across all countries was 25% 

(Table 3 and Figure 3). 

3.  “Do you consider that there are cultural or educational 

problems for the implementation of eHealth?” In South 

America, respondents answered ‘Yes’ 100% of the 

time (Table 1 and Figure 1), and 91% in Asia (Table 2 

and Figure 2). Considering all countries, ‘Yes’ was 

selected 95% of the time (Table 3 and Figure 3). 

4.  “Does your country have any standards policy in 

terminology or messaging in eHealth?” The answer 

was ‘Yes’ in South America 33% of the time (Table 1 

and Figure 1), and in Asia 42% (Table 2 and Figure 2). 

There was a positive answer across all countries 38% 

of the time (Table 3, Figure 3). 

5. “Does your country have eHealth status policies for long 

periods?” Answer was ‘Yes’ for this question in South 

America for 41% (Table 1, Figure 1) of respondents, 

and 58% in Asia (Table 2 and Figure 2). The results for 

all countries was 50% (Table 3, Figure 3). 

 

Table 1 - South American respondents 

 

 

 

Figure 1 - South America respondents 

 

Table 2 - Asia respondents 

 

 

 

Figure 2 - Asia respondents 
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Table 3 - All respondents 

 

 

Figure 3 - All respondents 

 

Table 4 - All respondents, comparison by region in % 

 

 

 

Figure 4 - All respondents, comparison by region 

 

Results shown in both regions were very similar about the role 

of the states in relation to national policies for long projects, 

standards policies, cultural issues and education for eHealth.  

The role of the state in relation to training and economic 

support in eHealth was perceived differently in the analyzed 

regions, being more intense in Asia than in South America. 

(Table 4 and Figure 4). 

Discussion 

This was a preliminary survey to get an overview of the 

situation in our region and pave the way for more complex 

studies.  

Training of human resources in eHealth is critical, because we 

think it is one of the limiting steps of high impact, not only 

from a technical standpoint, but as a change management tool. 

It is interesting to note that participants agree that eHealth 

development will require more universal eHealth 

interoperability standards and strategies to overcome technical 

infrastructure barriers and address privacy, security, and other 

legal requirements [15]. We should take advantage of the 

lessons learned in developed countries in order to optimize the 

strategies to achieve this goal. 

Concerning regulatory legal and policy framework, it is 

difficult, in most of our countries to find clear policies and 

coordination between state or governmental agencies and 

eHealth initiatives. This is a huge obstacle to implementing 

eHealth in developing countries.  

Instability in politicals issues make it really difficult to find 

policy governance for long-term projects. Governments want 

centralized systems instead of dictating long-term policies that 

enable the local developers to interoperate with other regional 

developments through clear policies standards. In many of our 

countries there are no state policies, and if there are, they often 

change when the government and projects fall or are changed 

by others. Developing policies for eHealth requires long-term 

political times exceeding consensus and projects [16].  

One of the limitations of this study is the sample. We collected 

the data at only two events in South America, during 

INFOLAC 2014 conference  and during APAMI 2014. It 

could be necessary to extend the coverage of the sample for 

our next studies. Even so, our results are consistent with the 

work of Lacroix and colleagues  that report that one of the 

main problems has to do with the educational training [17]. 

Conclusion 

eHealth is a promising concept to achieve better health for all. 

The present study suggests there is a huge gap in cultural and 

educational issues regarding eHealth. Also, according to our 

results, we must take into consideration long-term eHealth 

projects. It is very important to consider interoperability and 

standards in eHealth as well. We have to work hard to solve 

the obstacles presented to achieve health for all and not settle 

for anything less. 
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Abstract 

Surgery cancellations are undesirable in hospital settings as 

they increase costs, reduce productivity and efficiency, and 

directly affect the patient. The problem of elective surgery 

cancellations in a North Norwegian University Hospital is 

addressed. Based on a three-step methodology conducted at the 

hospital, the preoperative planning process was modeled taking 

into consideration the narratives from different health 

professions. From the analysis of the generated process models, 

it is concluded that in order to develop a useful patient centered 

web-based communication tool, it is necessary to fully 

understand how hospitals plan and organize surgeries today. 

Moreover, process reengineering is required to generate a 

standard process that can serve as a tool for health ICT 

designers to define the requirements for a robust and useful 

system. 

Keywords: 

Elective surgery cancellations, pre-operative planning, web-

based communication, process optimization, Norway. 

Introduction 

Considering the trends of healthcare, hospitals today have an 

extended focus on reducing costs [1]. Surgery is one of the most 

costly services provided by hospitals [2, 3]. However, elective 

surgeries are still regularly cancelled; in western countries, 

cancellation rates between 10 and 40 % have been reported [3-

5]. Furthermore, up to 20 % of elective surgeries are cancelled 

on the day of surgery [6-8] and it is also identified that 50 % of 

these cancellations might be avoided [3, 9, 10]. Evidence [7, 11] 

points to lack of information as being the main cause for 

elective surgery cancellations, referring to information that 

existed but was not available when required for surgery 

planning. In line with what is reported in the literature, our site 

of research, the University Hospital of North Norway (UNN), 

has identified that 50 % of all cancellations are related to 

inadequate planning due to lack of information [12]. In the 

described health scenario, health ICT emerges as part of a 

discourse that emphasizes cost-effectiveness and active 

involvement of patients as a policy to meet the growing demand 

of care and the expected shortage of health care professionals 

[1]. 

The aim of the research project “eTeam-Surgery” is to reduce 

the number of elective surgery cancellations at UNN. In today’s 

surgical process, the information required for anesthetic 

evaluation is gathered after the patient admission, based on a 

health assessment questionnaire. eTeam-Surgery will provide a 

digitalized tool for two way communication between the 

hospital and the patient prior to hospital admission. Such a tool 

will enable the hospital to collect the missing information from 

the patient at home and at an earlier stage in the pre-operative 

planning process. 

The development of an efficient and functional web-based tool 

for hospital-patient collaboration is not an easy task, and it has 

not always been successful. As the development of health ICT 

grows, there are also an increasing number of reports on 

unsuccessful implementation projects, challenges and 

unforeseen consequences of ICT in health care, particularly in 

hospitals [13-24]. A contributing factor to such results may be 

found on the focus of health ICT on improving individual tasks 

rather than supporting value added care processes. By 

supporting individual tasks, ICT is focusing on the provider. 

This is a significant contribution to a lower quality and high cost 

health care. On the other hand, process focused care is centered 

on the patient. It integrates the teamwork (e.g. patients, 

physicians, nurses, caregivers, managers, and administrative 

personnel) to provide high quality and efficient care throughout 

the process. Value added care processes are the goal of the 

patient centered health care. However, few health care processes 

have been modeled comprehensively enough to provide a basis 

for specifying software requirements to health ICT designers. 

Thus, health ICT designers have focused on supporting the work 

of individual care team members by taking existing paper-based 

tools, as their models. The result is that most health ICT systems 

do little to support care teams. Hence, prior to development, 

eTeam-Surgery carried out an in-depth study of the pre-

operative planning at UNN. 

In this paper, is described an in-depth study of the pre-operative 

planning at UNN. The aim of this study was to describe and 

understand the process to define the requirements for a hospital-

patient web-based communication tool. The paper is divided in 

four sections. In the first section, the health ICT limitations are 

introduced, and the aim of the study is described. In the second 

section, a brief introduction to the existing process modeling 

tools is presented. The methodology to model health care 

processes is described and explained in the third section. In the 

last section, discussion and conclusions, the authors elaborate on 

the need to understand care processes in order to define the 

requirements for a hospital-patient web-based communication 

tool. 

Background 

Workflow modeling is the basis for process optimization, and 

exists in a wide range of modeling languages. Graphical 

modeling languages can be divided in languages oriented to: (a) 

information flow, (b) control flow, or (c) objects [25]. In this 

work the modeling languages applied to the control flow are 

considered for a better accommodation of health care specific 

workflow. 
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Petri nets are a formalism of graphical modeling, with 

application in systems description and in the study of 

information processing, characterized by being asynchronous, 

parallel, non-deterministic and/or stochastic [26]. This 

formalism was applied to several problems in the healthcare 

field, such as the evaluation of patient monitoring systems [27, 

28], the modeling of patient flows in progressive systems [29-

31] or the modeling of logistic processes in hospitals [32]. 

Apart from the Petri nets, process chains oriented to operations, 

denoted Event-driven Process Chains (EPC) is another modeling 

formalism widely used in the healthcare field. EPC is presented 

as a modeling concept of logical and time dependencies of 

processes, and was applied to the information flow management 

between the different systems [33]. 

Materials and Methods 

The eTeam-Surgery project group has developed a three-step 

methodology to gather the knowledge required to model the pre-

operative planning process. In order to keep this paper self-

contained, the empirical methodology will be described briefly 

hereafter, for further information please refer to [34]. 

1. Gather data on the hospital’s representation of the 

elective surgery cancellation problem; 

2. Observations and interviews at the hospital, related to the 

pre-operative planning processes at the department level; 

3. Individual, in-depth interviews with all professional 

groups involved in pre-operative planning at a specific 

hospital department. 

In Stage 1, the aim was to gather knowledge on UNN’s 

understanding of the elective surgical cancellation problem, and 

the hospital representation of the pre-operative planning process. 

One document, containing information on the use of resources 

involved in surgery at the hospital was identified and studied 

[12]. In 2012, UNN initiated a Lean project in order to optimize 

the elective surgical process. Researchers from the eTeam-

Surgery group followed this project. 

In Stage 2, the pre-operative planning process at different 

departments at UNN was investigated. This comprised three 

weeks of fieldwork at the Surgery and Intensive care clinic, 

doing interviews while following an anesthesiologist and an 

anesthetic nurse. In addition, thirteen interviews with 

physicians, nurses and administrative personnel were conducted, 

at six different departments. The interviews were semi-

structured, done at the workplace, and lasted between thirty 

minutes to two hours.  

During the first two stages, two departments were described to 

be more efficient. However, these departments still evidenced a 

representative number of cancellations. One of the departments 

was chosen to proceed with an in-depth study in Stage 3. The 

chosen department is not revealed due to ethical reasons. In 

Stage 3, representatives from all the professional groups 

involved in the pre-operative planning process at UNN were 

addressed. At this specific department, extensive knowledge on 

the pre-operative planning process was collected. The 

department-specific interviews were semi-structured, conducted 

at the workplace, and lasted between one to two hours. 

Results 

The observations of, and interviews with, the health 

professionals at the chosen department at UNN, described in the 

previous section, allowed the definition and mapping of the 

generic pre-operative process model shown in Figure 1 and 

Figure 2. (For further information on the interviews, refer to 

[35].) A process model facilitates a systematic description of the 

events permitting the identification of each decision activity and 

the health worker responsible for that activity. In addition, it 

allows us to learn about the information flow, and allows the 

opportunity to identify the underlying processing issues that 

may be compromising the availability of vital patient assessment 

information.  

At UNN, as seen in Figure 1 and Figure 2, the final pre-

operative planning is often done after the patient has arrived for 

the scheduled surgery, which means, the final pre-operative 

planning might be completed the day prior to, or even on the 

day of the surgery. During this final planning process, new 

information, which may lead to cancellations, is gathered from 

the patients. Figure 1 and Figure 2 show additional steps when 

supplementary / new information might be necessary. The first 

step is in the beginning of the pre-operative planning process 

during the referral evaluation. A descriptive comparison of the 

referral evaluation process in both figures also evidences the 

ambiguity of the resources’ role on the process. For example, as 

depicted in Figure 1, the task of quality assessment and  

subsequent referral, or request for additional information, is 

performed by the secretary. Figure 1 also portrays identified 

telephone calls between the surgeon and the patient as an 

additional alternative to collect lacking information. None of 

these tasks are described in Figure 2. 

Discussion and Conclusions 

As explained in the Introduction section, Health ICT orientation 

to individual tasks reflect the focus of health care itself: The 

majority of clinical departments behave as discrete and 

independent sets of physicians, nurses, and other health 

personnel instead of a single team [36]. This is partly due to the 

autonomy of most clinical departments.  

eTeam-Surgery started by mapping and evaluating the pre-

operative process at UNN, and explored a system for gathering 

information from a patient on his/her condition through a 

personal health assessment questionnaire. This process 

facilitated the evaluation as to whether if, and how, part of the 

process could be migrated from the hospital to the patient at 

home through electronic collaboration. 

The comparison of the pre-operative planning process models, 

shown in Figure 1 and Figure 2, evidences the heterogeneity of 

work patterns at the individual level. The narratives of the 

different health professions describe different patient pathways 

for the same process. This analysis of hospital workflow 

evidences the superfluous work required by hospital personnel 

to develop and document the information required for the 

patient to move forward in the EHR pathway. In such an 

environment, it is very difficult to develop a Health ICT system 

that both supports the full process and is useful for each member 

of the care team. Therefore, we argue that in order to develop a 

useful patient centered web-based communication tool, it is 

imperative that the processes by which hospitals plan and 

organize surgeries are fully understood, and that process 

reengineering be employed in the generation of standard 

processes of robust Health ICT system.  
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Figure 1 - Pre-operative planning process as experienced by surgeons and physicians. 
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Figure 2 - Pre-operative planning process as experienced by coordinating nurse. 
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Abstract 

Cellular pathologists are doctors who diagnose disease by 

using a microscope to examine glass slides containing thin 

sections of human tissue. These slides can be digitised and 

viewed on a computer, promising benefits in both efficiency 

and safety. Despite this, uptake of digital pathology for 

diagnostic work has been slow, with use largely restricted to 

second opinions, education, and external quality assessment 

schemes. To understand the barriers and facilitators to the 

introduction of digital pathology, we have undertaken an 

interview study with nine consultant pathologists. 

Interviewees were able to identify a range of potential benefits 

of digital pathology, with a particular emphasis on easier 

access to slides. Amongst the barriers to use, a key concern 

was lack of familiarity, not only in terms of becoming familiar 

with the technology but learning how to adjust their 

diagnostic skills to this new medium. The findings emphasise 

the need to ensure adequate training and support and the 

potential benefit of allowing parallel use of glass slides and 

digital while pathologists are on the learning curve.  

Keywords: 

Informatics; Pathology; Microscopy; Qualitative Research; 

Learning Curve. 

Introduction 

While traditionally health informatics focused on the 

consulting room and the use of electronic patient records 

(EPRs) and computerised decision support systems, recent 

years have shown an interest in broader range of settings. Not 

only is the spread of EPRs and mobile technologies into 

secondary care leading health informatics researchers to 

explore ward settings, but we are gradually learning more 

about those areas of medicine whose work patients may not 

see but which play a key role in diagnosis, determining 

treatment, and assessing response to treatment, such as the 

work of clinical pathology laboratories [1]. This has led to 

studies of diagnosis around imaging systems, such as use of 

Picture Archiving and Communication Systems (PACS) in 

radiology [2,3]. At the same time, we are seeing interest in a 

broader range of technologies for diagnostic imaging, 

including increasingly pervasive wireless and sensor-based 

technologies [4,5]. In this paper, we turn to the underexplored 

area of cellular pathology: the diagnosis of disease through 

microscopic examination of tissue.  

Cellular pathologists diagnose cancer and other diseases using 

a microscope to examine glass slides containing thin sections 

of human tissue. The tissue will have been stained using a 

chemical or immunologically based method. Haematoxylin 

and Eosin (H&E) is the most common stain and it highlights 

the most significant tissue structures well, while special stains 

use histochemical reactions to identify specific tissue 

components or organisms, that are less easily identifiable with 

an H&E stain.  

It is now possible to digitise glass slides so that they can be 

viewed on a computer; the field of digital pathology is 

concerned with the development and evaluation of 

technologies that support this. Digital pathology promises a 

number of benefits, both in terms of efficiency and safety. 

Advocates of digital pathology highlight the potential for 

improved workflow; a digital system would allow the 

pathologist to be alerted to when new cases are ready to be 

viewed, as well as allowing the pooling of cases, resulting in a 

revolution of the workflow similar to that seen in radiology 

[6]. There is also the ease of obtaining second opinions 

electronically from a national or international source rather 

than having to send the glass slides through the post with the 

delay and the risk that they will get broken or lost in transit 

[7]. Slides can be simultaneously sent to several people for 

second opinions, which is not possible with glass slides. There 

is the reduced risk of getting slides mixed up so that a patient 

receives the wrong diagnosis, something that happens rarely 

but can have devastating consequences when it does [8], and 

there is the option to integrate decision support technology [9, 

10]. 

Despite this potential, uptake of digital pathology for 

diagnostic work has been slow. While there have been positive 

reports about the use of digital pathology within education and 

training [11,12] and for teleconsultation [10], in relation to 

routine diagnostic work, research suggests scepticism and 

uncertainty amongst pathologists [13,14]. In a recent survey 

conducted in the United States, while 59% of respondents 

agreed that the benefits of digital pathology outweigh 

concerns, 78% perceived digital slides as currently being too 

slow to view for use in routine diagnostic work [15]. This fits 

with the findings of experimental studies which have found 

that it takes significantly longer to make a diagnosis on a 

digital slide compared to a glass slide [16,17]. A study of 

barriers and facilitators to the use of digital images in clinical 

practice that involved interviews with two radiologists and 

three pathologists, found a key barrier in pathology to be the 

perception that diagnostic performance is inferior with digital 

slides [9]. 

As part of a larger study concerned with the design and 

evaluation of a digital microscope for use in routine diagnostic 
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work [18-21], we undertook an interview study to better 

understand the barriers and facilitators to the introduction of 

digital pathology. In this paper, we present the findings of that 

study and discuss the implications of these findings for the 

implementation of digital pathology.  

Methods 

Data collection 

Semi-structured, face-to-face interviews were conducted with 

nine consultant pathologists within our institution, a large 

teaching hospital. The interviewees were from a range of 

subspecialties and had varying levels of experience of digital 

pathology: two had almost no experience of digital pathology, 

three had used it for External Quality Assessment (EQA) 

schemes, one had used it for obtaining a second opinion, and 

two had experience of using it for research and/or teaching. 

Interview questions explored what participants saw as the 

benefits and limitations of the conventional microscope and 

current workflow, benefits, limitations, anticipated impacts of 

digital pathology, and willingness to move to digital 

pathology. All interviews were audio recorded and later 

transcribed.  

Analysis 

An iterative approach was taken to data collection and 

analysis, to allow the collection of further data on emerging 

themes in subsequent interviews. Anonymised transcripts were 

entered in NVivo, software for qualitative data analysis. Data 

was analysed using thematically [22], with codes developed 

inductively. 

Results 

Here we present the findings from the interviews organised 

according to key themes. While interviewees discussed the 

benefits of digital pathology for multidisciplinary team 

meetings and teaching, we focus on attitudes towards digital 

pathology in the context of diagnostic work.  

Benefits of digital pathology 

The most commonly mentioned advantage of digital pathology 

was the ease of sharing digital slides in order to get second 

opinions, mentioned by eight of the nine interviewees: 

‘I have sent slides to others for second opinion and it works 

brilliantly. First of all we don’t have to pack slides. Recently I 

had to send a case to Boston [...] and I didn’t have to pack 

any slides. The main problem was packing slides across to 

America, it’s so difficult now. So I scanned the slides […] and 

sent it across and within half an hour I got the reply. So he 

emailed me saying yeah the report I think it’s fine. And the 

thing is we don’t choose any particular area as when you take 

images and send it to another person […] This is you’re 

sending the entire slide as you would be seeing down the 

microscope. So that is a big advantage.’ (HC6) 

While most comments were about the ability to share slides 

with other sites, a couple of interviewees also mentioned 

benefits in terms of being able to look at slides with 

colleagues: 

‘When you’re getting a second opinion, it’s much much easier 

if you’re all looking at a screen, you can all point at it and 

know you’re all looking at the same thing. Um, and that you 

can all point at it whether you’re steering or not, whereas on 

this [microscope] the only person who can point really very 

easily is the person steering it.’ (HC5) 

Interviewees were also very positive about the idea of having 

remote access to slides, both for on call work but also to allow 

more general flexibility: 

‘The scope for it is for the very specialised stuff, if you’re 

looking to get cover for cases around the country, that sort of 

thing, that’s the one diagnostic role I can see.’ (HC3) 

Another perceived benefit, mentioned by four of the 

interviewees, is the ease of access to slides, so that previous 

slides can easily be viewed: 

‘The nice thing about electronic images is that you can store 

them, you can access them rapidly, so if I needed to go back 

to look at something I don’t have to go back to the file to get it 

out. In theory. If there’s a secure server, I could go straight to 

it and find the one that I want with some rapidity. […] that 

would be grand. […] it would allow laboratories to store 

large amounts of glass off site. Rather than having to keep it 

all on the premises. So that people can review stuff very 

quickly, scanned images, and very rarely have to go back to 

the original bit of glass, which is quite labour intensive.’ 

(HC4) 

The interviewees mentioned the benefit of being able to have 

multiple people using the slide at the same time, mentioned by 

one interviewee when discussing EQAs but also by two 

interviewees in the context of diagnostic work: 

‘I suppose now I have to complete a case and then give it to a 

colleague because then as long as a colleague is working on it 

I can’t look at it, so I suppose that would be an advantage, 

[…] it’s more easy to share cases.’ (HC7) 

Two interviewees mentioned the durability of digital slides, 

that they do not get broken or lost, while also mentioned by 

two interviewees was the removal of ‘glass work’: 

‘You don’t have all the glass work, filing, you don’t have to 

constantly file loads of glass work and pull it out and refile it 

and so on.’ (HC2)  

Two interviewees also mentioned that the ability to have an 

overview of the whole slide which is not possible with the 

microscope: 

‘I like the way it can be navigated where you can see in a 

wider view the entire biopsy or pieces of tissue that you see on 

the glass slide. That is definitely an advantage.’ (HC6) 

Limitations of digital pathology 

The most commonly mentioned disadvantage, mentioned by 

three of the interviewees, was the lack of familiarity with 

digital slides: 

‘It just takes a bit of getting used to, open it up, zooming in 

and out and going round. And sitting at a computer screen as 

opposed to looking down a microscope.’ (HC2) 

One interviewee felt that it was not just a case of learning to 

use the technology but also adapting her diagnostic skills: 

‘I can’t imagine someone who’s so used to this as me would 

want to change for my routine work to a digital way of 

reporting. [...] Because, yeah, I’d be relearning a lot of 

diagnostic skills but wouldn’t have the time to do it. I 

wouldn’t see any need to do it.’ (HC3) 
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While the ability to share slides with other sites was seen as a 

benefit, one pathologist was concerned that digital slides could 

result in less interaction amongst pathologists within the 

department. 

An issue which came up in the first two interviews and which 

we explored further in subsequent interviews was the impact 

digital pathology would have on the sense of ‘immersion’ that 

some pathologists report experiencing when working at the 

microscope. One of the interviewees felt that a move to digital 

pathology would have a negative impact on the sense of 

immersion. However, two of the interviewees were unsure 

whether or not the loss of immersion would have a negative 

impact:  

‘I think when you’re starting with something new, you’ve got 

the distraction of the vehicle which it’s presented in and so 

you’re not immersed because you’re also worrying about, 

‘Am I doing it right? Is it the right way round?’ And the 

immersion’s all about being able to focus on the thing that 

you’re interested in and that’s because you’re not having to 

worry about other things [...] I think people would feel more 

immersed if they did it more often because they would start to 

be familiar with it and they then wouldn’t notice.’ (HC4) 

Interesting in the interviewees’ comments was the different 

ways in which they conceptualised the sense of immersion – 

whether it comes from having all visual attention focused on 

the slide, or from the physical connection with the microscope, 

or simply from familiarity with the technology of the 

conventional microscope, so that the user does not have to 

think about what they are doing. However, five of the 

interviewees did not present this as a concern.  

Perceived impact on efficiency 

When asked whether they thought that the introduction of 

digital pathology would have an impact on efficiency, three 

interviewees said that they felt the impact on efficiency would 

be a positive one, although all three identified different 

sources for this improvement. One interviewee talked about 

efficiency in terms of not having to wait for referred cases 

(assuming that the referring site also used digital slides), while 

another talked of removing the physical transfer of slides. 

Another focused on the benefits of looking at a screen as 

opposed to looking down a microscope: 

‘So [the microscope] is a […] kind of tunnelled vision or 

tunnelled thinking process which could be easily distracted. 

Whereas if […] you’re looking down the screen, even if for a 

moment I want to look out of the window you can still come 

back and that is still there in a wider view staring at you.’ 

(HC6) 

Willingness to move to digital 

There was huge variation in interviewees’ enthusiasm for 

digital pathology in relation to routine diagnostic work. While 

most could be described as open to the idea, one interviewee 

rejected the idea strongly: 

‘We haven’t got enough money to do what we’re doing now. 

And the investment that you’d need to really make digital 

pathology taken on as for routine I think is unjustifiable.’ 

(HC3) 

At the other extreme, we had one interviewee who was very 

keen to move to using digital pathology as soon as possible:  

‘These [gesturing to microscope] can all go in the scrap heap. 

I just think it liberates us so much as well. […] I think it’s just 

going to be revolutionary actually, quite frankly, I really do.’ 

(HC9)  

One interviewee acknowledged that there would be a learning 

curve but did not see this as a problem: 

‘So if you are going to give a diagnosis to a patient, are you 

ready to sign out on the screen? I said yeah, maybe if I start 

using it, it’s only a question of getting used to it, I can’t see 

any great difficulty there.’ (HC6) 

Generally, the impact on safety was not a concern amongst the 

pathologists that we interviewed. Four of the interviewees felt 

that there would not be a negative impact on safety, with three 

of the four saying that safety might be improved by reducing 

the risk of mixing up slides, while one interviewee was unsure 

what the impact on safety would be. There was little concern 

regarding image quality: 

‘An image on a computer if it’s high quality is no more or less 

real than you know a section that’s been stained and has light 

shone through it really, […] it’s just a representation of what 

was happening in life anyway, isn’t it? Not really live tissue, 

just a thin slice of it that’s been stained.’ (HC5) 

Concerns regarding safety related to lack of familiarity with 

the technology: 

‘There’s the patient safety from getting it wrong using a 

system you’re not used to or haven’t been trained in and 

therefore there could be some drawbacks which we’re just not 

used to. […] Stain deposits, dodgy staining, […] how does 

dodgy staining look? ‘cos we’re so used to looking down the 

microscope. And you’ve been looking at it for like 10 years.’ 

(HC2) 

Three of the interviewees said that they would want the 

opportunity to try it out for themselves: 

‘I’d just have to had seen quite a number [of digital slides] I 

think, probably in parallel [with glass slides], or alternate, or 

something like that. Just to see if you would have made the 

same diagnosis. And er, yeah, just to get a feeling for it, ‘cos 

it’s a different system. The trouble is, with the glass, you’ve 

been doing it for so long you’re used to all the flaws and you 

compensate for all the flaws. Whereas with the computer 

system, you haven’t used it, you might not know all the niggles 

and glitches and flaws.’ (HC2) 

One interviewee said that he would like to see data regarding 

the time it takes to become familiar with the system: 

‘I think the kind of data to be after would be, that would be 

worth getting, would be to be able to demonstrate to people 

who have not used it very much that there is a learning curve 

and that people can approach the diagnostic speeds that they 

are used to.’ (HC4) 

One interviewee was more concerned about the processes 

surrounding the technology, in terms of the training and 

support that would be provided. This seemed to be influenced 

by their experience of other IT systems within the hospital: 

‘I just think you’ve got to have that IT support to sort it out 

straight away. [...] and you need to pay people proper money 

to support it. And our IT guy’s just had a 20% pay cut 

because he’s been down-banded, you know? [...] That’s going 

to impact on how well your system works. [...] That’s the 

other thing, we get [lab system] or whatever and you start 

learning new things about it years later. ‘Oh I didn’t know 

you could do that.’ Quite earth shattering things that can 

drastically reduce your amount of time. So, you know, people 

need to be trained properly in it...’ (HC5) 
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Robustness was an issue mentioned by three of the 

interviewees, two of whom explicitly linked this to their 

experience of hospital IT systems: 

‘I think that’s probably my main concern. […] They’re very 

good at being optimistic but the delivery’s always a major 

disappointment.’ (HC7) 

Discussion 

Interviewees were able to identify a range of potential benefits 

of digital pathology in the context of diagnostic work, with a 

particular emphasis on easier access to slides and the 

efficiency gains this could bring. Amongst the barriers to use 

of digital pathology, a key concern was lack of familiarity, not 

only in terms of becoming familiar with the technology but 

learning how to adjust their diagnostic skills to this new 

medium. This reflects similar findings from radiology, where 

the reading of images takes place in light of readers’ 

knowledge of the principles of the production of the image as 

well as specific local practices, allowing them to distinguish 

between artifacts of the screening process and those that have 

diagnostic significance [23]. Findings from the experimental 

studies we have undertaken suggest that pathologists need to 

relearn what they should expect to see at each magnification 

level, as it may be that it is necessary to view digital slides at a 

higher level of magnification than would typically be required 

for viewing glass slides on a conventional microscope [18]. 

Interestingly, interviewees did not express concern about 

diagnostic performance, in contrast to previous studies [9]. 

They also did not have concerns about the speed of digital 

slides, despite this being highlighted as an issue in previous 

studies [15-17], instead focusing on the potential efficiency 

gains of a digital workflow. This may be due to the 

interviewees’ lack of familiarity with digital slides, their 

responses suggesting a belief that, with experience, the speed 

and accuracy of their diagnoses would increase. On this basis, 

we would suggest that the majority of the interviewees in this 

study were fairly positive about the idea of using digital 

pathology for diagnostic work but were rightly cautious about 

its impact on their work, wanting more opportunity to try the 

technology themselves, alongside the microscope so that they 

could judge for themselves the accuracy of their diagnoses, 

and aware that it is not just an issue of learning to use the 

technology but potentially has implications for how they make 

diagnoses. 

Where negative attitudes to digital pathology were expressed, 

was on the basis that glass slides work adequately and so it 

may be difficult to justify the investment of money and time 

(in learning to use the technology) that a move to digital 

pathology for routine diagnostic work would require. Greater 

evidence of cost savings that digital pathology can provide 

may go some way to overcoming such concerns. However, 

challenges often arise in adoption of technology when the 

users of the technology are not those who will benefit most. 

The key benefits of digital pathology are currently predicted to 

be in workflow efficiency, which benefits the organisation, 

and potentially the patient, rather than providing any 

efficiency benefit to the individual. However, developments 

such as the integration of decision support could provide 

benefit to the user [9,10]. Perception of benefits is likely to 

vary according to organisational factors; our institution is a 

tertiary centre providing specialist expertise, and so 

pathologists do not often need to seek advice from pathologists 

at other institutions where digital pathology would provide a 

benefit.  

Another challenge is that, while previous studies have 

compared adoption of digital images in radiology and 

pathology [9], in radiology the images begin as digital data, 

whereas for digital pathology the need to create the glass slide 

remains, so that digital pathology introduces an extra step into 

the process [10]. However, in the future it may be possible to 

produce digital slides without the need to first produce a glass 

slide, for example by using spectral domain optical coherence 

tomography (SD-OCT) to scan tissue blocks [24].  

Implications for practice 

The findings suggest, as with any health IT system, adequate 

training and support need to be in place for digital pathology 

to be effectively integrated into diagnostic work. Before 

transitioning to a totally digital workflow, pathologists may 

benefit from the opportunity to review glass slides alongside 

digital images as well as learn to use the technology, that can 

help to adjust their diagnostic skills and gain confidence in 

their ability to make a correct diagnosis with a digital slide. 

There is a need for further research on the learning curve 

associated with digital pathology, to reassure pathologists 

about the time investment required to work in this new way. 

This is work that we have begun to undertake [25]. 

Strengths and limitations 

This is a small scale study, conducted within a single 

institution, so we cannot judge to what extent the findings 

reflect the attitude of pathologists in general. However, our 

participants were from a range of subspecialties and had 

varying levels of experience of digital pathology. 

A strength of our study is that it provides detailed qualitative 

data on the barriers to integrating digital pathology into 

diagnostic work, with larger number of participants compared 

to previous studies, and provides guidance for those who seek 

to implement such systems.    

Conclusion 

Interviewees were able to identify a range of potential benefits 

of digital pathology in the context of diagnostic work, with a 

particular emphasis on easier access to slides and the 

efficiency gains this could bring. They were predominantly 

positive about the idea of using digital pathology for 

diagnostic work but rightly cautious about its impact on their 

work, aware that it is not just an issue of learning to use the 

technology but potentially has implications for how they make 

diagnoses. 
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Abstract 

Electronic Health Records (EHR) promise improvement for 

patient care and also offer great value for biomedical 

research including clinical, public health, and health services 

research. Unfortunately, the full potential of EHR big data 

research has remained largely unrealized. 

The purpose of this study was to identify rate limiting factors, 

and develop recommendations to better balance unrestricted 

extramural EHR access with legitimate safeguarding of EHR 

data in retrospective research. By exploring primary, 

secondary, and tertiary sources, this review identifies external 

constraints and provides a comparative analysis of social 

influencers in retrospective EHR-based research. 

Results indicate that EHRs have the advantage of reflecting 

the reality of patient care but also show a frequency of 

between 4.3-86% of incomplete and inaccurate data in 

various fields. The rapid spread of alternative analytics for 

health data challenges traditional interpretations of 

confidentiality protections. A confusing multiplicity of controls 

creates barriers to big data EHR research. 

More research on the use of EHR big data is likely to improve 

accuracy and validity. Information governance and research 

approval processes should be simplified. Comprehensive 

regulatory policies that do not exclusively cover health care 

entities, are needed. Finally, new computing safeguards are 

needed to address public concerns, like research access only 

to aggregate data and not to individually identifiable 

information. 

Keywords:  

Electronic Health Records; Clinical Research; Public Health; 

Health Services Research. 

Introduction 

The vast amount of clinical data accumulating in Electronic 

Health Records (EHRs), or big data EHRs, represents an 

unprecedented opportunity to discover unrecognized risk 

factors, study the epidemiology of diseases, calculate life 

expectancy, distinguish best practices from superior outcomes 

and recognize opportunities for better health care.  

The review of patient charts has been the cornerstone of 

clinical research for centuries. Historically, many landmark 

discoveries have originated from analyses of retrospective 

data. The relationship between smoking and lung cancer was 

first discovered by Müller in 1941 based on an analysis of 

patient records [1]. From these simple beginnings, recognition 

of smoking as a health hazard continued to evolve, ultimately 

becoming one the greatest public health achievements of the 

20th century [2]. More contemporary examples include the 

relationship between thalidomide and birth defects [3], cancer 

epidemiology and pathophysiology, and vaccine development 

[4-6]. 

Facilitating biomedical research is one of the most important, 

but unrealized promises of introducing EHRs [7]. Researchers 

interested in conducting needs analysis, process, and outcome 

evaluations utilizing EHRs often run into seemingly 

insurmountable barriers.  

Extramural access to big data represents a particular challenge 

(e.g., researcher of institution A trying to study big data of 

institution B). An illustrative case from a recent personal 

communication:  

A professor of one of the world's top ranked 

universities wanted to get a large EHR data set for 

research from a leading hospital nearby. The 

request for an anonymized data set and the study 

plan was approved by the institutional IRB. In spite 

of regulatory compliance, ethics clearance, and 

stellar personal scientific track record, the 

professor was unable to obtain the EHR data over a 

period of 18 months and finally gave up. 

With the advancement of computer hardware and software, 

access to and analysis of clinical data is no longer a primarily 

technical issue. Today, the principal obstacles to EHR use in 

research are essentially social, ethical and regulatory. 

Significant gaps exist for researchers in requesting, accessing, 

analyzing, and applying EHR data [8]. The Institute of 

Medicine reports that disappointment in the lack of EHR 

improvements has tempered enthusiasm for continuing 

research efforts [9]. Patients/consumers are increasingly 

participating in their own care and in care decisions, and most 

report being open to sharing their data for research [10, 11]. 

Their priorities regarding use and re-use of data will need to 

be taken into consideration. 

Ideally, EHR-based research should meet the simultaneous but 

somewhat conflicting requirements of both unrestricted 

extramural access to the EHR by meritorious, innovative 

biomedical researchers with minimal administrative 

requirements and guaranteed zero access to EHRs by 

unauthorized, unnecessary or potentially harmful users of 

health data. Obviously, unnecessary and unjustified limitations 

on the access to EHR big data also represents a serious ethics 

violation in terms of denied care, lost public health 

improvement, and unrealized research discoveries benefiting 

patients. 

The purpose of this study is to identify rate limiting social 

factors and develop recommendations to facilitate research on 

EHR big data. This study focuses on three dimensions: 

validity, ethical considerations, and security risks of EHR data 

use in biomedical research, focusing on the US context.

 

MEDINFO 2015: eHealth-enabled Health
I.N. Sarkar et al. (Eds.)

© 2015 IMIA and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License.
doi:10.3233/978-1-61499-564-7-448

448



 Methods 

The project explores relevant studies and methods originating 

in biomedicine, health informatics, historical research, 

bioethics, health administration, computer science, public 

health and other fields. Eligibility criteria: EHR-based original 

research project of at least 1000 records, or thematic 

exploration of EHR big data management in research. Peer 

reviewed literature and policy documents were explored along 

the following hierarchy: 

1. Primary sources (data): original research publications 

in the peer-reviewed scientific literature on EHR 

projects, national and international statistical 

databases, national surveys, and historical documents 

illustrating important aspects of EHR use in research. 

2. Secondary sources (management): thematic scholarly 

explorations in the scientific literature, critiques, 

pertinent scholarly books, government documents, 

and statements of national and international 

organizations on social actors in big data research. 

3. Tertiary sources (pointers): newspaper articles, 

speeches, videos, encyclopedias, web pages and other 

popular publications that help to identify primary and 

secondary sources of information.  

In processing and synthesizing the information, tertiary 

sources were used solely to identify primary and secondary 

sources of information, which serve as the backbone; 

meanwhile, secondary sources were used to elaborate and 

enhance the ideas and themes of the primary sources.  

PubMed and Web of Science were utilized for full text 

searches. Search terms included: electronic health records 

(EHR), electronic medical record (EMR), retrospective health 

research, ethics of EHR data use, confidentiality of EHR data 

and HIPAA. We then investigated similar themes and ethical 

dimensions presented in the literature. A PRISMA framework 

was applied to the larger systematic review resulting from this 

analysis [12]. The comparative and discerning analyses 

generated the list of factors that create external and internal 

influences on big data EHR use. 

Results 

Patient data from large EHR databases are increasingly 

available from multiple sources and often for a price. Efforts 

to evaluate the availability of these data from a practical and 

ethical standpoint is ongoing (see Table 1).  

Validity - Issues of data integrity 

Data integrity is defined as the validity, accuracy, reliability, 

timeliness, and consistency of the data. It remains the first 

question of recorded EHR data use in biomedical research. 

Retrospective analyses need to consider the limitations and 

appropriate use of data, including potential risks of 

inaccuracies [8]. Retrospective data are collected in variable 

circumstances, recorded with inconsistent data definitions, 

missing data, and without standardized testing. Table 2 lists 

the frequency of some of the reported deficiencies in EHR-

based research.  

On the other hand, this patient care data represents the reality 

of actual practice, as opposed to results of sterile research 

protocols.  In many cases, real data can fill gaps in current 

evidence and provide evidence in areas where clinical trials 

will never be carried out. Illustrative and appropriate research 

uses of retrospective clinical data include exploration of risk 

factors, cost-effectiveness of care, selection of best practices, 

and the epidemiology of diseases and health conditions. 

EHR-based analyses provide the opportunity to evaluate 

individual outcomes and compare results to larger populations 

[20]. Reduction in costs comes with streamlined processes and 

improved practice efficiency. The National Patient-Centered 

Clinical Research Network hopes to provide unparalleled 

access by producing national EHR data sets available to 

researchers [21]. 

Research on rare diseases is difficult because of small sample 

sizes, which may be geographically distant from each other. 

Expanded EHR networks would enable easier access for both 

patient and provider, and in turn increase opportunities for 

research [22, 23]. 

The gold standard of evidence based medicine, multi-center 

randomized controlled clinical trials (RCT), are enormously 

expensive and time consuming, particularly when the sample 

size is very large to support high power analyses [24]. Due to 

Table 1 - Selected EHR data aggregators 

Source Type of Data 

CMS Medicare and Medicaid 

Blue Health 

Intelligence 

Claims data on 210 million 

individuals, available 

longitudinally 

Aetna – Accountable 

Care Solutions 

Claims data on Aetna subscribers 

Validic 
Commercial firm, data aggregator 

for physicians and health systems 

Kaiser Permanente 

Health Connect  

(Northern CA) 

9.1 million patients Subscriber 

health claims data 

Massachusetts Health 

Quality Partners 

Intramural, work with Department 

of Public Health and others 

OCHIN 

Members of 70 health system 

across 19 states 

IMS® Disease 

Analyzer 

EHR are contributed by a 

representative panel of more than 

2.500 physicians in Germany 

Humana Health Care – 

Anvita Health 

11.2 million members health data 

Cerner Health Facts 

Since 2000, EHR collected  from 

480 contributing facilities 

throughout USA  

Vestrum EHR data from private physicians 

MS  HealthVault 

Personal health information of  

"far more" than the tens of 

thousands of users 

Express Scripts and 

CVS Pharmacies 

Sale of prescription information 

which is “match-backed” by third 

parties, and linked to website 

databases 

 

Table 2. – Frequency of deficiencies in  EHR-based research

Source Estimate Reference 

Incompleteness 24% [11, 13, 14] 

 86% [15] 

 65% [16] 

 86% [17] 

CPOE Errors 51.4-91.5 [18] 

Inaccuracies, errors 4.3 % [19] 

Inconsistencies variable [11, 13, 14] 
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special resources and arrangements, RCTs often represent 

centrally-controlled practices that are not representative of 

current practices; and also, may never be fully replicated in 

general use. Furthermore, prospective randomized studies can 

evaluate only beneficial interventions, as opposed to allocation 

of patients to a harmful intervention, such as smoking, which 

would be unethical. 

In the assessment of biological phenomena and therapeutic 

potential, the multicenter RCT cannot be replaced by anything 

less methodologically rigorous. However, due to the very high 

rate of negative clinical trial results, the use of retrospective 

data from EHR is recommended for more effective filtering 

prior to the evaluation of safety and efficacy of new treatments 

in prospective studies [25].  

The use of large databases requires special statistical 

techniques as enormous sample sizes can overpower results 

(i.e., practically meaningless minutia can appear statistically 

significant). Additionally, appropriate scrutiny of data quality 

and accuracy variability is needed with reasonable logistical 

and statistical checking prior to analyses. 

Ethics: Issues of Privacy, Beneficence, and Non-

maleficence  

Ethics concerns in big data biomedical research are twofold: 

wrongdoing in research, and ineffective administration of 

human subject reviews. In this study, we referred to the 

DuBois taxonomy of misbehavior in medical research [26]. 

Out of 15 fundamental kinds of wrongdoings in medical 

research, two stand out as particularly relevant to big data 

research (Table 3).  

 

Privacy is the basic human right of limited access by others to 

aspects of their person, including thoughts, identifying 

information, and even information in bodily tissues and fluids 

[27]. Patients are increasingly playing an active role in their 

care and are often unaware that their health information, de-

identified or not, may be used for clinical or community health 

research in the future. This directly impacts the autonomy of 

the patient, even if they would have given consent. 

Confidentiality is the mandate to protect information that an 

individual has disclosed in a relationship of trust [27]. In 

certain circumstances, personal information may be analyzed 

without consent when the benefits to society outweigh the 

individual’s interest in keeping the information confidential 

[28]. Typically, big data researchers are not involved in data 

collection and, therefore, confidentiality and security of 

protected data become the foremost concerns. 

Extramural research is much harder to conduct than 

collaborating with an intramural colleague or being an inside 

user of local databases. Institutional Review Boards are tasked 

to protect human subjects in research. Unfortunately, variable 

interpretations and a lack of coordination among multi-site 

IRBs creates a challenging health research environment [7]. 

This has been recognized by the NIH as an area in need of 

improvement. The recently published draft policy for public 

comment  noted “there is no evidence that multiple IRB 

reviews enhance protections for human subjects” [29]. 

Regulation: Data Security and Alternative Analytics 

In the US, the Health Insurance Portability and Accountability 

Act (HIPAA) and subsequent regulations direct covered 

entities (e.g., a healthcare institutions) in the protection of 

individually identifiable protected health information in 

research. Violations of the Privacy Rule can become the basis 

for both civil and criminal penalties, including fines and 

possible time in jail. 

A particularly controversial part of the HIPAA provisions is 

use of de-identified data in research.  For facilitated research 

access, the Privacy Rule requires de-identification (i.e., 

removal of 18 identifiers including names, social security 

numbers, telephone numbers, and others). However, de-

identification creates obstacles to many research projects, 

particularly cause-effect and time series studies. 

 

Without an authorization, a covered entity can use and 

disclose protected health information for treatment, payment 

and health care operations (TPO). Recently, the American 

Medical Informatics Association started advocating for the 

inclusion of observational or non-interventional data research 

as an appropriate operational use of protected health 

information [30, 31]. Ultimately, EHR big data should be 

available not just in the present, but also for improved future 

decision-making. 

Table 3.   Taxonomy of Misbehavior in Medical Research 

Application Area Examples 

Violation of 

privacy or 

confidentiality 

• wrongful disclosure 

• wrongfully obtaining information  

• wrongful use of health 

information �

• failure to safeguard health 

information

Failure of 

informed consent 

• no need for such consent 

regarding archived data 

• advance blanket research 

approval forms to facilitate future 

use�

Table 4. Examples of alternative analytics 

Source Type of Data Alternative Use 

28% of US 

hospitals  

Patient wealth 

screening 

Grateful Patient Program 

Target Consumer 

data 

Use of shopping pattern 

identifies marketing 

strategies, including based 

on health behaviors: 

pregnancy, diabetes  

Garmin 

Connect 

Athletic 

performance 

data 

4 billion miles of 

performance information 

CRM 

Healthgrades

Aggregate 

health data 

Sells patient lists based on 

diagnosis, evaluates 

hospital patient data for 

non-compliance and QC 

Carolinas 

HealthCare 

Consumer 

data on 2 

million people 

Identify high-risk patients. 

Data aggregated through 

public records, store loyalty 

program transactions, and 

credit card purchases. 

LexisNexis Medicaid 

recipients and 

consumer data 

publicly 

available 

(vehicle 

registration, 

property 

records, etc.) 

Identify Medicaid Fraud 

and Abuse 
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The rapid spread of alternative analytics for health records 

also challenges traditional interpretations of covered entity 

and confidentiality protections. For example, the recently 

announced Qualcomm Tricorder XPRIZE is a $10 million 

global competition to accurately diagnose a set of diseases 

independent of a healthcare professional or facility. 

Corporations have discovered algorithms in shopping and 

browsing patterns, utilizing shopping cards and credit card 

transactions, to identify health diagnosis or needs – without 

the need to access a person’s medical record (Table 4). While 

this is skillful marketing and consumer targeting, it appears 

that little thought has been given to the ethics of such analysis.  

Data matching with publicly available records is also 

becoming possible [32]. While the use of this same consumer 

data when legitimately coupled with a person’s health record 

may have genuine positive outcomes, such as warning that 

purchased food may interact poorly with current medications 

or reminders to refill prescriptions, the negative consequences 

are not far-fetched.  

The “Grateful Patient Program” model is gaining more 

support across the country as a way to increase donations to 

both non-profit and for-profit hospitals [33]. Offices of giving 

or communication match EHR data with income/wealth data 

to identify prospective donor patients and families,  and then 

send targeted information, or even organize special visits and 

contacts when the patients are admitted [34]. Currently, 

alternative analytics has far fewer regulatory obstacles than 

big data biomedical research. 

In addition to the ever increasing flow of health information 

with data stored on hard drives and cloud computing, human 

tissues and cells also challenge the current system of 

protections as they are also carriers of personally identifiable 

health information. 

The American Health Information Management Association 

recommends comprehensive information governance to ensure 

accuracy, reliability, integrity, timeliness, accessibility, and 

security of data and information impacting patient care, 

research studies and public policy. Health care data and 

information must be governed to meet these imperatives.  

Discussion 

Big data EHRs have proved to be not only an irreplaceable 

source of clinical, public health and health services research 

but also an epicenter of confusing expectations and 

restrictions. The balance between access to EHRs, validity 

concerns, ethics safeguards and regulatory protections remains 

elusive.  

To unlock the full potential of big data EHR research, a series 

of actions are needed: 

1) More research on the use of EHR big data is not only a 

matter of new scientific knowledge but also immediate public 

interest as more use is likely to discover more errors and 

stimulate corrective efforts [35]. More EHR big data research 

is likely to improve accuracy and validity through improved 

error detections and control mechanisms. 

2) The confusing multiplicity of controls creates hindrances in 

big data EHR research (e.g., IRB for human subject 

protection, institutional privacy officers for regulatory 

compliance, multiple IRBs for inter-institutional 

collaborations). Therefore, information governance and the 

research approval processes should be integrated and 

streamlined to be a one-stop research approval process.  

3) Considering the rapidly expanding array of health databases 

outside the health care system, and alternative analytics, there 

is the risk that academic research and also patient care by 

licensed clinicians will be outpaced and major ethical and 

security concerns will be unaddressed. Comprehensive 

policies are needed for secondary use of all electronic health 

data, not just those in currently covered health care entities. 

4) The many rate-limiting privacy and information security 

requirements call for new computing safeguards to address 

public concerns (e.g., creation of access only to aggregate data 

but not to individually identifiable information, tools for 

matching big data from diverse sources without revealing 

individual data).   

Trust in the protection and utilization of health data is 

essential to continued public support. The public must see and 

believe that their data security is taken seriously and used 

responsibly. It is reasonable to expect that the larger 

availability of EHRs and the opportunities to match data from 

multiple databases should lead to an accelerated rate of 

valuable research discoveries.  
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Abstract  

High speed physiological data represents one of the most 

untapped resources in healthcare today and is a form of Big 

Data. Physiological data is captured and displayed on a wide 

range of devices in healthcare environments. Frequently this 

data is transitory and lost once initially displayed. 

Researchers wish to store and analyze these datasets, 

however, there is little evidence of any engagement with 

citizens regarding their perceptions of physiological data 

capture for secondary use. This paper presents the findings of 

a self-administered household survey (n=165, response rate = 

34%) that investigated Australian and Canadian citizens’ 

perceptions of such physiological data capture and re-use. 

Results indicate general public support for the secondary use 

of physiological streaming data. Discussion considers the 

potential application of such data in neonatal intensive care 

contexts in relation to our Artemis research. Consideration of 

the perceptions of secondary use of the streaming data as 

early as possible will assist in building appropriate use 

models, with a focus on parents in the neonatal context. 

Keywords�

Patient data privacy; Data collection; Medical device   

Introduction   

In recent research, there has been an increased interest in the 

analysis of physiological data, particularly in real-time. Many 

critical care and neurological monitoring applications capture 

physiological data. Examples include electrocardiogram 

(ECG), electroencephalogram (EEG) and pulse oximetry data 

[1]. 

High speed physiological data represents one of the most 

untapped resources in healthcare today and is a form of Big 

Data. In neonatal intensive care for example, a premature 

newborn infant’s heart beats approximately 7000 times an 

hour and yet traditional charting on paper, or within an 

electronic health record (EHR), includes one number per hour 

of an indicative heart rate for that hour. The heuristics 

employed to determine the number to write are as much 

qualitative as quantitative and part of the function is to express 

overall stability or instability hour to hour. The potential for 

the use of high speed physiological data for earlier and 

potentially more reliable pathophysiological indicators have 

been presented for late onset neonatal sepsis [2], 

pneumothorax [3], intraventricular haemorrhage [4, 5] and 

periventricular leukomalacia [6]. Opportunities abound for the 

exploration of new pathophysiological indicators for many 

other conditions, but these are yet to be explored due to the 

absence of a collection of physiological data for patients 

developing such conditions. Analytics on high frequency 

physiological data, from both the perspective of retrospective 

knowledge discovery and real-time monitoring has the 

potential to be equally disruptive for healthcare as genomics 

research. 

Within the Neonatal Intensive Care Unit (NICU), a variety of 

medical devices monitor the infant’s vital organs while other 

equipment assist with breathing, maintains appropriate body 

temperature and provides necessary drugs and nutrients. Many 

of these devices continuously create physiological data 

second-by-second. Although many health care settings are in 

the process of transitioning from the use of paper to electronic 

for charting purposes, this does not include new approaches 

for new analytics derived from this sensor data. This leads 

health care professionals to rely on sharing clinical 

information in a qualitative manner [7]. Comparable to the 

concept of business intelligence and analytics, which stems 

from the prompt interpretation of large volumes of data for 

actionable information, there is a growing urgency for the 

health care sector to similarly adopt a notion of “health care 

intelligence” in (near) real-time [1]. There are limitations 

regarding the use of analytics in health care due to the time it 

takes to deliver predictions to healthcare providers and enable 

action [8]. 

The value of Big Data comes from the ability to make 

“connections between pieces of data, about an individual, 

about individuals in relation to others, about groups of people, 

or simply about the structure of information itself” [9]. An 

example of a Big Data platform that includes the use of 

physiological streaming data is Artemis. Artemis supports 

online health analytics that allows for concurrent multi-

patient, multi-diagnosis and multi-stream temporal analysis of 

complex, high-frequency physiological data streams in real-

time for purposes of clinical management and research. By 

comparing the analytical results that are gathered in the 

platform with current treatment practices, new patterns in real-

time physiological data can be discovered, thus enabling 

earlier detection and possible prevention of various health 

conditions before clinical symptoms are visible. Artemis 

captures ECG data and ECG derived signals including the 

heart rate, respiration rate and chest impedance for purposes of 

breath detection. Other signals captured include blood oxygen 

saturation in addition to diastolic, systolic and mean blood 

pressure when such data is available [7].  

Secondary usage of health data is defined as the use of 

personal health information collected for purposes unrelated to 

the initial purpose of providing direct delivery of health care 

to the patient/data subject. This includes activities such as 

research, analysis, quality and safety measurement, payment, 

provider accreditation and commercial activities [10]. The 
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Many parents choose to consent for their neonate’s 

participation in research studies because they are hopeful that 

it would somehow benefit their infant [18]. Many parents also 

want to contribute to the advancement of health research. 

According to findings by Morley et al. [20], 94% of the 

parents thought that if their baby joined a research study, the 

care of infants in the future would either be “better” or “very 

much better”. Parental altruism was further demonstrated 

when parents were asked “Who will benefit from these 

studies?” in which 91% responded that “future babies”, 67% 

said “researchers”, 25% mentioned “my baby” and 2% said 

“no one”. The insight provided by the Australian and 

Canadian survey results suggest that perhaps parents making 

decisions for neonates would also agree with the anonymised 

use of physiological streaming data for research purposes. 

This is an open research area where results could inform the 

governance and strategy surrounding deployment of data 

analytics platforms, utilizing physiological streaming data in 

neonatal contexts. 

The issue of well informed consent arises, particularly in 

emotion charged contexts such as neonatal environments and 

the next section considers these issues. 

Consent in the NICU context 

The practice of acquiring informed consent is a crucial 

component of the research process for the protection of a 

neonatal research subject [21]. For consent to be considered 

valid, the following elements must be satisfied: full 

comprehension, information, and voluntariness. The 

participant must be mentally competent to make a free and 

adequately informed decision and must give their consent 

voluntarily and freely. Sufficient information, including the 

risks about the decision to be made must also be provided to 

the participant [22, 23]. 

The informed consent process is straightforward when it 

comes to dealing with a competent adult [24, 25]. Obtaining 

informed consent presents ethical and legal difficulties in 

certain groups of people who are considered to be part of 

vulnerable populations, often as a result of limited capacity or 

inadequate access to social goods such as rights, opportunities 

and power [26]. This includes but is not limited to minors and 

individuals living with mental disabilities or diminishing 

capacity [18, 22, 25, 26] as well as individuals in certain 

situations when one may be unable to consent for oneself. 

Proxy consent is therefore required for such groups of people 

and/or in such situations. Proxy consent is the process which 

occurs when individuals with the legal right to consent give 

advance permission to an authorized third party who is legally 

and competent to consent on their behalf when the individual 

is unable to consent for themselves. This adult may be 

designated through the power of attorney to consent or via a 

living will [22, 26, 27]. In the case of a newborn, the proxy 

consent at best represents parental discretion, preferences and 

family values [22, 25] as the neonate is incapable of 

communicating his/her own opinion about research and their 

willingness to participate [22]. 

It is well understood that the information provided regarding 

the details of a study should be sufficient enough for the 

reasonable parent to make an informed decision. Yet striking 

an ideal balance is easier said than done, since by providing 

too little information can render consent invalid, whereas 

providing too much information may consequently cause 

unnecessary distress. In addition to the emotional stress 

associated with the birth of a premature and/or critically ill 

infant, the mother may also have to deal with the physical 

stress related to the recovery period following the birth [22, 

28]. The parents of such infants then face a multitude of 

complicated and urgent decisions while rapidly digesting new 

and changing information [29] in an unfamiliar environment. 

They are then obliged to take on the responsibility of being 

surrogate decision-makers on behalf of their infant. With no 

previous experience on which to turn, this can be a frightening 

experience as these parents are concerned with trying to make 

the right decision to benefit their infant or if they are unable 

to, at the very least, they want to make a decision that will 

benefit future infants [30]. 

However, it is difficult to test if parents truly understand what 

they are consenting their infant to when it comes to research 

studies [25]. Stenson et al. [31] conducted a survey that 

examined if parents of infants who entered into a randomized 

controlled trial of pulmonary function testing had any 

recollections about being asked to give consent for enrolling 

their infant in a research study and how they felt the research 

had affected their experience as parents of a sick infant. 

Although the parents were given a detailed verbal description 

and printed information sheet regarding the trial, of the 99 

respondents, 12% could not remember being approached for 

consent and did not think that their infant had participated in a 

research study and 6% remembered being approached for 

consent but were unsure of whether or not their infant actually 

participated in a study. 89% parents who remembered being 

approached for consent felt that a full explanation of the 

studies they were enrolling their infant in had been provided to 

them; however only 27% and 42% of those parents felt that 

they understood the explanation completely and reasonably 

well respectively. The rest of the parents either understood a 

little of the explanation or not at all.  

Ballard et al. [18] also examined the validity of informed 

consent obtained in the perinatal period in relation to their 

NEOPAIN study. To determine the level of parental 

understanding of the study, participating parents were asked 

open-ended questions that addressed the timing of consent, 

understanding of the study’s purpose, benefits and risks, the 

voluntary nature of the project, and their willingness to enroll 

in future studies if applicable. Of the 64 parents who were 

interviewed, 5 parents (7.8%) did not remember the study or 

signing of consent. Of the remaining 59 parents who 

remembered the study, only 67.8% understood the study’s 

purpose. It was observed that maternal understanding 

regarding the purpose of the study was greater than that of 

paternal understanding (73.3% vs 57.1%) which was 

particularly interesting as this study also evaluated the 

mother’s medication effect on their memory. The medication 

given most frequently to the mothers in this study population 

was magnesium sulfate, a drug that can cause adverse effects 

on memory and mentation although in reality, the risks are 

minimal. At the time they signed their consent to enroll their 

infant in the NEOPAIN study, 37 of the 43 mothers were 

being treated with magnesium sulfate but it was noted that the 

administration of the drug in this case appeared to have 

minimal effect on the mother’s ability to recall the study. It 

was proposed that despite exposure to labor and medication, 

mothers are better able to handle stress or process information 

more effectively. Involving the father in the consent process 

did not improve the overall understanding of the study or its 

benefits and risks. 

Yet even with a double consent process, in which parents 

experience the consent process twice with the first time taking 

place before the neonate’s birth and the second time occurring 

before the neonate’s enrollment in a study, it has been found 

that these parents are no more likely to have given valid 

consent in comparison to those parents who consented only 

once. The reasons for this phenomenon is not well understood 
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although it has been suggested parental stress immediately 

following birth may play a role [18]. 

Privacy in the NICU context 

Philosopher Herman Tavani provides an insightful phrase 

which is a useful starting point for considering privacy 

matters: “Privacy is a concept that is neither clearly 

understood nor easily defined” [32, p.11]. Within the scholarly 

literature, many have attempted and continue to attempt to 

provide the ideal definition of privacy. Some, such as Alpert 

(2000) see privacy as having the freedom to be whom and 

what one is as an individual while others such as Stephen 

(1873), Warren and Brandeis (1890), Westin (1967) and 

Gavison (1980) define it as “anything that offends decency”, 

“being let alone”, to “control over information” and “restricted 

access to persons and personal information” respectively, as 

cited by Allen [33]. There are also cultural dependencies with 

some cultures valuing privacy more than others [34].  

Traditionally the privacy of medical patients’ personal 

information has been protected through application of the 

‘limited access’ theory of privacy. With the change of medium 

used for capture and storage of personal medical information 

from paper to electronic, the ‘limited access’ approach to 

privacy is under pressure due to the ease with which electronic 

information can be exchanged. This is an issue of growing 

importance with the emergence of Big Data, and the 

physiological streaming data available in the NICU would 

benefit from consideration against more contemporary privacy 

theories [16, 17] that go beyond the ‘restricted access’ or 

‘limited control’ paradigms.  

The NICU context, with volumes of streaming physiological 

data, is well described by Nissenbaum’s definition of context: 

Contexts are structured social settings characterized by 

canonical activities, roles, relationships, power structures, 

norms (or rules) and internal values (goals, ends, purposes) 

[17, p. 132]. 

The survey question regarding reuse of streaming 

physiological data provides context related insights. The goal-

ends-purposes of the data reuse were clearly described as 

being ‘for research purposes’. The role of the survey 

respondent as a patient was clarified. The power structures 

were considered with the patient given some power to make 

decisions regarding the re-use of their data. The wording of 

the survey question implied that the clinicians were seeking 

shared power over the streaming data. 

The deployment of privacy frameworks within the NICU to 

explore: (1) the enhancement of consent and simultaneously 

(2) privacy as contextual integrity concepts is an open 

research area. The early survey results and NICU specific 

matters considered here are a useful launch-point for further 

work. The broader patient privacy study referenced here 

explored concepts of shared power involving clinicians and 

patients and results indicated there was an appetite for this 

type of arrangement from both Australians and Canadians 

surveyed. There is clearly a need for the development of an  

appropriate patient privacy/clinician engagement model. 

 

Biometrics from the NICU 

Biometric data is considered personal information when 

derived from an individual to determine or verify one’s 

identity [35]. The term “biometrics” may refer to quantifiable 

characteristics or the automated methods that utilize the 

aforementioned characteristics to identify or confirm one’s 

identity [36]. Any human behavioural and/or physiological 

characteristic has the potential to be utilized as a biometric 

identifier provided it satisfies the criteria of universality, 

distinctiveness, acceptability, collectability, performance, 

permanence and circumvention [37]. This may have 

implications for the secondary use of physiological streaming 

data – even when the data has been anonymized.  

It is unclear how biometrics captured while an individual is a 

patient in a NICU environment could be exploited later in that 

individual’s life. However it is noted here that the issues 

surrounding biometrics will influence the future directions of 

secondary use of streaming physiological data.  

Conclusion  

This paper highlights the important contributions that 

physiological data, as captured by Big Data platforms, brings 

to health research. To date there has been little research 

relating to patient engagement in matters related to secondary 

use of such data. Contemporary privacy theories may aid 

navigating the emerging privacy and ethical issues, including 

biometrics, regarding streamlining physiological data. The 

survey results presented here formed part of a broader study 

into Australian and Canadian citizens opinions regarding 

application of contemporary privacy theory in medical 

domains. The focus here has been on the NICU context and 

potential for collaboration with parents of neonates on matters 

pertaining to consent, privacy and streamlining physiological 

data. The Artemis platform has been considered as one Big 

Data platform providing technological support.  

It is important to understand the perceptions of secondary use 

of data in this area as early as possible and build an 

appropriate use model. The initial patient perceptions 

presented here can inform the challenging privacy aspects of a 

future physiological data use model. Physiological data 

analysis could potentially be the path to the next major 

advances in healthcare thus serving as a motivation to our 

research on a parent engaged privacy model using Big Data.  
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Abstract 

Across the world, bodies representing health informatics or 

promoting health informatics are either societies of common 

interest or universities with health informatics 

courses/departments. Professional colleges in Health Infor-

matics (similar to the idea of professional colleges in other 

health fields) are few and far between. The Australasian Col-

lege of Health Informatics has been in existence since 2001, 

and has an increasing membership of nearly 100 fellows and 

members, acting as a national focal point for the promotion of 

Health Informatics in Australasia. 

Describing the activities of the college, this article demon-

strates a need for increasing professionalization of Health 

informatics beyond the current structures.  

Keywords:  

Professional education; Professional Review Organisations. 

Introduction 

Health Informatics (HI) as a distinct entity is an evolving field 

[1], and has developed from a craft based solution to the prob-

lems of computerising the health sector, into a distinct field of 

practice. The next step is to understand HI as a profession, one 

in which a ‘Health Informatician’ can be seen as part of a spe-

cialised group, in the same way that, for example, surgeons 

identify as a professional group.  

The beginnings of Health Informatics began in the 1960’s 

with the development of the concept of information systems in 

medicine, both in the US and the UK. The International Medi-

cal Informatics Association was formed in 1989, and in 1994 

the first MEDINFO was held [2]. It is therefore over this time 

that the discipline of informatics evolved, as participants 

grappled with the implementation of a game-changing tech-

nology in medicine [3].   

In order to be considered a separate academic discipline, a 

field of study needs several characteristics [4], sufficient to be: 

1. A particular object of research (e.g. law, society, 

politics), though the object of research maybe shared 

with another discipline; 

2. A body of accumulated specialist knowledge refer-

ring to their object of research, which is specific to 

them and not generally shared with another disci-

pline; 

3. Have theories and concepts that can organise the ac-

cumulated specialist knowledge effectively; 

4. Use specific terminologies or a specific technical 

language adjusted to their research object;  

5. Have developed specific research methods according 

to their specific research requirements, and maybe 

most crucially; and 

6. Must have some institutional manifestation in the 

form of subjects taught at universities or colleges, re-

spective academic departments, and professional as-

sociations connected to it. 

With the development of a significant research base, journals 

devoted to the discipline, Health Informatics qualifies on all 

these counts. Therefore, the academic basis for HI is relatively 

strong, particularly in the US.  

Does the same apply for HI as a profession? The features of a 

profession have some similarities and some differences to 

academic standing. A profession must have [5]:  

1. A systematic body of knowledge and theory: in other 

words have those features of an academic discipline 

outlined earlier;  

2. Professional authority: which in turn derives from the 

first point. To have specialised knowledge and under-

standing allows a profession to have deemed or dele-

gated authority over that body of theory; 

3. The sanction of the community: a profession seeks to 

have control over aspects of its internal functioning – 

training, standards, and regulation – all of which 

must come from persuading the community that the 

profession can and should have control indeed, that it 

is in the communities (or the public) interest in hav-

ing such control;  

4. A regulatory code of ethics: where a profession ex-

ists, it effectively functions as a monopoly, or a 

dominating interest in the field. The profession ac-

tivities must therefore be regulated, and self-

regulation is first by a code of ethics, and second, by 

structures that mandate standards of entry; and 

5. A professional culture: the establishment and mainte-

nance of a professional community in which to set 

and monitor standards, maintain skill sets, and drive 

the growth of the profession.  

It is in these latter areas that the ACHI as a professional col-

lege sits, and where ACHI derives its professional authority 

from – to drive the profession of HI in Australia.  

Across the world, bodies representing health informatics or 

promoting health informatics are either societies of common 

interest, universities with health informatics 

courses/departments, or academic professional bodies. These 

societies of common interest are represented by organisations 

such as the American Medical Informatics Association 

(AMIA), the Health Informatics Society of Australia (HISA), 

or the Colombian Association of Health Informatics, for ex-

ample. These organisations generally have no barriers of en-

try, and have as their purpose the promotion of activities 

within their members. The International Medical Informatics 

Association (IMIA) lists 57 such organisations in its member-

ship.  
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Universities with health informatics faculties are characterised 

by their focus on research and teaching in that domain. Teach-

ing staff are appointed for their demonstrated domain knowl-

edge, researchers for their demonstrated publication outputs, 

and students for their demonstrated prospects in achieving 

health informatics competencies. 

A third model exists, which is an academic professional body 

dedicated to standards and education. This model is common 

in medicine, and acts as a supplement to the other two. The 

Royal College of General Practice (RCGP) is an example: 

‘We are the professional membership body and guardian of 

standards for family doctors in the UK, working to promote 

excellence in primary healthcare’. The RCGP sits alongside 

the British Medical Association and works in conjunction with 

the various academic departments to further the discipline.  

Professions are ideally placed to work with government on 

matters of standards and training [6].  

A defining characteristic of these bodies is a standard of entry, 

acquired by ‘fellows’ after an approved period of training and 

demonstrating the achievement of a certain standard. These 

bodies are then active in the defining of standards of practice, 

revalidation, and policy surrounding the scope of activities. 

Their main role is therefore to bridge the gap between aca-

demic practice and professional practice.  

Such a model is rare in health informatics. The American Col-

lege of Medical Informatics is an example for health biomedi-

cal informatics (http://www.amia.org/programs/acmi-

fellowship). The ACMI model was used to guide the estab-

lishment of the ACHI. 

This paper describes the Australasian College of Health In-

formatics (ACHI), a unique body in this area.  ACHI is: 

 ‘the professional body for Health Informatics in the Asia-

Pacific Region.  The credentialed Fellows and Members of the 

College are national and international experts, thought lead-

ers and trusted advisers in Health Informatics.  ACHI sets 

standards for education and professional practice in Health 

Informatics, supports initiatives, facilitates collaboration and 

mentors the community’.  

It is the only body of its type that is a member of the Interna-

tional Medical Informatics Association (IMIA). The ACMI is 

a member through its being an integral part of the AMIA. 

The college was established according to a perceived need, to 

have a qualification of sufficient standard to demonstrate that 

the holder is an established professional, worthy of developing 

and implementing the evidence base in HI. Again, using the 

model of the medical colleges, a surgeon must have achieved 

the fellowship of the college of surgeons before being able to 

practice in that field.  

In Australia, formal training in Health Informatics (HI) is rare, 

with few designated courses and variable support from univer-

sities. Many active in large projects have been either ‘enthusi-

astic amateurs’ who trained in another profession, or have 

learned on the job through a variety of methods. Fellows have 

come through the college with demonstrable Health Informat-

ics PhD’s, awarded through engineering departments, general 

practice, anaesthesia, and even business faculties. Others have 

come through paths involving mostly industry based training, 

with an emphasis on practical implementations.  

A not unusual scenario is of a clinician thrust into an informat-

ics role to help implement a new clinical system, and having 

to understand clinical coding, adoption and workflow theories, 

all in a rapid timeframe. Learning paths are therefore driven 

by interest and need, rather than following a formal path.  

ACHI was founded in 2001.  Professor Enrico Coiera was the 

first president. Enrico was an early champion of ‘medical in-

formatics’ [7] in Australia.  ACHI currently has 85 fellows 

and 11 members. The majority are from Australia, but ~10% 

are from New Zealand and another 10% are based overseas 

(Hong Kong, Japan, Malaysia, England, and Germany). The 

overall membership has doubled in the past 18 months, sug-

gesting a significant demand for a professional body of this 

type, and 20% are female.  

While many are in university departments with clear academic 

roles, the majority are in industry, working for government 

departments, hospitals, Medicare Locals (primary care support 

organisations), and companies.  Many work in isolation, in 

that they are the only college fellow/member in that organisa-

tion or department.  

Membership 
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Governance 

ACHI is governed by a seven member council, with four 

committees reporting to council. They are:  

• Membership committee: receives and determines 

membership applications, and developing a reac-

creditation program; 

• Education committee: developing models of career 

pathways and course accreditation programs; 

• Program evaluation committee: tasked with perform-

ing rapid evidence reviews to inform policy devel-

opment. The last two areas have been on personal 

health records and consumer access to diagnostic 

testing results; and 

• Professional standing committee: tasked with devel-

oping a plan to promote heath informatics as a disci-

pline to potential stakeholders (government, health 

institutions).  
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3. The sanction of the community: again, a key goal. In 

order to be able to influence the professional devel-

opment, ACHI must persuade the ‘community’ that 

this is in the community’s interest. Setting the educa-

tional and training standards is the essential function, 

as is the engagement and advocacy roles;  

4. Regulatory code of ethics: ACHI has such a code. 
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5. Professional culture: this is in many ways the most 

important, and the most complex one in the early 

stages of development of the profession. Fellows 

came from a wide variety of backgrounds and experi-

ences. They can be medical professionals well 

steeped in medical ethics, or from other backgrounds 

with different ethical frames [13]. It is the most im-

portant aspect of creating the community of the pro-

fession. Approximately 15% of the college are active 

on committees and in developing positions, and the 

College has an active email group.  

The progress of the college over the last twelve to eighteen 

months has been encouraging. Membership has doubled, en-

gagement has increased both within and without. ACHI is 

poised to develop from a small group to a fully-fledged pro-

fessional body influencing the development of the profession.  

Challenges 

ACHI is beginning to form an important role in developing the 

profession in the region. Although its main impact is in Aus-

tralia, its role is developing outside the country, in particular 

in New Zealand.  The challenges it faces are both internal and 

external.  

Internal 

The demands on the college far exceed its capacity to achieve 

them. Especially at this stage of development, the college em-

ploys no staff, and all work done is in a voluntary capacity by 

people who are already, by the very nature of the field, very 

busy. This limits the ability to deliver many of the required 

activities.  

The heterogeneity of fellow development paths also means 

that there are a high variety of views existing within the pro-

fession. These vary from basic definitional issues mentioned 

earlier to discussions on appropriate role for the college.  

External 

The most significant issue for the college and its external rela-

tionships devolves primarily from the first challenge. As the 

presence of the college becomes more prominent, so does the 

external expectations of capacity and ability to deliver. In an 

all-volunteer body with a relatively small number of fellows 

many of them new to the profession, there is significant risk of 

failure to deliver on expectations, and for this reason, expecta-

tion management is an important area.  

Conclusion 

This paper has outlined the activities of ACHI, a professional 

body for health informatics. More importantly, it has outlined 

the framework for a profession, demonstrated Heath Informat-

ics can be seen to be a profession. The growth of ACHI dem-

onstrates an unmet need, not just in our local area, but one that 

needs to be replicated elsewhere for HI to achieve full recog-

nition, and its practitioners to receive the recognition they 

deserve.    
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Abstract 

We describe an integrated person-specific standardized 

vulnerability assessment model designed to facilitate patient 

management in health and social care. Such a system is not 

meant to replace existing health and social assessment models 

but rather to complement them by providing a holistic picture 

of the vulnerabilities faced by a given patient. In fact, it should 

be seen as a screening tool for health and social care workers. 

One key aspect of the modeling framework is the ability to 

provide personalized yet standardized multi-dimensional 

assessments of risk based on incomplete information about the 

patient status, as is the case in screening situations. 

Specifically, we integrate a Markov chain model describing 

the evolution of patients in and out of vulnerable states over 

time with a Bayesian network that serves to customize the 

dynamic model. We present an application in the context of 

elder care. 

Keywords:  

Comprehensive Health Care; Patient-Centered Care; Aging; 

Risk Factors; Vulnerability. 

Introduction 

Health and social programs represent a significant, and 

growing, proportion of the public sector budget across OECD 

economies. In fact, the OECD reported that public sector 

budgets devoted to social programs across OECD economies 

represented 22% of GDP [1]. In the US, Medicaid spending 

($457 billion in 2014) is expected to almost double by 2020 

[2]. As expenses continue to grow, it has become essential for 

sustainability to look into solutions for reducing health and  

social care expenses while possibly minimizing the effect on 

the support provided (if not to improve its quality at the same 

time). Such an objective is not necessarily as utopic as it 

sounds. Indeed, there remains ample room for improvement 

within the current delivery of health and social services that 

mostly operate as a set of side-by-side, one-size-fits-all 

processes (unemployment, child support, housing support…). 

In addition, those services have typically been designed to 

address simple situations and tend to be ill-suited for complex 

ones; i.e., when a person presents a variety of health and social 

needs. Unfortunately, such complex situations are often 

associated with high costs.  In New York State (NYS), about  

five percent of  Medicaid  beneficiaries  account  for  more  

than  half of  Medicaid  spending [3] and in Camden, NJ,  one 

percent of patients account for a third of the city’s medical 

costs [4]. Hence, finding ways to (i) better coordinate the 

actions of social and health services across silos, and (ii) 

proactively identify situations that can become high-cost, 

high-need are promising avenues to address the health and 

social care spending challenge. 

Our proposed model seeks to help in those two directions at an 

operational level. Specifically, the objective of our model is to 

assist care coordinators (whether healthcare or social care) as 

they receive new situations or update existing ones. The model 

provides them with a holistic high-level assessment of the 

clients’ current needs, along with assessments of the 

vulnerabilities (upcoming problems) of those clients. With this 

decision support information, careworkers are able to 

effectively address current situations and to identify 

potentially complex and costly ones ahead of time.     

Note that the benefits of looking at holistic assessment of 

needs, in particular across health and social issues, reach 

beyond the efficiency gains of improved coordination. In fact, 

the main reason for taking a holistic perspective is the 

existence of strong cross-influences between health and social 

factors, often termed as the social determinant of health [5]. 

For instance, research has shown that an additional four years 

of education, besides lowering mortality, reduces the risk of 

heart disease by 2.16 percent and the risk of diabetes by 1.3 

percent [6]. Understanding and accounting for the cross-

influences among domains is critical in the effort to better 

manage patients’ wellness altogether and to reduce health 

inequalities that arise between people of different socio-

economic or ethnic groups. 

Methods 

Our vulnerability modeling framework consists of a single 

integrated model that evaluates a set of vulnerability metrics 

across several domains; for instance, “Physical Health”, 

“Mental Health”, “Income”, “Shelter”, and “Fundamental 

Activities of Daily Living” in the context of eldercare.   

Dynamic Model through Markov Chain 

The heart of a vulnerability model is a dynamic model that 

represents the probabilistic evolution of a person over time. 

From that model, and given the current state of a person, we 

can estimate the chance of that person reaching a vulnerable 

state. Specifically, we use a homogeneous Markov chain to 

represent the transitions of persons through states, a subset of 

which have been identified as vulnerable states. A Markov 

chain is a random process that represents the sequence of 

states visited by a system over time. It is characterized by the 

Markov property (also called “memoryless”) which stipulates 

that the evolution of the system only depends on its current 

state and not on how it reached that state. This property 

enables one to characterize the model with few parameters, 

and simplifies computations. In a simple two-state chain, for 

instance, “Employed” and “Not Employed”, the only two 

parameters that need to be provided are (i) the probability of 

becoming unemployed in the next time period given one is 

currently employed and (ii) the probability of becoming 

employed given one is currently unemployed. 
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As our goal is to consider multiple dimensions of vulnerability 

at the same time, the Markov chain needs to consider state 

combinations, as in the example in Figure 1, which looks at 

Shelter and Employment vulnerabilities, albeit in a very crude 

way (modeling two states for each domain):  

 

Figure 1– Simple Markov Chain Model to Represent 

Evolution of a Person over time 

Note: To make the diagram readable, we have not represented the self-

transitions. The transition probability that is spelled out is associated with the 

bolded arc. 

Based on the Markov chain parameters, it is possible to 

compute future-behavior statistics aimed at characterizing 

vulnerability. We have chosen to rely on the mean first 

passage time (MFPT) to a vulnerable state conditional on the 

current state. In our example, assuming the person’s current 

state is “Employed, Sheltered”, then the Employment 

vulnerability would be the average time of the first “visit” to 

either the “Unemployed, Sheltered” or “Unemployed, 

Unsheltered” states. MFPT provides a characterization of the 

short-term behavior of the model and is thus particularly 

suited as a measure of immediate vulnerability of a person. 

Mathematically, Let d index vulnerability domains and let D 

denote the number of such domains. Each domain is described 

by a state space ��
 where ���

 is the subset of ��
, which 

corresponds to those deemed vulnerable. In our preceding 

example, we would have D = 2. The first domain is “Shelter” 

with state space �� � �����	�
��, �����	�
���, and 

vulnerable state set ��� � ������	�
���, and the second 

dimension is “Employment”, with state space �� �
���������, ����������, and vulnerable state set  

��� � �����������. We denote by  � the product space of 

each state space for each dimension. � �  �� � � � ��
. Let N 

denote the total number of states, � � ��
����. 

Let �
�

�
 represent the state of a person at discrete time intervals 

t along vulnerability domain d. Thus, �
�

� ��
�

�, � , �
�

�� 

captures the comprehensive state of the person at time t.  We 

assume that there exists a homogeneous Markov chain with 

transition matrix � where �
�	

�  !�
�
�

� �
	
"�

�
� �

�
� 

where �
�
, �

	
 # � , which describes the evolution of a person 

across states.  Finally, let $
�	

 denote the mean first passage 

time $
�	

 from state �
�
 to state �

	
, defined as the expected 

number of steps to arrive at destination �
	
 for the first time 

starting from state �
�
. For each domain d, we define the 

vulnerability index associated with current state �
�
 as follows: 
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Indeed, if the current state does not correspond to a vulnerable 

state for domain d (�
�

� -  ���
), then we are interested in the 

mean first passage time to any destination state for which its 

dth component is deemed vulnerable, hence the need to use 

the minimization operator. When the starting state corresponds 

to a vulnerable state (�
�

� #  ���
), the vulnerability index is is 

set to 0 to indicate current need. Finally, we call the vector 

0
�

� �&
�

�, � , &
�

�� the vulnerability profile of the person  

corresponding to current state �
�
. 

Bayesian network for standardised customization  

Observe that if the parameters of the Markov chain are fixed, 

any person in a similar current state would have the exact 

same vulnerability profile, providing minimal differentiating 

information. To allow for model customization, we have 

chosen to let the parameters of the Markov chain depend on a 

set of relevant factors. Specifically, we assume that there 

exists an underlying Bayesian network that articulates the 

relationships among the factors themselves and also between 

the factors and the state of a person. Bayesian networks are 

graphical models that represent relationships among uncertain 

variables [7]. The nodes represent the variables and the arcs 

represent the conditional dependencies in the model. Markov 

chains and Bayesian networks are consistent modeling 

frameworks in the sense that they are both based on 

representing conditional probabilities. 

 

Figure 2 – Illustrative Bayesian Network  

Figure 2 shows an example of such a Bayesian network with 

six factors. This model implies that Age, Gender, and Race are 

independent of one another but that Veteran Status is 

influenced by all three. In addition to the structure of the 

model, Bayesian networks are characterized by a quantitative 

layer that represents the distributions of the variables 

conditional on all possible parent scenarios. At the bottom of 

Figure 2, we present the conditional probability table for the 

variable HIV positive, where p
2
 represents the probability of 

being HIV positive given one is at least 50 years old and male.  

Bayesian networks are especially efficient at computing 

inference queries; i.e., conditional probabilities involving the 

subsets of the variables in the network. In our example such a 

query could be asking for the probability of a person being 

HIV positive given Gender and Veteran Status.  

Note that we can extend such a model to include variables 

corresponding to a Markov chain model as presented in Figure 

3. By extending the Bayesian network so as to pair it with the 

Markov chain model, inference computations can provide 

personalized parameters for the Markov chain, accounting for 

the current knowledge of a person’s situation, both current 

state and known factors, as large or limited as this knowledge 

may be. 
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Figure 3– Illustrative Paired Bayesian Network  

Mathematically,  Let 1 � �2
�

, � , 2
�

� denote the set of all the 

variables represented in the Bayesian network. We decompose 

1  into three groups: 
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explanatory factors 
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The last two sets enable the pairing to the Markov chain 

model. Indeed, each element in the set �
�
 corresponds to one 

of the vulnerability domains and 0��!�
�

�< � 0��!�
�
�

� < �
 ��.  Where in a Markov model a state s was represented by 

one (vector) variable, it is represented by a set of variables in 

the Bayesian network. For any observed evidence > belonging 

to a subset of the state space of ? , and any state �
�
, �

	
 # � , 

the Bayesian network model can provide through inference the 

value of the parameters of the Markov chain model : 
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Therefore, when we let >  represent the observed information 

about a person related to factors in ?, we can estimate the 

associated personalized Markov chain parameters and thus 

that person’s vulnerability profile. Finally, as knowledge 

about a person’s situation evolves, the vulnerability indexes 

evolve as well. 

Characteristics of the modeling framework 

This modeling framework presents several advantages. 

Through the Bayesian network model, the vulnerabilities 

across domains are made interdependent. In particular, in the 

context of health and social care, this means that the model 

can capture the interactions among social factors, health 

factors and vulnerabilities.  The resulting vulnerability profile 

is personalized yet standardized. It is personalized as the 

Bayesian network provides a way to determine the parameters 

of the Markov chain model based on observed state of the 

person. It is standardized, as the same customization model is 

used for everyone. Note also that the vulnerability indexes are 

associated with a physical (thus interpretable) measure, in the 

form of average amount of time. This consistent use of one 

metric enables both within-subject and across-subject 

comparisons. Finally, the model is designed to function with 

incomplete information about a person’s current state and 

profile, a key difference with assessment tools, making it a 

useful complement as a screening step. 

In the presentation of the model above, we have focused on 

measuring vulnerability through the risk of occurrence of a 

vulnerable state. The model can be used at the same time to 

evaluate severity upon occurrence. Specifically, for a 

vulnerability domain d, for a state �
�

�
 corresponding to a 

vulnerable state, the severity index @
�

�
 is defined as the mean 

first passage time to a non-vulnerable state A� # �: �� - ���B. 
For a state �

�

�
 that does not correspond to a vulnerable state, 

we can either set @
�

� � ., or envision estimating severity by 

how long, on average, one would stay vulnerable if one were 

to become vulnerable. 

Besides the vulnerability profile, the model yields further 

insights into a person’s situation. In particular, we can  

provide (i) guidance into what additional information could be 

useful (informative factors) and (ii) explanations (influential 

factors) by identifying which aspects of the person profile 

strengthen and weaken his/her profile. Both are obtained by 

performing one-way sensitivity analyses. For instance, let’s 

consider domain d, and current vulnerability index &
�

��>�, 

corresponding to knowledge >. For each factor �
�

�

  currently 

observed (�
�

� # >), we compute an artificial vulnerability 

index  &C
�

�!>\��
�

��< , assuming factor k is not observed. The 

difference between the vulnerability indexes, &
�

��>� E
 &C

�

�!>\��
�

��<, provides an indication of the influence of that 

factor. A similar procedure is performed for factors that are 

unknown to determine how informative they could be. 

Results 

We applied this modeling framework to the domain of elder 

care in collaboration with the Beijing Academy of Science and 

Technology. Specifically, we developed a vulnerability model 

to help careworkers better support aging populations, focusing 

on fostering independent living while at the same time 

identifying declining mental and physical health as early as 

possible. Aging populations and support for independent 

living are a growing concern in both developed and 

developing countries. In fact, the WHO estimates that the 

number of older people who are no longer able to look after 

themselves in developing countries may quadruple by 2050 

[8]. 

To build the Bayesian network model, we have used data from 

the US National Institute for Health (NIH), specifically their 

Longitudinal Study On Aging (LSOA, description and data 

available at http://www.cdc.gov/nchs/lsoa/lsoa2.htm). These 

data are based on an initial cohort of 9,447 persons who were 

age 70 and over in 1995. Those persons (or their proxies when 

deceased) have been interviewed at three different times 

(waves), approximately two years apart. We have chosen to 

use the last two waves, as the questionnaires were more 

similar between those two waves than between the initial and 

second waves. We thus obtained access to state variables at 

two-year intervals. The choice of vulnerability domains and 

higher level vulnerability categories was mostly driven by the 

availability of data and by local expert knowledge [9].  

Table 1 provides a list of the vulnerability domains 

considered, grouped into six categories. The LSOA study 

contains several hundred different fields, and we have selected 

a subset of 61 features in addition to the 34 state variables 

described above.  Some (limited) data cleaning effort was 

required. We have modified fields to reduce granularity; for 

instance, the field Type of Residence contained about 15 

L.A. Deleris et al. / Person-Specific Standardized Vulnerability Assessment in Health and Social Care464



different possible answers, which we reduced to five different 

types, capturing the majority of the answers. Also, fields such 

as Age or Number of Children were discretized into smaller 

numbers of states. 

Table 1– Vulnerability Domains 

State Variables 

Category(number of variables):list of variables 

Sensation (2):  

Sight – Hearing 

Social Involvement (2):  

Socially Active with friends  - Socially Active with relatives 

Mental Health (2):  

Frequency of sadness or depression, self-rated memory 

Fundamental Daily Activity (6):  

Ability to eat, bath, dress, walk , get out of bed or chairs and use the 

restrooms independently 

Extended Daily Activities (2) :  

Social Living Abilities, Cognitive Living Abilities 

Medical (3) :  

Self-rated Health, Injured from Fall, More than three chronic condi-

tions 

The Bayesian network model was learnt using the Jsmile 

reasoning engine for graphical probabilistic models (available 

at http://genie.sis.pitt.edu/). We used the greedy-thick-thinning 

algorithm with various combinations of the learning algorithm 

parameters (type of priors and maximum number of parents 

allowed). While we do not have data to validate the value of 

the vulnerability indexes, we chose the best set of parameters 

for the learning algorithm by taking the one that had the best 

next-period prediction accuracy, which we computed by 

applying the Bayesian network prediction to test data that we 

had held from the training data. The model was then 

integrated and deployed into a real tool currently being 

deployed in a Beijing neighborhood. Figure 4 provides a 

snapshot of the user interface associated with a previous 

iteration of our model (with fewer categories). In that 

interface, we do not directly present the full vulnerability 

profile (meaning values for each of the 14 vulnerability 

domains) but rather aggregate each category by reporting the 

worst vulnerability index associated with that category 

(second column). In addition, we provide historical values 

(third column) and contributing factors (fourth column) to the 

care worker using the dashboard. 

 

Figure 4 – Screenshot of the Eldercare Dashboard 

To illustrate the effect of the known information on the 

vulnerability profile, we provide in Table 2 the profiles 

associated with four different information contents associated 

with a patient. Person 1 corresponds to a “Married 75 year-old 

man”. Person 2 corresponds to the same profile, except that 

we also know that the person suffers from diabetes. Person 3 

builds upon person 2 with the additional knowledge that the 

person has difficulty walking and that he feels depressed some 

of the time. Finally, person 4 is an even richer (and more dire) 

description of the person current situation. However, person 

4’s profile still represents incomplete knowledge of the 

person, capturing 10 out of the 61 factors contained in the 

model.  

The first two columns in Table 2 are fairly similar, though 

there is a consistent minimal increase of vulnerability 

(decrease of the indexes) for person 2, who also suffers from 

diabetes. This is an example of cross-influences of a medical 

factor on social domains. The largest difference is associated 

with the More Than Three Chronic Conditions domain. As 

diabetes is a chronic condition, such change is logical. When 

comparing persons 2 and 3, we first notice that Difficulty 

Walking is now null for person 3, a direct consequence of the 

fact that we have observed this  difficulty; it is no longer a 

vulnerability but rather a need. Notice again that many other 

vulnerability indexes have decreased as well, illustrating 

cross-influences. Only Frequency Sadness and Depression has 

increased, indicating lessened vulnerability. This is not 

surprising as feeling sad or depressed only a little of the time 

constitutes in fact positive evidence compared to the unknown 

state. Finally, person 4 represents a significant aggravation of 

person 3’s state, with many additional physical and medical 

difficulties and a worsening of the mood. At this point, the 

profile enables the care coordinator to prioritize among the 

multiple dimensions considered, possibly leading to a focus on 

social living abilities and fundamental living activites as the 

most pressing problems for the patient, besides addressing his 

mental health need. 

Table 2 – Illustrative  Vulnerability Indexes (in Years) 

Person 

1 

Person 

2 

Person 

3 

Person 

4 

Difficulty Dressing 7.51 7.49 4.42 1.12 

Difficulty Eating 15.55 15.52 11.10 5.34 

Difficulty Walking 3.24 3.22 0.00 0.00 

Difficulty Using Toilet 8.83 8.81 5.11 2.14 

Difficulty Getting Out Chair 

Bed 5.77 5.74 2.97 1.10 

Sight Level 6.54 6.54 5.82 4.70 

Hearing Level 2.70 2.66 2.58 2.26 

Socially Active Friends 12.28 12.27 11.33 9.29 

 Socially Active Relatives 23.12 23.11 20.58 15.98 

Frequency Sadness Depression 6.65 6.61 7.96 0.00 

Self-Rated Memory 32.10 32.06 31.69 31.01 

Difficulty with  Social Living 

Abilities 4.05 4.04 2.59 0.43 

Difficulty with  Cognitive 

Living Abilities 4.30 4.29 3.37 1.55 

Injured From Fall 4.45 4.45 3.56 2.83 

More Than Three Chronic 9.10 7.11 6.13 3.79 

Self-Rated Health 13.92 13.78 9.69 4.50 

Person 1: Married 75 year-old man 

Person 2: Married 75 year old man with diabetes 

Person 3: Married 75 year old man with diabetes and difficulty walking 

and feeling sad or depressed a little of the time 

Person 4: Married 75 year old man with diabetes, hypertension, difficul-

ty walking, stooping and finger grasping, feeling sad or depressed all of 

the time, who has not left his house more than 5 days in the past 2 weeks, 

who is a smoker and who is not able to do light house work in his home 

Discussion 

Person-specific standardized assessments have long been 

presented as one of the solutions to improve the effectiveness 

of social support. InterRAI [10] and the Northern Ireland 

Single Assessment Tool (NISAT) [11] are two suites of 
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coordinated assessment tools that provide such solutions in the 

domain of elder care. However, both NISAT and InterRAI 

constitute descriptive tools, seeking to capture and record an 

accurate profile of the patient at a given time.  By contrast, the 

essence of our model is to predict the current and upcoming 

needs of a person without having to go through a complete 

assessment process. In that sense, it is complementary to these 

existing assessment suites. It can be used for triage/screening 

purposes to better prioritize actions to be taken, be they 

completing a given set of assessments, or direct action such as 

provision of services.  Our model is also designed to bridge 

health and social care by providing an explicit representation 

of the interactions between domains. 

The main impediment associated with our proposed modeling 

framework remains the challenge of building the underlying 

model from limited information. In the elder care case study 

that we presented, while we were satisfied with using the 

LSOA study, it is less than ideal as it represents an American 

cohort for a model to be applied in China. While some aspects 

of aging are universal, others are cultural and therefore local. 

To faciliate the construction of the model from limited data, 

we are  currently exploring methods to build Bayesian 

network models from disparate, overlapping, and possibly 

conflicting sources of information. Indeed, in most practical 

cases, and especially when health and social issues are 

modeled together, it will not be sensible to assume that 

individual data will be available in one single datatable for all 

the variables required in the network. The novel methods that 

we are currently investigating will mean that the model does 

not require one clean dataset to be built but can be assembled 

from a collection of messy disparate sources of information 

such as 

• Data sets at the individual level, covering a subset of 

the nodes in the network 

• Aggregated information for a subset of the nodes of 

the network 

• Expert information (influence statements and 

probability statements) 

Specifically, we are extending methods from the artificial 

intelligence community. In particular, we have looked at 

adapting the PC algorithm [12] to build a Bayesian network 

from multiple overlaping datasets and from a set of expert 

statements extracted from the literature.  

One useful feature of the model that we have not yet 

mentioned (and that is relevant to model building) is the fact 

that it can function with imprecise information. So far, we 

have assumed that the parameters of the model were point 

estimates (i.e., that we  have enough data or definite domain 

expertise to determine a single value for each one). Again, this 

may not necessarily be the case in practice, either because data 

is limited, experts are unsure, or because multiple experts have 

proposed different values. In such situations, being able to 

handle imprecise information is essential if one does not have 

the time or budget to resolve conflicting information or gather 

more data. Both Markov chain and Bayesian network models 

admit imprecise extensions in the form of the Markov Set 

chain [13] and Credal Network [14] respectively, which 

enable researchers to rigoroulsy percolate the imprecision 

through the assessment in a logical fashion. Besides increased 

computational complexity, the only consequence of allowing 

for imprecision in the model is the fact that the vulnerability 

indexes would also become intervals and thus may be more 

difficult to interpret.  

Conclusion 

In this paper, we present a modeling framework for person-

specific standardized vulnerability assessment in health and 

social care. This model combines a Markov chain model that 

describes the evolution of persons through states with a 

Bayesian network that enables researchers to customise the 

Markov chain parameters. The purpose of the model is to 

estimate the vulnerability profile of a person based on limited 

input information so as to provide health professionals and 

social care workers with a holistic view of the person’s profile 

when they receive new situations or update existing ones. We 

present an application in the context of elder care though our 

model that can be applied in a variety of health- and social-

care scenarios and is especially relevant for cases that bridge 

multiple domains. 
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Abstract 

Mobile technology use is nearly ubiquitous which affords the 

opportunity for using these technologies for modifying health 

related behaviors. At the same time, use of mobile health 

(mHealth) technology raises privacy and security concerns of 

consumers. The goal of this analysis was to understand the 

perceived ease of use, usefulness, risk and trust that contribute 

to behavioral intention to use a mobile application for meeting 

the healthcare needs of persons living with HIV (PLWH). To 

understand these issues, we conducted focus group sessions 

with 50 persons living with HIV and 30 HIV healthcare 

providers. We used the e-commerce acceptance model to 

analyze our focus group data. Findings from the study 

demonstrated the need for mHealth to be perceived as useful, 

easy to use, with little perceived risk accompanied by a 

measure of trust in the creators of the technology. Findings 

from this work can inform future work on patients and 

providers’ perceptions of risk, trust, ease of use and 

usefulness of mHealth technology. 

Keywords:  

mobile health; HIV; privacy; trust; security  

Introduction 

Mobile technology is  nearly ubiquitous as increasing numbers 

of people carry a mobile device [1]. As such, mobile 

technology offers a unique opportunity for the diffusion of 

behavioral health interventions. Mobile health (mHealth) 

technology can guide decisions about health by providing 

round-the-clock real-time feedback [2] and opportunities for 

consumers to learn about and manage their disease. 

These characteristics of timeliness and accessibility are 

particularly relevant to care for HIV which has shifted from a 

disease with a high mortality rate to one requiring lifetime 

chronic care and health monitoring. mHealth tools can help 

address many of the healthcare needs of persons living with 

HIV (PLWH) to promote  retention in HIV care and adherence 

to medication regimens[3]. In the US, 1.2 million people are 

currently living with HIV [4], with  worldwide estimates at 35 

million [5]. A number of studies have shown promise for the 

use of mHealth for supporting HIV care [6-9]. 

Our study population included PLWH who were the targeted 

end users of a smartphone application (app) designed for 

monitoring and managing their health and for communicating 

with their care providers. PLWH is a relevant study population 

due to both their need for self-management support in chronic 

care as well as the persistent cultural stigma associated with 

HIV/AIDS [10]. 

Despite the promise of mHealth in monitoring health 

behaviors and improving the delivery of health care, little is 

known about users’ concerns over privacy and information 

sharing using mHealth technology. Privacy has been a topic of 

interest to researchers in psychology, sociology and more 

recently information technology (IT) [11-13]. Existing 

research on privacy emphasizes data security and 

confidentiality, largely focusing on electronic medical records. 

Yet consumers concerns around privacy related to mHealth 

technology use remain poorly understood. There are a number 

of issues related to privacy and information security in HIT 

that need to be carefully monitored and addressed in order to 

offer a technology most likely to engage consumers. The 

purpose of this study was to understand the perceived ease of 

use, usefulness, risk and trust that contribute to behavioral 

intention to use a mobile app for meeting the healthcare needs 

of PLWH.  

Theoretical Framework 

We used the e-commerce acceptance model (EAM) to 

understand technology acceptance of mHealth for PLWH [14]. 

The EAM has not been previously studied in the context of 

health or mobile technologies. It builds on the most widely 

employed model of IT adoption, the technology acceptance 

model (TAM) which we have previously studied in the 

context of the delivery of HIV care through an electronic 

record [15]. 

The dependent variable in this model is the same as in the 

TAM: behavioral intention to use the technology. The key 

constructs in the TAM are perceived usefulness and perceived 

ease of use [16]. In the case of health information technology 

(HIT), perceived usefulness is defined as the extent to which a 

person believes that using the HIT system will enhance his/her 

outcomes. Perceived ease of use is defined as the degree to 

which system use will be free from additional effort [17].  

In the EAM, trust and perceived risk are two key drivers 

added to the TAM variables using the overall structure of the 

Theory of Reasoned Action (TRA) [18]. Integration of the 

four independent variables were tested and their relationships 

were validated.  The model proposes that these four drivers 

lead to the primary constructs of “intention to transact” and 

“on-line transaction behavior” in the e-commerce sector, 

which in many ways may mimic consumer behavior in 

eHealth. 

Trust is a behavioral belief that has been studied in e-

commerce and has been shown to have a favorable effect on 

consumers’ intent to use a technology.   Trust may be defined 

as the belief that the other party will behave responsibly and 

will not attempt to exploit the vulnerabilities of the user [14]. 

There are two kinds of trust: 1) party trust - trust in the 
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benevolence and credibility of a particular party; and 2) 

control trust - trust in the integrity of the transaction medium. 

The importance of trust is heightened when there is a high 

degree of uncertainty which can happen in the case of HIT 

when users don’t understand where their information is being 

stored or how it is being transmitted. 

For mHealth use, we would expect that consumer trust in the 

mHealth app is likely to influence behavioral intention to use 

the technology [19]. Trust is also related to perceived 

usefulness because users may not be certain that outcomes 

may be achieved unless there is confidence in the entities 

behind the HIT system. Trust is related to perceived ease of 

use because it reduces the efforts that would otherwise be 

necessary to monitor the proper functioning of the system.  

Trust is also related to perceived risk as a higher level of trust 

in an on-line entity reduces the perception of risk during the 

interaction. 

Perceived risk is an important factor for eHealth use in light of 

the distance, in both time and space, between the consumer 

and the healthcare entity, as with most on-line transactions. It 

may be described as a degree of uncertainty related to use of 

the medium that is beyond the control of the information 

manager associated with the eHealth service.  The consumer 

risks the possibility of  suffering a loss while using the 

technology [20]. mHealth users perceive risk when the 

security of the infrastructure for securing their personal health 

information is not verified. Consumer perception of risk is 

negatively associated with intention to transact. Similarly, if 

an end-user perceives the risk of disclosure of their personal 

health information to be low then they are more likely to use a 

mHealth app.   

 

Figure 1– E-Commerce Acceptance Model applied to mHealth 

Technology Use 

To better understand the applicability of this model for 

mHealth technnology, we used focus group data which was 

collected as part of a larger study to to inform the 

development of a mobile app for HIV treatment and care for 

PLWH. The purpose of the larger study was to elicit from 

potential app users and their care providers the desired content 

and features of a mobile app for meeting and improving the 

health care needs of PLWH.  The goal of this analysis was to 

understand the EAM constructs that contribute to behavioral 

intention to use a mobile app for PLWH. 

Methods 

Design 

This study applied user-centered participatory design methods 

to inform the content of a mobile app for HIV treatment and 

care. The qualitative study was implemented using focus 

group methodology. 

Sample 

The sample comprised PLWH and clinicians and case 

managers who provide care to PLWH. 

Procedures 

The Columbia University Medical Center Institutional Review 

Board reviewed and approved this study protocol. Focus 

group sessions were moderated by a trained facilitator using a 

focus group guide. Each focus group session was also attended 

by at least one additional study team member who recorded 

notes and tended to logistics such as consent forms, food, and 

compensation to ensure that the groups ran smoothly. 

Following completion of the individual informed consent 

process and prior to the start of each focus group session, 

participants completed a demographic survey.  

Each PLWH focus group session took place in a conference 

room at the Columbia University School of Nursing campus, 

lasted between 48-72 minutes and was conducted in English 

or Spanish. The HIV clinicians and case managers’ focus 

groups took place at a conference room at their workplace in 

the following locations: New York Presbyterian Hospital, the 

Brooklyn Hospital Path Center, and AIDS Service Center, a 

community-based organization. We gave $25 to our PLWH 

participants and $50 to the clinicians and case managers as a 

token of appreciation for their time.  Food appropriate for the 

time of day was served during each focus group session.  All 

focus group sessions were audio-recorded and transcribed for 

analysis. 

We asked a series of questions during our focus group 

sessions to identify the functional specifications of a mobile 

app for PLWH. At the end of our focus group sessions, we 

specifically asked focus group participants: “What are some of 

the privacy and confidentiality concerns that you anticipate 

encountering when using a mobile health app on your phone?” 

Data collection continued until saturation was reached, which 

occurred when we heard similar patterns and themes across 

groups and no new information was being shared [21].  

Data Analysis 

Descriptive statistics of the demographic information were 

calculated using SPSS version 21. To support the credibility of 

the data, we used “member checks,” i.e., sharing of initial data 

interpretations with participants to ensure accurate 

interpretations. In addition, after each focus group, we 

conducted peer debriefing and triangulated findings across 

participants and facilitators. Research team members 

subsequently coded the transcripts using NVivo™ (QSR 

International, Victoria, Australia) software. We coded the data 

using the four constructs of the E-commerce acceptance model 

to deductively code focus groups to understand factors related 

to mHealth technology use. Coding of transcripts continued 

until consensus was reached.   

Results 

Sample 

We conducted six focus group sessions with PLWH (n=50). 

Two of the focus groups were conducted in Spanish and one 

of the groups was comprised of only female participants. 

There were 37 male participants and 13 female. Participants’ 

ages ranged from 18-59. Participants self – identified as Black 

(N =26), White (N =7), Pacific Islander (N = 1), and 

American Indian (N =1) and the remainder of the participants 
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did not report their race. Half of our participants (N =25) self-

identified as being of Hispanic/Latino ethnicity. 

In addition, we conducted three focus group sessions with 

HIV care providers which included clinicians and case 

managers. All focus groups were conducted in English. 

Participants’ ages ranged from 23-62 years and included 5 

males, 24 females and 1 transgender female. Participants 

identified as Black (N =9), White (N =17), Pacific Islander (N 

= 1), and Asian (N =3). Six participants self-identified as 

being of Hispanic/Latino ethnicity. 

Findings 

We used the four constructs of the EAM to understand factors 

related to mHealth use in PLWH. Our focus group findings 

were organized according to the four broad constructs: trust, 

perceived risk, perceived usefulness, and perceived ease of use 

(Table 1).   

Table 1– EAM Constructs and Sample Quotes 

Construct Sample Quotes  

Trust • I am wondering why they're interested 

in all of this (creating and HIV app) 

all of a sudden." [PLWH] 

Perceived 

Risk 

• One of barriers is a concern that you’ll 

be able to track the person. [PLWH] 

Perceived 

Usefulness 

• It’s very non-confrontational that way, 

and I think that’s a big benefit of 

texting [Healthcare Provider]. 

• It would be really good if the doctor 

or CDC put that in an app so that you 

have access to it and you can show it 

right then and there [PLWH] 

Perceived 

Ease of Use 

• Just to learn a new thing (app/ 

smartphone use) it’s becoming 

difficult [PLWH] 

Trust  

PLWH recognized the need for security safeguards and 

controls so that they could trust using an mHealth app. For 

example, one participant said, “provided the company that 

furnishes the app, has the right security so the information 

does not leak. Having that security, then there is no problem.” 

Another participant cited an example of a  security system tied 

to the device which would make him feel comfortable using a 

mHealth app for PLWH. “The warranty from the company 

that makes it…the security the company has of itself, which in 

this case, well, benefits us, so that information does not leak.” 

Participants had concerns over who would have access to their 

information and didn’t trust certain entities to access their 

personal health information.  

Perceived Risk 

A number of participants expressed concerns over the risk of 

who would have access to their information, where it would 

be stored and if their HIV status had the potential to be 

disclosed. One participants said, “It’s like she said about 

technology, you don’t know where this information is going.” 

Another participant had the perception that anyone can access 

any information that is on the Internet. She said “Because 

right now anybody could get into the Internet and go into your 

information.”A younger participant in another focus group 

which was comprised of 21-24 year olds said, “As far as using 

an app I would probably never put information in, I wouldn’t 

personally because technology is out of order now.  People 

can find out anything.  You can do the fingerprint thing.  

Where is this information going to, who is seeing it, because 

it’s being documented?  Where is it going?” Since 

smartphones have the functionality to detect your location, 

participants perceived a great risk to being tracked. For 

example one participant said “It’s like I don’t know…with the 

location settings with the iPhone and all that stuff.” 

Participants did acknowledge that a certain amount of risk 

may be acceptable or unavoidable. One focus group 

participant said, "We just have to get, how can I say it, a little 

secure about it.  Because I didn't like, where I worked at, I 

didn't like them scanning all my information and putting it on 

the computer.  Because the computer can be hacked in, in any 

given time, you understand? But I got comfortable with it. So, 

it's a period you got to go through. You've got to adjust to 

certain things in life." 

Perceived Usefulness 

PLWH thought that mHealth had the potential to be very 

useful for their care. For example one patient thought that it 

would provide updates on medications. “Like new 

medications.  Every couple of months they come out with new 

HIV medication.” Another PLWH thought the mHealth would 

be a useful tool for creating reminders “I think some phones 

have a memo device where you could actually talk into it and 

say…” Participants also thought it would be useful for 

learning more about their disease or sharing information with 

others. For example, one PLWH said, “Since we already have 

our immune system compromised, we should know for 

example if we have something, know what it is, and the faster 

the better so we take care of our health." 

Providers, like patients, thought that mHealth can be very 

useful in the delivery of care to PLWH in a private manner. 

For example, one provider said, “Think about it, when they’re 

on the phone somebody else can hear their end of the 

conversation.  If they’re texting, no one knows what’s going 

on.” Providers also thought that mobile technology was 

important for their patients to be able to self-manage their 

care. “Some of them use their phones for alarms.  They have 

alarms set on their phones and they have calendar applications 

where they can write appointments.” 

Perceived Ease of Use 

Both PLWH and providers described a number of factors 

related to ease of use that would facilitate use if present and 

otherwise would present a barrier, such as reliable phones, 

simplicity, and operation autonomous from an Internet 

connection. One PLWH said that “I would be willing to use 

the app if I have the phone with no problems.” Another 

participant echoed a similar sentiment and said that “because 

sometimes there are some apps that are a bit complicated and 

well people get frustrated immediately, and later they don’t 

use them. It has to be something simple.” Both PLWH and 

providers thought that an app should not rely on Internet 

connectivity. Specifically,  one provider said “An app would 

be helpful if certain parts of the app didn’t need internet.”  

There were also a number of patients and providers who 

described the need for a simple, easy to understand app. A 

provider commented on the need for information presentation 

to be understandable, even to patients with “cognitive 

disability.” Specifically, she said, “So even a graph that can be 

simple to us may not be something they're easily able to read.” 

Another healthcare provider, in a different group echoed a 

similar idea and said, “It has to be simple enough that the 

person can really get hooked to it.”    

Discussion 

The increase in the use of mobile technology has the potential 

to improve the delivery of healthcare, but it has also raised 

new concerns over privacy and security of personal health 
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information [22]. At the same time little attention has been 

paid to understanding technology acceptance in mHealth with 

a particular focus on privacy and security. Mobile devices and 

apps have created a new set of privacy concerns since 

protected health information can be stored on mobile devices, 

processed within these apps or shared via networks that are 

not secure [23]. While mHealth holds great promise, if 

patients are not willing to use the technology because it is not 

perceived as useful, easy to use or they have concerns over 

data security then it will not be able to improve health 

outcomes. 

Concerns over mHealth acceptance and use becomes 

particularly relevant as patients and consumers begin to 

transfer their personal health information from their mobile 

devices to a central electronic health record. For example, 

Apple has started a partnership with Epic [24]. In addition, 

open platforms such as Apple’s Healthkit [25] and Google Fit 

allow patients to transfer their personal health information to a 

central electronic health record, yet these systems are still 

quite limited and are focused on fitness. 

In this study, we sought to examine PLWH and their 

healthcare providers’ perceptions of the technology 

acceptance factors necessary for PLWH to use an HIV app to 

manage their health. Many study participants thought that a 

mobile app for PLWH would be extremely useful.  

Participants also stressed the need for the app to be easy to 

use, consistent with past research in HIV care. In particular, 

participants suggested the app not rely on Internet 

connectivity. Both PLWH and providers described the 

cognitive deficits that are often experienced by PLWH and 

therefore the need for the app to be very simple and 

straightforward. 

At the same time, there was an underlying concern over 

security of their information. Participants throughout our 

sessions wanted to understand who would have access to their 

personal health information. They emphasized the need to 

trust the “owner” of the app and if a particular company or 

institution was associated with the app then they would not be 

willing to use the app for accessing, entering or sharing their 

personal health information.   

Perceived risk was an underlying theme throughout our nine 

focus group sessions. Participants were concerned over where 

their data was being stored and who would have access to 

their data. Their concerns included trust in the institutions that 

collect, store, or transmit their data as well as general 

apprehension about data transfer using the Internet network 

and technological devices which are continually under 

development.  In the US, there have been a number of policy 

initiatives at the federal level to protect patient health data 

being transferred electronically. Of note, the Markle Common 

Framework has a set of published principles that provide the 

foundation for managing personal health information within 

consumer accessible data streams[26]. The Markle Connecting 

for Health Framework has guided the US government 

implementation of IT including the Health Information 

Technology for Economic and Clinical Health (HITECH) Act 

[27].  

Even with this guiding set of principles which is quite 

extensive and comprehensive, consumers remain concerned 

that their personal health information is not secure and they 

have particular concerns regarding the risks associated with 

mobile technology in sharing and accessing their personal 

health information. 

We did not specifically ask study participants about their 

intention to use this technology. Instead, we examined study 

participants’ perceived ease of use, usefulness, trust and 

privacy. The lessons learned from our examination of each of 

these constructs are important for the development of this 

technology especially in a highly stigmatized population [28]. 

As a result, the intersection between the findings from each of 

our study constructs is likely to predict a PLWH’s behavioral 

intention to use a mobile app for managing his/ her health. 

Limitations 

We conducted this study in New York City, which limits the 

generalizability of the findings to one geographic area. Even 

so, New York City has the greatest number of PLWH in the 

Unites States making this an appropriate setting for 

conducting this work [29]. In addition there may have been a 

response bias from our study participants since our methods 

relied on self-report.  

Conclusion 

Findings from this work can inform future work on patients 

and providers’ perceptions of risk, trust, ease of use and 

usefulness of mHealth technology. Findings from this work 

have broader applicability to others living with chronic 

diseases as well as any individuals who seek to use mobile 

technologies for accessing, storing and sharing their personal 

health information. Future development of mHealth 

technology needs to integrate ease of use, usefulness, trust and 

perceived risk to facilitate the use of mHealth technology for 

consumers.  
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Abstract 

Electronic Health Record system downtimes may have a great 

impact on patient care continuity. This paper describes the 

analysis and actions taken to redesign the Contingency Plan 

Procedure for the Electronic Health Record System of 

Hospital Italiano de Buenos Aires.  

After conducting a thorough analysis of the data gathered at 

post-contingency meetings, weaknesses were identified in the 

procedure; thus, strategic actions were recommended to 

redesign the Contingency Plan to secure an effective 

communications channel, as well as a formal structure for 

functions that may support the decision-making process. The 

main actions were: 1) to incorporate the IT Contingencies 

Committee (Plan management); 2) to incorporate the 

Coordinator (general supervision of the procedure); and 3) to 

redefine the role of the Clinical Informatics Resident, who will 

be responsible for managing communication between the 

technical team and Electronic Health Record users. As users 

need the information for continuity of care, key users 

evaluated the impact of the new strategy with an adapted 

survey.  

Keywords: 

Downtime; IT Management; Survey; SWOT Analysis. 

Introduction 

Continuity of patient care as a health care process acquires 

great potential through information technology (IT). However, 

when applications or systems fail, the technologies become a 

dangerous vehicle for the perpetuation of erroneous 

information that may lead to mistakes in diagnosis and higher 

monetary costs [1]. The critical nature of hospital care impacts 

patient information management, therefore institutions are 

forced to plan and formalize courses of action to maintain 

their IT infrastructure at times of crisis
1

. 

During the review of the events experienced at Hospital 

Italiano de Buenos Aires (HIBA) and relevant literature [2,3], 

it has been noted that when all instances of “redundancy” and 

“control” designed to support and guarantee service continuity 

are exhausted, the institution’s own alternative procedures are 

implemented in order to protect all crucial information. The 

impact of technology and informatization on hospitals’ 

operating processes must be addressed as a complex process 

developed over time where an institution-wide transformation 

process is evident [3]. This process involves knowing and 

rating systems’ “life cycles”, as well as the importance of 

weighting the lessons learned from disasters and crises that 

                                                           

1

 Crisis or disaster recovery, such as power failures, general hardware 

failures, logical or physical breaks in data connections, or downtimes 

planned for application updates. 

may jeopardize patients’ data management. In order to offer 

continuity of patient care, technology is useful if the 

regulation, standardization, and protection of critical operating 

processes and relevant information are solved beforehand [4]. 

Therefore, it is essential to make periodic adjustments to the 

action plans designed by the institution for contingencies. The 

objectives of this study are to describe the redesign of the 

contingency plan of the Electronic Health Record (EHR), as 

well as to know the users’ perceptions of it. 

Materials and Methods 

Background 

The HIBA is a high complexity teaching hospital founded in 

1853. It is member of a nonprofit health care network that runs 

a second hospital, 25 outpatient clinics, and 150 doctor’s 

offices distributed throughout the city of Buenos Aires and the 

surrounding metropolitan area. This infrastructure also 

includes 750 hospital beds, 200 of which are prepared for 

intensive care, 1200 home care beds, and 41 operating rooms. 

The network is composed of 2800 physicians, 2800 health 

care agents, and 1900 management and administration staff.  

A Health Information System has been gradually implemented 

since 1998, based on an in-house development process where 

medical and administrative information is managed from data 

gathering to data analysis. A modular, patient-centered, web-

based EHR focused on problems, and known as ITALICA, 

has been implemented by the hospital. This EHR may be used 

to register outpatient care, hospitalization, emergencies and 

home care related data.  

There is a formal procedure that defines the actions and forms 

of communication for maintenance of the processes while the 

EHR system recovers from a significant disruption.  

This procedure was implemented in planned and unplanned 

downtimes. The procedure was tested during the following 

year, and after every downtime there were meetings with key 

users of the EHR system in order to learn of the impact to the 

workflow. Since the preliminary results showed inefficient 

communication, the procedure was redesigned.  

The key users involved the most critical processes of the 

hospital, such as the Emergency Department, Laboratory, 

Nursing Department, Patient Admission area, Imaging 

Department; and specialized areas of the Health Informatics 

Department (HID) such as the Help Desk, Software 

Engineering, Clinical Informatics, and Policies & Procedures 

involved in the development process and operations for the 

activation and deactivation of the Plan. The IT Contingencies 

team is composed of key users of the EHR and members of 

the HID staff. 
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Definitions 

For the purpose of this research, the following definitions 

were used (see Figure 1):  

• Patient Care Continuity [5]: Different aspects 

referred to the treatment to be applied to a specific 

health condition, from both chronological and 

geographical standpoints.  

• IT Contingency Plan: A program detailing the 

methods and means necessary to control risk in 

information systems and to minimize negative 

consequences.  

In this paper, we have analyzed the “high availability” and “IT 

Contingency Plan” concepts as two different yet 

supplementary notions. The “high availability” and “IT 

Contingency Plan” principles are IT management tools that 

represent the purpose of “continuity”. The first concept refers 

to technology and information systems-based mechanisms, 

while the second one secures continuity based on alternative 

procedures that encompass all of the hospital’s resources, 

including paper records of patients’ medical evolution.  

 

 

Figure 1 - Institutional Framework for Continuity Care 

The redesign process is diagrammed in the following figure 

(see Figure 2). The first step was the SWOT analysis of the 

original procedure. A survey administered to key users was 

the next step. Finally, a new version of the survey was 

designed and validated by a committee of experts.  

 

 

Figure 2 - Global Chart of the Redesign Process 

Redesign 

A SWOT analysis (see Table 1: strengths, weaknesses, 

opportunities and threats) was performed to redesign the 

procedure, and four possible implementation strategies were 

prepared
2

. Additionally, the work structure applied was based 

on rules and standards.  

On the one hand, the NIST special publication 800-34 [6] and 

the guidelines for Contingency Plans preparation and drafting 

were considered to structure the Contingency Plan 

management and coordination; and on the other hand, the ISO 

22301:2012 standard about “business continuity” management 

was considered to approach the “Plan-Do-Check-Act” [7] 

process applied to plans and procedures maintenance. Even 

though COBIT Management Guidelines [8] were considered, 

this paper is focused on users' needs. 

Table 1 – SWOT Analysis of the Procedure of the Contingency 

Plan of EHR N°98/12 01 00 

Strengths Opportunities Weaknesses Threats 

Technical 

capabilities of 

key areas of 

the HID 
The Institution 

has specialized 

technicians 

and analysts to 

define 

processes and 

procedures 

Lack of a 

clear position 

that handles 

the 

coordination 

and 

supervision to 

ensure the 

effective 

conduction of 

the 

proceedings 

Facing 

crisis and 

contingencies

, regarding 

critical 

services, is 

a process 

that relies 

on "key 

actors" 

Includes a 

flow of 

communication 

for the 

activation and 

deactivation of 

the plan 

Use of 

software 

especially 

designed for 

contingencies 

There is an 

institutional 

interest in 

reviewing 

plans based on 

the Policy 

"Continuity of 

Patient Care" 

The 

procedure 

should clarify 

the active or 

passive mode 

of the 

workflow by 

the Resident 

on duty 

The level of 

participation 

of critical 

sectors in 

post-

contingency 

meetings 

does not 

meet the 

expectations

Clearly 

defined times 

of response 

EMFC-SWOT [9] Matrix results (Explore, Maintain, to Face, 

Correct) were obtained as a result of the SWOT analysis 

performed (see Table 2). 

Impact assessment  

With an adapted survey [10], key users assessed the impact of 

the new strategy. The redesigned procedure was evaluated 

after the unplanned downtime that took place on June 24, 

2014. 

With the findings of the first adapted survey and the literature 

review [11], a new version of the survey was designed. Once 

the preliminary list of questions was elaborated, the steps to 

follow were: (a) assessment by a committee of experts, (b) 

pretesting, (c) the validation itself, and (d) implementation. 

Pretesting was conducted with key users, who invited new 

users to participate in successive iterations. 

                                                           

2

 The analysis universe was the EHR Contingency Plan Procedure N° 

98/12 01 00. Strengths and weaknesses refer to the features of the 

procedure (internal environment), while opportunities and threats 

refer to the microenvironment context, in this case the HIBA. 
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The EHR system was affected by the unplanned downtime 

that took place on June 24, 2014. The post-contingency review 

was conducted on June 25 and July 17, 2014. 

Results 

Tests of the original procedure were conducted from 

December 2012 (formal publication) to June 2014. The post-

contingency documentation and data analysis were conducted 

between April and June 2014. 

As a major input, the SWOT analysis suggested a new 

allocation of responsibilities regarding procedural 

coordination and supervision. Strategies derived from the 

analysis were implemented and continue to be in place to-date 

(EHR Contingency Plan Procedure N° 98/12 01 01), taking 

into account the following strategic EMFC-SWOT Matrix that 

considers the four most relevant strategies to be followed: 

Table 2 – EMFC-SWOT Matrix. Strategies to correct 

weaknesses detected in the procedure 

Evaluation Strategy Action

w
e
a
k

n
e
s
s
e
s
 

Lack of definition in 

the coordination and 

monitoring of the 

process 

c
o

r
r
e
c
t
 

Develop a well-

defined functions’ 

framework 

I 

t
h

r
e
a

t
s
 

Strong dependency 

on "key actors" on 

critical services t
o
 
f
a

c
e
 

Develop a 

procedure for 

activation and 

deactivation of the 

Plan, and update 

the instruction 

manuals in critical 

areas 

I 

s
t
r
e
n

g
t
h

s
 

Use of software 

especially designed 

for contingencies 

m
a

i
n

t
a

i
n

 Expand the use of 

contingency 

focused 

applications to all 

critical services 

V 

o
p
p
o
r
t
u
n
i
t
i
e
s
 

There is a Policy for 

the Patient Care 

Continuity Plan e
x

p
l
o

r
e
 Develop a 

Standard / Policy 

on the IT 

Contingency Plan 

P 

I: Immediate application; P: Programmed; V: Viability 

should be studied 

New procedure 

The following recommendations are made based on the 

findings of the procedure’s post-contingency analysis: 

• Incorporating two new players: the IT Contingencies 

Committee
3

 (Plan management), and the Coordinator 

(general supervision of the procedure).  

• Redefining the role of the Clinical Informatics 

Resident, who will be responsible for managing 

communication between the technical team and EHR 

users.  

                                                           

3

 This is a department Committee formalized by Policy N° 73/14 IT 

Contingency Plan. The IT Contingencies Committee is made up of 

the Head of HID, the Deputy Head of HID, the Head of Clinical 

Informatics, the Head of IT, and the Head of Software Engineering. 

Findings of the first version of the survey 

The redesigned process was subjected to evaluation through a 

survey conducted post-contingency of the unplanned 

downtime of June 24, 2014. The survey showed: 

Table 3 – Survey Results. Unplanned downtime, included 

EHR: June 24, 2014. Post-Contingency survey: June 25 & 

July 17, 2014 

Questions A B C D E 

1. How 

downtime 

affected the 

workflow? 

Great 

Impact

Moderate 

No 

impact 

No 

impact

No 

impact

2. Were 

there 

problems to 

communicate 

with HID? 

YES NO NO NO NO 

3. How long 

did you wait 

to launch the 

Contingency 

Plan? 

10' Up to 5' 

Up to 

5' 

1 hour 1 hour

A: Imaging services Department; B: Laboratory; C: 

Emergency Department; D: Nursing Area; E: Admissions 

Validation of the second version of the survey 

The operationalization of variables and the questionnaire 

design were validated by the IT Contingencies Committee for 

the purpose of measuring users’ opinion on the redesigned 

procedure and how it affected their workflow from downtime 

to uptime. 

The new survey variables are: knowledge of the procedure; 

Plan implementation; user’s response capacity; accessibility 

during downtime; post-contingency data restoration; 

communication (between the HID and the areas); workflow 

impact; registration possibilities; and the time needed to 

activate the Plan.   

The pre-testing, started on January 19, 2015, assessed the 

post-contingency of the downtime planned for January 7, 

2015. This assessment was conducted by 12 representatives of 

the hospital’s critical areas or services. The pretesting resulted 

in the reorganization of questions and the modification of 

some words for a better understanding. 

The most important pretesting findings were related to 

communication, an alternative work plan, and training. Users 

perceived that communication with the HID has improved. As 

for planned downtime, they have recognized to have an 

alternative work plan when downtime occurs. As for 

unplanned downtime, they stated that training is necessary. 

Discussion 

This paper describes the analysis and actions taken to redesign 

the HIBA’s EHR Contingency Plan. It also provides answers 

to questions regarding the importance of regularly reviewing 

plans, as well as of formally describing a functions structure.  

The procedure’s redesign was changed while structuring 

functions, and it triggered the creation of an IT Contingencies 

Committee that comes into play in case of contingencies so as 

to facilitate the Plan’s management coordination, supervision, 

and communication. The original procedure showed the flow 

of activities were conducted so that the HID may activate and 
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deactivate the Plan, but it did not clearly describe the decision 

making process. Restructuring functions and responsibilities 

while redesigning the Plan turned out to be essential to 

providing the team with adequate leadership, and to make 

decisions despite the uncertainties proper of any contingency. 

According to the findings of the first version of the survey that 

was performed after the unplanned contingency, the workflow 

of the imaging services department was the most affected, as, 

unlike all other services, communications with the HID 

reported to be delayed. During the downtime period, most 

services used paper-based forms while only two services used 

the software and hardware specially designed to face the 

contingency.  

Although it may be assumed that recommendations made 

regarding the IT Contingencies Committee, the procedure’s 

supervision, and the coordination role to improve 

communication with all other sectors, will positively affect the 

Plan’s execution, these results may not be generalized, as the 

survey was only conducted on key users. In addition, the 

survey (see Table 3) was translated from English to Spanish 

and it did not take into account cultural differences, nor was it 

validated. The second version of the survey, although already 

validated by the Committee, is still being tested. The main 

findings of this study are from first survey and the pretesting 

step of the second survey. The final version is expected to be 

conducted on general users by June 2015, after correction and 

validation. 

As for the implications of the results, the need to regularly 

review procedures that are part of contingency plans becomes 

apparent in the systems’ “lifecycles”. These are not static 

procedures; they keep pace with the dynamics of IT systems 

that may change either gradually or abruptly as cutting edge 

technology moves forward. Therefore, the maintenance stage 

is an important part of the EHR Contingency Plan.  

An important aspect of this paper is how users’ needs have 

been approached. Despite the fact that authors do not pay 

much attention to this [12,13], it is important to consider users 

because they are in contact with the information system and 

are responsible for recording the patient's clinical evolution.  

Based on our findings, we suggest three future lines of work:  

1. Performing a new IT risk analysis to supplement the 

Standard on IT Contingency Plan and the institutional 

Standard/Policy on Continuity Plan; 

2. Conducting the EHR downtime survey validated by the 

IT Contingencies Committee; 

3. Developing contingency applications for internal 

support purposes (redundancy of elements). 

Because of the importance of EHR systems for hospitals [14], 

regularly reviewing the Contingency Plan designed for such 

system is paramount to achieve care continuity [15]. This 

review must include an efficient communication channel as 

well as a formal function structure that may support the 

decision making process. 

Conclusion 

First, it is important to recognize the dynamic aspect of 

organizations, which involves regularly reviewing their 

contingency plans; second, in order to make efficient 

decisions in a contingency scenario, it is important to have a 

structure in place that may guarantee the Plan’s direction and 

supervision. As for the approach, taking into account users is 

key to any Contingency Plan; as in any ideal situation, it is 

they who should guarantee that all the information needed to 

achieve care continuity will be recorded. 
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Abstract 

Any attempt to use IT to standardize work practices faces the 

challenge of finding a balance between standardization and 

flexibility. In implementing electronic whiteboards with the 

goal of standardizing inter-departmental practices, a hospital 

in Denmark chose to follow the strategy of “flexibility first, 

then standardization.” To improve the local grounding of the 

system, they first focused on flexibility by configuring the 

whiteboards to support intra-departmental practices. Subse-

quently, they focused on standardization by using the white-

boards to negotiate standardization of inter-departmental 

practices. This paper investigates the chosen strategy and 

finds: that super users on many wards managed to configure 

the whiteboard to support intra-departmental practices; that 

initiatives to standardize inter-departmental practices im-

proved coordination of certain processes; and that the chosen 

strategy posed a challenge for finding the right time and man-

ner to shift the balance from flexibility to standardization. 

Keywords: 

Standardization; Electronic Whiteboards; Organizational Im-

plementation. 

Introduction 

The design and implementation of IT systems in hospitals has 

received increased attention as a way to improve healthcare 

through standardization [1, 10]. The standardization of health 

data facilitates comparison between departments and hospitals 

which subsequently allows decision-makers to make informed 

decisions about best practices [11], while standardization of 

clinical practice has shown to improve quality and reduce pa-

tient harm [9]. The reach of standards can vary; some have 

global reach and have already been crafted (e.g. International 

Classification of Diseases), while others are national, regional 

or even more local (e.g. a department developing a list of di-

agnoses for their own use). Clinicians will often perceive 

standardization as an unwelcome constraint on their practice, 

and any attempt to standardize practices through the design 

and implementation of IT systems is faced with the challenge 

of balancing the need for standardization against the clini-

cians’ need for a technology that can support flexibility of use 

[2, 5]. Some have proposed to find this balance by first focus-

ing on standardization and then configuring the standards to 

the local context, or in other words: first standardize, then 

localize [2]. 

This paper reports a case where the reverse approach was cho-

sen. The case consists of the development of an electronic 

whiteboard system for hospitals in Region Zealand, Denmark. 

The system was designed in collaboration between a Norwe-

gian vendor, Region Zealand, and Roskilde University. In 

2009, the system was implemented at the four Emergency 

Departments in the region with the purpose of supporting their 

maintaining an overview of the patients at the department. The 

system is web-based and the basic layout of the whiteboards 

can be likened to a spread-sheet, with a row for each patient 

and columns displaying selected information about the patient 

such as triage level, room, chief complaint, responsible nurse, 

responsible physician, and current treatment activity (see 

Figure 1).  

In the beginning of 2013 the whiteboard system was intro-

duced at all departments in one of the hospitals in the region. 

The purpose of this implementation was to support and im-

prove inter-departmental practices through standardization. 

 

Figure 1 – The electronic whiteboard system. 
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Because the whiteboard system is highly customizable, the 

whiteboards could be configured to fit and support the prac-

tices in the wards. In order to circumvent resistance of a top-

down standardization attempt, it was decided to postpone 

standardization attempts and to focus on securing the local 

grounding of the system in the wards. Selected super users 

were appointed to be responsible for the implementation on 

their respective wards, which included configuring the system 

to support their intra-departmental practices. These super us-

ers were shown pre-configured templates (e.g. Figure 1) and 

were then trained to re-configure the templates; by adding or 

removing columns, deciding how data should be inserted and 

displayed and so forth. In addition, they were trained in how 

to configure views or filters that the other users could activate 

by clicking on a button; for example if the users wished to 

only see patients with a certain problem, or only patients in a 

certain part of the ward. 

The approach in the beginning of the implementation primari-

ly focused on flexibility and configuring the whiteboards to 

local contexts. When the system had been configured to sup-

port intra-departmental practices and had been in use for a 

while, the management facilitated activities where clinicians 

from different departments were called together to use the 

whiteboards as a starting point to negotiate standardization of 

inter-departmental practices. This paper investigates to what 

extent the chosen approach of “flexibility first, then standard-

ize,” which in the managers’ perspective has been a viable 

approach for finding a balance between standardization and 

flexibility in the implementation process. 

Related Work 

This section summarizes previous work in the following three 

areas: 1) the benefits and potential of standardization within 

healthcare; 2) the importance of developing technologies that 

support flexibility of use; and 3) the challenge of finding a 

balance between standardization and flexibility. 

Several studies have pointed to the potential benefits of stand-

ardization. Some have stressed the importance of standardiz-

ing health data in order to enable comparisons and thus to 

allow decision-makers to make informed decisions about best 

practices [11]. Others have found that the standardization of 

practice through protocols and checklists has shown to im-

prove quality and reduce patient harm [9]. It has also been 

argued that the development and implementation of IT holds 

the potential to improve quality and increase patient-safety 

through the standardization of otherwise error-prone work 

processes [1]. 

When designing and implementing technology, researchers 

have increasingly acknowledged that it is impossible to design 

a perfect system prior to actual use [2]. This acknowledge-

ment has motivated the development of approaches that allow 

for local customization and reconfiguration to be performed 

after the implementation of the technology, when the users 

have had the opportunity to use the technologies in their real 

work [3, 6, 7]. It follows that in order to support customiza-

tion and reconfiguration, the implemented technology must be 

configurable and flexible; in other words, it must allow for 

continued design-in-use [7]. Flexibility in this sense refers to 

developing technology that allows for further changes and 

reconfigurations as well as flexibility in the patterns of use 

[5]. However, most design-in-use approaches do not explicitly 

address the challenges that arise when the agenda of allowing 

flexibility clashes with the agenda of standardizing practices 

across departments, specializations and staff-groups. 

Although IT can potentially support standardization, clinicians 

may perceive the IT as a constraint on the way they usually go 

about their work on various wards. This is a well-known issue 

within the research area of information infrastructures [2]. In 

order for an inter-departmental IT system – like the one de-

scribed here – to be adopted by the clinicians, it has to be use-

ful in the local context [4]. The agenda of standardization in-

evitably is faced with the challenge of finding a balance be-

tween standardization and flexibility [2]. Finding this balance 

is, however, no easy task. In their study of the customization 

process of an electronic triage and tracking system that was 

configured to be used in eight Canadian emergency depart-

ments Bjørn et al. [2] realized that it was impossible to reach a 

shared (standardized) solution without constraining crucial 

work in the departments. They therefore proposed to find the 

balance between standardization and flexibility by first having 

actors from different departments focusing on how much can 

be standardized without constraining local flexibility and then 

focus on configuring the standardized template to the local 

context. In other words, they proposed the approach: first 

standardize, then localize [2]. The approach reported in this 

paper suggests the opposite: focusing on flexibility first and 

then standardization. In the following discussion, the chosen 

approach will be discussed and evaluated in relation to the 

approach proposed by Bjørn et al. 

Method 

The study was conducted at a medium sized hospital in Re-

gion Zealand, Denmark, where the author has followed the 

implementation and use of the whiteboard system for two 

years.  The study was approved by the hospital management. 

The findings are primarily based on semi-structured inter-

views with managers that on different levels have been re-

sponsible for managing the implementation process. Table 1 

provides an overview of the interviewed managers and their 

responsibilities. Local Coordinator 1 (LC1) was a nurse with 

special qualifications who in September 2012 was asked to be 

a system administrator and to support the implementation 

process. She held this position until December 2013. At the 

time of our study, LC2 was the local coordinator.  

Table 1 – List of Interviews 

Position Responsibilities 

Deputy Director of 

the Hospital 

Head of the local steering committee 

Regional Project 

Manager 

Managing the regional project 

Local Coordinator 1 Managing the local implementation process 

Local Coordinator 2 Managing the local implementation process 

Chief Physician  Managerial responsibilities within the sur-

gical department 

 

The interviews were semi-structured. An interview guide was 

sent to the interviewees prior to the interviews. The guide 

mainly revolved around the topics: what have the challenges 

been in regards to managing the implementation process and 

how have they been dealt with; what initiatives have been 

taken in order to achieve standardization; how have you dealt 

with the challenge of balancing standardization and flexibility. 

All five managers agreed to have the interviews audio-

recorded. The interviews were subsequently transcribed and 
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analyzed according to a grounded theory approach. Each in-

terview was coded using an open-coding process. The codes 

were registered in a spreadsheet along with a short description 

as well as an indication of which interview they originated 

from. The initial codes were then arranged and re-arranged 

through an iterative process until the three overall categories 

emerged: 1) Flexibility and the local: The facilitation of a us-

er-driven process focusing on local grounding to support in-

tra-departmental coordination; 2) Standardization and the 

global: The need for managerial support when standardizing 

inter-departmental coordination; and 3) The challenges of 

balancing these two concerns. 

Results 

Flexibility to Achieve Local Grounding 

Even though the purpose of the implementation was to sup-

port and standardize inter-departmental practices, it was de-

cided to focus first on achieving the local grounding of the 

system through a user-driven process. The message that the 

management wanted to send to the users was: “We have been 

saying: we know that you are doing a great job. We know that 

you have the knowledge, competences and the abilities to 

make this even better.” (project manager). The initial focus 

therefore concentrated on supporting the wards in configuring 

the system to support intra-departmental practices. 

A nurse with special qualifications from the surgical depart-

ment was appointed as local coordinator. She was trained to 

be a system administrator and was asked to support the im-

plementation process and to train selected users in configuring 

and using the system. During the fall of 2012, hospital man-

agement asked the hospital department managers to appoint 2-

3 clinicians from each ward. These clinicians were given the 

responsibility of being super users. The super users’ responsi-

bility was to support the implementation process in their re-

spective wards by configuring the whiteboard and teaching 

their colleagues how to use it. The process of training the su-

per users to take on this responsibility started with workshops, 

where they were trained in configuring the whiteboard. After 

these introductory workshops, super users were further en-

couraged to attend additional workshops, where they could 

come and receive support in configuring their whiteboards. 

These workshops were, however, optional and only the super 

users from some of the wards chose to accept the offer. When 

asked why these workshops were optional, the local coordina-

tor replied: “We wanted to say that we really do not have an 

agenda. Because you should bring your agenda to us! We are 

just here to help you, if you need help with changing the col-

umns, making filters etc.” (LC1).  Because the management 

chose to focus on flexibility first, the super users were given 

free reins as to how they chose to configure the whiteboards. 

According to the local coordinator, this strategy was chosen 

because it was expected to increase the chances of a success-

ful implementation if the super users (and the other clinicians 

in the ward) felt like they could influence the appearance of 

the whiteboards. However, because the system was intended 

to support inter-departmental communication, it was im-

portant to secure a basic level of standardization. There were, 

therefore, some columns that the super users were required to 

include in their configuration of the whiteboard. These col-

umns were referred to as “global columns” and displayed in-

formation like social security number, name, problem and 

plan. For some of these global columns, it was up to the super 

users to decide what and how data should be registered in 

them. When deciding how the problem-column should be 

used, some super users created a list of problems that were 

typical for their ward and the end-users were then required to 

choose one of these predefined problems when entering data 

into the column. On other wards, end-users were allowed to 

write free-text in the problem-column. 

The super users were encouraged to configure the whiteboard 

system to support their intra-departmental practices by focus-

ing on their daily routines. The interviewed chief physician 

explained how he and the other super users from his ward had 

solved this task: ”Nurses, secretaries and I […] defined what 

we wanted to see in the morning. Those 20-25 patients that we 

were going to treat. We wanted to get an overview. You had to 

look at your workday and say: how do we configure this to 

our work while simultaneously realizing that you may need to 

change your organization.” (Chief physician). This quote 

shows that the super users were not oblivious to the fact that 

even though they focused on configuring the whiteboards to 

their existing practices, they also realized that the whiteboards 

would potentially change the way they went about their work. 

The chief physician explained that he saw this configuration 

process as a fantastic opportunity, because it was the first time 

that he had participated in an implementation process where 

he had an opportunity to say what he wanted the system to 

look like. According to the local coordinator, many wards 

succeeded in configuring the whiteboards to support their in-

tra-departmental practices. 

Increased Standardization 

It did, however, become increasingly clear to the clinicians 

that there was a need for increased standardization, if the sys-

tem was to be used to support inter-departmental practices. 

Even though the super users had been required to include the 

global columns in order to enable inter-departmental commu-

nication, they could – if they felt that one of these columns 

was less important on their ward – choose to configure their 

whiteboards in such a way that these columns were not easily 

seen (and therefore typically ignored) by the clinicians on 

their ward. Additionally, most wards made frequent use of the 

predefined views that the super users had configured and the-

se views only displayed selected columns. Because the white-

boards differed from ward to ward, clinicians in one ward did 

not know what clinicians in others wards actually saw: “Eve-

rybody was like: I want it to be like this and I want the col-

umns to be there and the views to search for that and that. 

And yes, the message was: you can get what you want. But 

when we wanted to communicate then we discovered that we 

couldn’t. The information that I put into the system did not 

reach the intended receiver.” (chief physician). The chief 

physician pointed out that because of the lack of standardiza-

tion with regards to columns and views, the super users real-

ized that if they wanted to ensure that the information on the 

whiteboard reached the intended receiver, they had to cooper-

ate with super users in other wards: “If anyone wanted to in-

form another ward or group about something, then you had to 

say [to the super user in the other ward]: you have to modify 

your filter to include information from this field.” (chief phy-

sician). Thus, even though information was entered into the 

system with the intent of sharing it with another ward, the lack 

of standardization in terms of the appearance of the white-

board meant that the system in practice could not be used to 

support inter-departmental communication.  

As it became increasingly clear to the clinicians that there was 

a need to increase standardization, the management also be-

came increasingly aware that it was time to constrain the flex-
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ibility that had been given to the wards. Therefore, super users 

and management across departments gathered to negotiate and 

agree on rules about how to configure and use the white-

boards to support inter-departmental communication.  

It was decided to take a more top-down approach in order to 

initiate the standardization of selected inter-departmental work 

processes: “We said: well, let us try to focus on certain work 

processes and then get some common ground regarding how 

we want it to be.” (LC1). The first example of the standardiza-

tion of such an inter-departmental work process concerned the 

boarding of patients for surgery. The local coordinator con-

vened managers and super users from the relevant depart-

ments to discuss how the boarding should be supported by the 

whiteboard: “And they really got up to a discussion (…) and I 

thought, how can I close this discussion! (...) But in the end of 

the first meeting, they were about 80% in agreement.” (LC1). 

After a few more meetings, the involved clinicians agreed on 

a standard checklist that entailed 7 steps that were required in 

order to secure a safe transfer for patients that needed surgery. 

When all 7 items on the checklist had been checked, the pa-

tient could be transferred from the ward to the OR. The local 

coordinator configured the whiteboard to include this check-

list to support the agreed inter-departmental work process. 

The standardization of the boarding of patients for surgery 

thus required super users and the management from several 

relevant departments to agree on a standard. When this stand-

ard had been agreed upon however, the work of implementing 

the standard still remained: the clinicians in the departments 

had to be trained in adhering to the standard and using the 

whiteboard in a structured way. For a few weeks, the clini-

cians could use both the old way of boarding patients (fax and 

phone) and the new way through the whiteboard. After a trial 

period, it was decided by the hospital management that all 

patients had to be boarded through the whiteboard. The pro-

cess of using the whiteboard as a starting point to standardize 

inter-departmental work processes has subsequently also been 

used in other areas (for example for ordering physiothera-

pists). Presently, the hospital is pilot testing a new checklist in 

the whiteboards to be used in the referral of patients from the 

ED to other departments. The new checklist has also been 

designed based on a standardized practice that clinicians from 

relevant departments have agreed upon. The region now plans 

to implement these standards in other hospitals in the region, 

where the whiteboards are presently being implemented. 

Another important issue in regard to standardization has to do 

with the standardization of data and how the whiteboards can 

be used to generate statistics about the workflow in depart-

ments and hospitals. Presently, the region is working to gener-

ate regional standards with regards to the content that is regis-

tered within the columns. This includes the generation of lists 

of classifications that the clinicians can choose from rather 

than typing free-text. According to the present local coordina-

tor, there has been a wish to work on these classifications for 

a long time, but the whiteboards have been a catalyst for fo-

cusing on and negotiating much needed standardization across 

departments and hospitals in the region. 

Balancing Flexibility and Standardization 

When the whiteboards were implemented, the hospital man-

agement chose to pursue a bottom-up approach to improve the 

chances of local grounding. In this first phase, the focus was 

on flexibility, where the super users seemingly were given 

free rein to configure the system to support intra-departmental 

practices. When local grounding had been achieved, the man-

agement decided to proceed with the actual goal of standardiz-

ing inter-departmental practices. Several of the interviewed 

managers reported how it had been a challenge to make the 

transition from flexibility to standardization: “When do you 

go from saying: use it, if it makes sense for you – to saying: 

Use it! When do you make that switch?” (project manager). 

The deputy director felt that the transition was dependent up-

on whether the system was in use in the wards: “When the 

basic use of the system is widely grounded in our organization 

(…) then we need to cut back on the free reins and work to 

control how we use the whiteboards.” (deputy director). Thus, 

the management should not focus on standardization until the 

system was being used to a sufficient degree in the wards.  

The interviewed managers stressed that the standardization of 

inter-departmental practices had been highly dependent upon 

the engagement of the top management in the hospital. The 

deputy director stated that he too was aware of the importance 

of the top management’s engagement and therefore recently 

made an official announcement that all departments are re-

quired to use the whiteboards to a certain degree and for se-

lected practices. According to the initial local coordinator, the 

work to standardize inter-departmental practices prompted a 

shift in the managerial approach: “It resulted in the use of 

some coercion. When we put these work processes into the 

system, we removed the old way of doing it. It was like saying: 

It is no longer a question of whether you want to or not. This 

is now the way to do it!” (LC1). In order to agree on inter-

departmental standards and to get the clinicians to adhere to 

them, the hospital management and the local coordinator 

chose to use some coercion and hence to constrain the flexi-

bility that had been central in the first phase of the process. 

The shift from flexibility to standardization also brought forth 

a shift in challenges. The deputy director explained that when 

the implementation was driven by super users, the main chal-

lenge was to reach decisions about inter-departmental practic-

es. He did however also see the approach as a promising in-

vestment: “It has some clear advantages in that you get to 

develop things that are clinically relevant.” (deputy director). 

With a more management-driven process, it is easier to make 

decisions about inter-departmental issues but it can be a chal-

lenge to foster good (clinically relevant) ideas: “How do we 

make sure that we foster good ideas? How do we make sure 

that we realize what the best practice actually is?” (deputy 

director). He therefore saw the importance of continued close 

cooperation with super users on every ward and setting up the 

proper forums to secure a bottom-up flow of knowledge and 

good ideas from the clinicians (in terms of how the white-

boards could be used to develop and standardize intra- and 

inter-departmental practices). 

Discussion 

As shown in the preceding section, the chosen strategy for the 

implementation of the whiteboards, in terms of finding a bal-

ance between standardization and flexibility, was one of “flex-

ibility first, then standardize.” The following discussion will 

focus on whether this approach was a viable alternative to 

Bjørn et al. [2] approach of first standardize, then localize. 

In the first phase, the management chose to focus on flexibil-

ity by facilitating a user-driven approach and refraining from 

setting too many criteria for the super users. On many wards, 

this meant that enthusiastic super users welcomed the configu-

rability of the system as an opportunity to influence both the 

appearance and the use of the system in their daily work. The 

decision to achieve local grounding before standardization 
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meant that the whiteboards were perceived as useful by the 

clinicians on wards, where super users had successfully con-

figured the whiteboards. When the implementation entered the 

second phase, standardization, clinicians had already adopted 

the whiteboards in their local context and were becoming in-

creasingly aware of the need for negotiating standards across 

wards. Even though this standardization process meant that 

some super users felt that they had to roll-back some of their 

changes, they acknowledged the standardization as a necessity 

if the whiteboards were to support inter-departmental coordi-

nation. 

Due to the management in the first phase (flexibility) choos-

ing not to set (or reveal) their agenda or boundary conditions 

for the change process, the super users in some wards never 

managed to incorporate the whiteboards into local practices; 

they simply did not know what was expected of them. Several 

of the managers acknowledged that the users had been given 

too much flexibility and too little direction. Their explanation 

was that the hospital management wanted the process to be 

user-driven. This however points to a somewhat misunder-

stood notion of what is required to manage a user-driven pro-

cess. Within the tradition of Participatory Design, which is 

one of the central user-driven disciplines, it has been high-

lighted as to how important it is that the participants in the 

design have “close links to project management” [8]. Accord-

ing to Simon [12], an open-ended design process requires 

more of the users than a process with clear directives and she 

therefore argues for helping users in user-driven processes by 

“scaffolding” their participation. The management of user-

driven processes thus requires the provision of supportive 

resources, tasks, and guidance upon which the super users can 

build their confidence and abilities. 

When the management took more control in order to address 

standardization, they stated that there was a shift, where the 

process could no longer be driven by users; rather, the users 

had to be told what to do and how to use the whiteboards. In 

the light of the aforementioned scaffolding perspective, one 

might argue that both flexibility and standardization rely on 

the management scaffolding (super) users’ participation in 

terms of how to use the whiteboards to improve and develop 

intra- as well as inter-departmental practices. When the deputy 

director stressed the importance of setting up forums to secure 

a continued bottom-up flow of knowledge and good ideas 

from clinicians, he was basically talking about how to scaffold 

a user-driven change process. 

Conclusion 

When implementing IT in an attempt to standardize inter-

departmental practices, this study suggests that it can be a 

viable strategy to focus on flexibility first, then 

standardization. The first phase, flexibility, was succesful in 

terms of configuring the whiteboards to secure local 

grounding in most wards. In hindsight, however, several 

managers stated that the users had been given too much 

flexibility and too little direction. In the second phase, 

standardization, it was an advantage that the whiteboards had 

been widely adopted and that users experienced the need for 

standardization. The strategy also poses challenges in terms of 

managing the user-driven process, scaffolding the clinicians’ 

participation, and in finding the right time and manner to 

transition from flexibility to standardizaiton. 
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Abstract 

From 2007 through 2014, the authors participated in the 

implementation of open source hospital information systems 

(HIS) in 19 hospitals in Rwanda, Burundi, DR Congo, Congo-

Brazzaville, Gabon, and Mali. Most of these implementations 

were successful, but some failed. At the end of a seven-year 

implementation effort, a number of risk factors, facilitators, 

and pragmatic approaches related to the deployment of HIS in 

Sub-Saharan health facilities have been identified. Many of 

the problems encountered during the HIS implementation 

process were not related to technical issues but human, 

cultural, and environmental factors. This study retrospectively 

evaluates the predictive value of 14 project failure factors and 

15 success factors in HIS implementation in the Sub-Saharan 

region. Nine of the failure factors were strongly correlated 

with project failure, three were moderately correlated, and 

one weakly correlated. Regression analysis also confirms that 

eight factors were strongly correlated with project success, 

four moderately correlated, and two weakly correlated. The 

study results may help estimate the expedience of future HIS 

projects. 
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Introduction 

HIS implementation has gained momentum in Sub-Saharan 

Africa in the past decade. In the period from 2007 to 2014, the 

authors participated in the implementation of the open source 

OpenClinic GA HIS [1] in 19 hospitals in Rwanda, Burundi, 

DR Congo, Congo-Brazzaville, Gabon, and Mali. Many of 

these implementations have been successful, but some of them 

turned into failures. Introducing HIS proved to be a complex 

process. There was no single standard pathway to successful 

implementation. Sometimes what failed in one health facility 

seemed to work very well in another one. In the beginning, 

many solutions had to be discovered by trial and error. 

Nevertheless, at the end of a seven-year implementation effort 

a number of risk factors, facilitators, and pragmatic 

approaches related to the deployment of HIS in Sub-Saharan 

health facilities have been identified. These elements have 

been categorized in the following classes: 

• Infrastructure 

• Patient administration 

• Financial information management 

• Reason for encounter and diagnostic coding 

• Medical record management 

• Lab information management 

• Medical imaging 

• Reporting and statistics 

• Systems integration 

• Project management issues and human factors 

Many of our findings were in line with earlier publications 

that shed light on isolated aspects of health information 

system issues [2,3,4,5] and environmental country-specific 

problems [2,6,7]. Many of the issues that were encountered 

during the OpenClinic GA implementation process were not 

technical, but could be brought down to human, cultural, and 

environmental factors. Although such issues were frequently 

irrational and hard to solve, they seemed to be fairly predictive 

in determining the success or the failure of a project. In order 

to formally evaluate the predictive value of these human 

factors in our HIS implementations in the Sub-Saharan region, 

a retrospective, descriptive, and semi-quantitative study has 

been set up. 

Materials and Methods 

In the course of the 19 HIS implementation projects, 

implementation logbooks have systematically been kept that 

document a wide range of problems that arose, solutions, and 

workarounds, as well as the results that were obtained from 

implementing the solutions. Analysis of the logbooks—which 

included feedback from the local project managers in the 19 

health facilities—resulted in the identification of the 

aforementioned 10 different classes of issues. The Project 

Management Issues And Human Factors class consisted of a 

list of 14 factors that could potentially be related to project 

failure and 15 factors that were potential candidates for 

predicting sustainable implementation success. 

A global project implementation success score ranging from 0 

(complete failure) to 5 (complete success) has been awarded 

to each of the 19 health facilities in our research. This score 

was derived from the level of agreement expressed by the 

hospital management staff and an external evaluator with a 

series of six statements ranging from 0 (completely disagree) 

to 5 (completely agree): 

1. All goals which have been set out in the project scope 

have been achieved. 

2. All project results have been delivered in time. 

3. All intended users have been trained and are using the 

system. 
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4. The health information system implementation 

contributed to the improvement of health facility 

productivity. 

5. The health information system has contributed to 

quality improvement of health care services. 

6. The health facility is able to self-support post-project 

operational costs related to the health information 

system. 

For every health facility, a score was then allocated 

representing the relevance of each of the 14 failure and 15 

success factors. Scores ranged from 0 (irrelevant) to 5 (of 

highest importance) and the scoring of each factor was the 

result of a consensus between local health facility 

management and an external implementation evaluator. An 

average risk level score was then calculated for each health 

facility based on the average failure factor scores that were 

previously allocated. Similarly, the average score for the 

success factors was called the opportunity level. Finally, 

correlations were calculated between individual factors and 

project success scores. 

Results 

Implementation Failure Factors 

Several authors have published extensive lists of potential 

pitfalls and failing factors for HIS deployment in developing 

countries. In 2002, Heeks [8] drew a rather pessimistic view of 

the health informatics landscape in the developing world 

mainly based on a perceived mismatch between information 

systems design and local user actuality. In our HIS 

implementations, we specifically tried to address issues related 

to such implementation gaps. Failure factors identified in our 

research substantially differed from Heeks' and other authors’ 

[4,5] observations. What follows is a tabular summary of a 

number of factors that could be predictive for eventual project 

failure (Table 1). Predictive values show the correlation r with 

global project success and the p-value for the F-test on the 

regression with a confidence level of 95%. Significant 

correlations below 0.60 are labeled as having low predictive 

value, between 0.60 and 0.75 moderate predictive value, and 

above 0.75 high predictive value. 

Table 1 – Project failure factors evaluation. 

Failure factor Description Predictive 

value 

1. Unclear goals When no clear 

definitions of an 

intended outcome exist, 

measurement of success 

becomes extremely 

difficult. False and 

unrealistic user 

expectations are very 

likely to generate a 

perception of project 

failure. 

r = 0.70 

p<0.001 

moderate 

2. Absence of a 

project champion 

Project champions are 

extremely important for 

aligning user behavior to 

set out project scope. 

Absence of a project 

champion often leads to 

disinterest and lack of 

user motivation. 

r = 0.70 

p<0.001 

moderate 

3. Resignation to 

poor health 

Hospital management 

resigning to the poor 

r = 0.81 

p<0.0001 

service quality health status of patients 

and accepting inadequate 

health care practice are 

bound to fail in 

implementing 

information systems. 

Implementations can 

only be justified by 

health services 

improvement. 

high 

4. Psychological 

factors 

Initial, often irrational 

user resistance and 

physician skepticism are 

predictive for slower 

implementation progress. 

r = 0.78 

p<0.0001 

high 

5. Organizational 

culture and silo 

mentality 

Health facilities 

composed of individual 

relatively autonomous 

departments with 

minimal perception of 

system-wide collective 

goals carry a risk of 

fractional 

implementation. Lack of 

trust can also play a 

pernicious role. 

r = 0.76 

p<0.001 

high 

6. Resistance to 

change and power 

shifts 

Documented resistance 

to change based on fear 

of losing a job or an 

advantageous position 

are often present in 

insecure working 

environments. If no 

measures are being taken 

to address such issues, 

partial or total project 

failure is more likely to 

occur. 

r = 0.74 

p<0.001 

moderate 

7. Time Unrealistic 

implementation 

timeframes are bound to 

fail. Another time factor 

relates to the fact that 

information and 

communication 

technology (ICT) tools 

should never lengthen 

the time needed for 

performing routine 

operations. Systems that 

reduce users' 

productivity will rarely 

survive. 

r = 0.90 

p<0.0001 

high 

8. Poor technical 

assistance 

In several sites, 

perceived technical 

assistance quality was 

directly correlated with 

overall users' system 

appreciation. Effective 

technical support is key 

to information systems 

being seen by users as 

dependable working 

instruments. 

r = 0.80 

p<0.0001 

high 

9. Insufficiently 

skilled staff 

Health facility staff with 

extremely low ICT skills 

are somehow predictive 

for failure as they add an 

r = 0.59 

p<0.01 

low 
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additional burden to 

training and user 

assistance, and increase 

funding requirements. 

10. Insufficient 

training 

Inadequately trained 

users provide inadequate 

results. Although such 

logic does not apply to 

ICT-based systems 

exclusively, often ICT-

training inadequacy is 

being translated into 

excessive system 

complexity. 

Additionally, continued 

training should address 

staff turnover. 

r = 0.77 

p<0.0001 

high 

11. Discontinued 

follow-up 

Users being left alone 

after initial start-up 

training creates a sense 

of disinterest. Result- 

oriented implementations 

must address the need for 

individual follow-up. 

r = 0.90 

p<0.0001 

high 

12. Poor mapping 

on prevailing 

practices 

ICT tools which are 

poorly mapped onto 

existing routines and 

practices will be 

abandoned in the end. If 

users fail to find personal 

interest in developed 

instruments, they will not 

use them. 

r = 0.27 

p = 0.26 

NA 

13. Perceived 

complexity 

Modules that contain a 

high level of perceived 

complexity will frighten 

many users and induce 

unnecessary resistance to 

change. ICT skills being 

scarce in Sub-Saharan 

Africa, complicated 

systems must be avoided. 

r = 0.77 

p<0.001 

high 

14. Low user 

satisfaction 

Low user satisfaction in 

the course of project 

implementation must 

always be considered an 

alarming element. In the 

case of clear user 

dissatisfaction, ongoing 

implementation should 

be reconsidered. 

r = 0.97 

p<0.0001 

high 

Global risk level Average score for all of 

the above failure factors. 

r = 0.95 

p<0.0001 

high 

 

Based on our study set, 9 of the 14 factors were strongly 

correlated with project failure, 3 factors were moderately 

correlated, and 1 factor had low predictive value. The 

evaluation of factor 12 (poor mapping on prevailing practices) 

produced no valuable output because too few health facilities 

faced this kind of issue. The calculated global risk level score 

demonstrated a strong, statistically-significant correlation with 

project success (Figure 1). 

 

Figure 1 – Risk level and project success regression. 

Implementation Success Factors 

Similar to the identification of failure risks, a list of elements 

that increase the likelihood of successful project 

implementation have also been isolated. A number of such 

factors has already been described by Hendricks [4] based on 

a review of 31 reports on electronic health records 

implementations in developing and developed countries. In 

our study results we found that many of the factors in 

Hendricks' report did not fit the Sub-Saharan healthcare 

reality. What follows is a tabular summary of a shorter list of 

success factors that applied to our own research experience 

(Table 2). 

Table 2 – Project success factors evaluation. 

Success factor Description Predictive 

value 

1. Broad staff 

enrollment 

When the majority of 

users at all levels of the 

health facility have the 

feeling of participating in 

the implementation 

effort, HIS can develop 

beyond the stage of 

being a management 

whim. 

r = 0.68 

p<0.01 

moderate 

2. Clear 

communication 

Clear, broad 

communication of the 

goals and the potential 

impact of the new 

technology on work 

organization helps to 

cope with resistance to 

change and distrustful 

mindsets. 

r = 0.85 

p<0.0001 

high 

3. Realistic 

timing 

Timing should be 

realistic enough to 

address reasonable 

stakeholders' 

expectations. A well-

planned implementation 

with a feasible schedule 

assures better 

synchronization between 

different projects’ tasks. 

r = 0.80 

p<0.0001 

high 

4. Progressive 

change 

management 

Big bang 

implementations where 

massive business process 

change is pushed through 

complex organizations, 

such as health facilities, 

is a dangerous practice. 

Gradual and progressive 

introduction of new 

modules often appears 

more successful. 

r = 0.70 

p<0.001 

moderate 
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5. Incentives Motivation of HIS users 

in the form of an official 

recognition, a small 

reward, or even a simple 

pat on the back have 

been found mainly in 

successful projects. 

r = 0.43 

p<0.07 

Not 

significant 

6. Business 

process 

reengineering 

ability 

The ability of a health 

organization to cope with 

necessary 

transformations of 

business processes that 

get in the way of 

information systems 

implementation is 

important for achieving 

the best productivity 

improvement. 

r = 0.81 

p<0.0001 

high 

7. Stakeholder 

consensus 

Optimally, HIS 

implementation must be 

in line with the goals of 

all stakeholders. 

Reorientation of project 

scope must therefore 

always be based on 

stakeholder consensus. 

r = 0.75 

p<0.001 

high 

8. Holistic 

approach 

Systems that efficiently 

integrate information 

from different 

departments better 

contribute to global 

business targets, such as 

generic patient health 

status improvement and 

hospital productivity. 

r = 0.82 

p<0.0001 

high 

9. Quick wins 

implementation 

Quick wins can 

constitute an essential 

step in bridging the start-

up gap between systems' 

potential and users' 

mistrust. They can 

greatly motivate users 

for continuing to invest 

in a project. 

r = 0.91 

p<0.0001 

high 

10. Sufficient and 

continued 

training 

Users' needs for training 

must always be 

considered seriously. 

Users who feel 

comfortable with the 

system's operating 

procedures show a more 

positive attitude towards 

the project, resulting in 

better outputs. 

r = 0.68 

p<0.01 

moderate 

11. Clinician and 

ICT staff 

intermediaries 

The presence of health 

IT experts can resolve 

many communication 

errors between IT 

technicians and clinical 

staff pro-actively. This 

can reduce frustration 

and inadequate allocation 

of development time. 

r = 0.54 

p = 0.02 

low 

12. Consideration 

of prevailing 

practice 

HIS should never dictate 

users' business processes, 

but rather adapt to the 

actuality of the activity 

they support. Doing so 

r = 0.56 

p = 0.01 

low 

can transform these 

systems into highly 

valued instruments that 

facilitate work. 

13. Adequate 

technical 

assistance 

Many users don't mind 

facing technical 

problems once in a 

while, as long as these 

can be quickly and 

effectively addressed by 

technical support staff. 

Unresponsive support 

staff can compromise 

project survival. 

r = 0.85 

p<0.0001 

high 

14. High 

measured user 

satisfaction 

Obviously, a high level 

of user satisfaction being 

measured in the course 

of project 

implementation is a 

strong indicator of 

important user concerns 

being appropriately 

addressed. 

r = 0.94 

p<0.0001 

high 

15. Perceived 

user-friendliness 

Simplicity and suitability 

of user interfaces for 

performing frequent 

tasks are generally 

perceived as user-

friendly, which improves 

user acceptance and 

reduces initial resistance 

to change. 

r = 0.69 

p<0.01 

moderate 

Global 

opportunity level 

Average score for all of 

the above success 

factors. 

r = 0.91 

p<0.0001 

high 

 

Regression analysis confirms 8 factors are strongly correlated 

with project success, 4 factors have a moderate correlation, 

and 2 factors have a weak correlation. The average 

opportunity level also strongly and significantly correlates 

with project success (Figure 2). For factor 5 (incentives), no 

statistically significant relationship to eventual project success 

can be demonstrated. 

 

Figure 2 – Opportunity level and project success regression. 

Conclusion 

The developed failure risk assessment scheme confirmed, to a 

large extent, the relevance of the failure risk factors we 

extracted from many interviews with several hundred health 

facility users. As expected, the user-oriented nature of the 

OpenClinic GA HIS led to results that were substantially 

different from data that had been previously published by 

other authors [4,8]. This mainly resulted in a low predictive 

value of risk and success factor 12 (mapping on prevailing 

practices) in our study sample. 
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Although every health facility constitutes a specific case and 

no absolute information can be derived from the listed risk and 

success factors, they may offer some grip for estimating the 

potential expedience of future HIS projects that are being 

considered. 
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Abstract 

Digital technologies are being used as part of international 

efforts to revolutionize healthcare in order to meet increasing 

demands such as the rising burden of chronic disease and 

ageing populations. In Scotland there is a government push 

towards a national service (Living It Up) as a single point of 

reference where citizens can access information, products and 

services to support their health and wellbeing.  The aim of the 

study is to examine implementation issues including the 

challenges or facilitators which can help to sustain this 

intervention. We gathered data in three ways: a) participant 

observation to gain an understanding of LiU (N=16); b)  in-

depth interviews (N=21) with stakeholders involved in the 

process; and c) analysis of documentary evidence about the 

progress of the implementation (N=45). Barriers included the 

need to “work at risk” due to delays in financing, inadequate 

infrastructure and skill-set deficiencies, whilst facilitators 

included trusted relationships, champions and a push towards 

normalisation. The findings suggest that a Scottish ehealth 

service is achievable but identifies key considerations for 

future large scale initiatives.  

Keywords: 

eHealth; Chronic Disease;Wellness Programs; Implementation 

Introduction 

Population ageing in the 21st century is a major issue with the 

World Health Organisation (WHO) forecasting that the 

number of people aged 60+ around the world is set to reach 2 

billion by 2050 [1]. This represents the fastest growing age 

group anywhere in the world.  While, this can be seen as a 

cause for celebration,  ageing is changing the shape of society 

and therefore introduces enormous challenges, particularly in 

relation to the provision of health and social care services to a 

population with increasingly complex needs.  A consequence 

of this demographic shift is the increased prevalence of non-

communicable diseases (NCD) associated with ageing; also 

known as chronic diseases. Each year NCDs are the cause of 

36 million deaths; in Scotland 60% of all deaths are 

attributable to a chronic condition and they account for 80% 

of all general practice consultations [2,3,4]. This has major  

implications for primary care provision within the United 

Kingdom (UK) as 90% of all patients’ interaction within the 

National Health Service (NHS) ‘starts and ends in primary 

care’[5]. Current models of care are unsustainable, costly and 

inadequate. There is a need for innovative approaches and 

solutions which can meet the demands of a fragmented 

system. The Scottish government aim to be at the forefront of 

innovation in becoming a “world class digital nation by 2020” 

with policy intending to  help people to live longer and 

healthier lives at home or in a homely setting using digital 

technologies as an enabler [6]. The focus within primary care 

is on prevention, supported self-management and patient-

centred holistic care. Healthcare is a lucrative and expanding 

market and the call to revolutionize it using digital technology 

has been seen as a key driver in creating innovation. However 

one of the most critical issues impeding previous efforts has 

been the gap between what we know can optimise health and 

wellbeing to what actually gets implemented in everyday 

practice. This has been referred to as a ‘translational gap’ 

where the normalisation of an intervention commonly fails 

[7]. The purpose of this study is to report on the mid-point 

views of stakeholders’ on the factors which can promote or 

inhibit successful implementation of a large-scale digital 

health and wellbeing programme (Living It Up) across 

Scotland.   

Materials and Methods  

Participant Recruitment & Data Collection 

In order to gain a wide range of perspectives and obtain a 

holistic picture of the implementation journey  we contacted 

via email a purposive sample of stakeholders (N=16),  

representing local, national and international organisations.  

This sample spanned six sectors (industry, health and social 

care, housing, education, voluntary and statutory), all working 

together as a collaborative consortium within the Living It Up 

(LiU) project. Qualitative studies of stakeholders views are 

important to understand factors which affect implementations 

on the ground, for example a study on EHRs in Sweden 

identified discrepancies between the views of professionals 

and consumers which affected EHR utility and uptake of a 

national system designed to improve health provision [8].  

Data Collection 

Ethical approval for this study was obtained from the 

University of Glasgow, College of Medicine, Veterinary and 

Life Sciences Ethics Committee  (2000130029). We collected 

and triangulated multiple sources of data through: a) 

prolonged participant observation; b) semi-structured 

interviews; and c) collection of a wide range of documentary 

evidence. Participant observation in this study involved two 

components: 1) observing monthly stakeholder meetings and 

2)  collecting data from  quarterly meetings held between 

stakeholders (key informants) and researchers which served a 

primary purpose of capturing the changing face and shape of a 

digital health and wellbeing service which started as a ‘blank 
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canvas’. These translated to a total of N=16 participant 

observation sessions over a period of 14 months (October 

2012 to December 2013) and approximately 62 hours of 

interaction. Secondly, we conducted a total of N=21 semi–

structured interviews (January to July 2014) which helped us 

identify and understand the barriers and facilitators to 

implementation. In order to capture both breadth and depth 

within the study we collected both a longitudinal and cross-

sectional dataset. The longitudinal data included follow-up 

interviews conducted with N=6 participants (project 

managers) at baseline and mid-point (after 6 months). N=1 

project manager resigned after 6 months and therefore we 

were not able to carry out their interview and this was not part 

of  our final dataset. The cross-sectional dataset included mid-

point interviews with N=10 participants that were service and 

technical partners involved in high-level strategic decision 

making. The interview questions were informed by 

Normalisation Process Theory (NPT)  [9] and each interview 

lasted approximately 60 mins. All interviews were transcribed 

verbatim and coded in addition the research team undertook 

‘data coding clinics’ where coding was discussed and agreed 

to ensure consistency and validity of the coding framework. 

Lastly, we collected N=45 multiple sources of documentary 

evidence such as Quarterly Progress Reports, Service 

Specifications, Alignment Interviews, Recruitment Reports 

and Evaluation Updates that were synthesised in order to 

capture and map out the implementation journey  and to create 

a ‘thick description’ of the project over time. These methods 

maximized our ability to grasp the subjective behaviours of a 

multi-stakeholder environment.  

Data Analysis  

Each transcript was subject to theory-led qualitative analysis 

with reference being made to the Ritchie & Spencer (1994) 

thematic framework for data interpretation (familiarization; 

identifying a thematic framework; indexing; charting, 

mapping and interpretation)[10]. NPT was used as the 

theoretical framework underpinning our study as it is widely 

advocated and cited as a robust explanatory framework which 

captures the ‘work’ of implementing, embedding and 

integrating new technologies or services into routine practice 

[11]. The framework makes reference to four key domains 

namely: Coherence, Cognitive Participation, Collective 

Action and Reflexive Monitoring. The first domain looks at 

the ‘sense-making’ work that people do individually or 

collectively in order to develop a shared understanding of a 

new intervention. The second domain reflects on the 

‘relational’ work that people do to encourage people to 

engage, buy-in and sustain a new intervention. The third 

domain simply refers to the ‘operational work’ that people do 

and what needs to be done to ensure that the new intervention 

works in a real-life setting. The final domain looks at the 

‘appraisal’ work that people do to assess and understand the 

impact of  a new intervention. We mapped our thematic 

findings to NPT in order to help us understand our data. The 

analytical process as a whole was facilitated using QRS Nvivo 

® Version 10.0.  

Results 

The Makeup a Scottish Digital Health & Wellbeing 

Service  

Living It Up (LiU) is part of a £37 million UK-wide project 

titled Delivering Assisted Living Lifestyles at Scale (dallas). 

The aim of dallas is to demonstrate how innovative 

technologies and services can be used for ‘preventative care to 

promote independent living and improve peoples lifestyles’ 

between June 2012 and May 2015 [12]. LiU is a digital 

platform (www.livingitup.org.uk) accessible via various 

modes of familiar technology, which aims to impact 55,000 

people aged 50+ approximately 10% of the total Scottish 

population to improve their quality of life and independent 

living. The project targets 5 specific geographical locations 

namely; West Lothian, Moray, Highlands & Islands, Forth 

Valley and the Western Isles capturing a mix of urban, rural 

and remote rural areas. LiU has been hailed as a ‘national 

ground breaking service’ by government representatives. It 

aims to help the citizens of Scotland find local, trusted and 

personalised information on services which can support health 

and wellbeing [13]. The platform was developed using a co-

design approach with intended users (members of the general 

public), creatives, technology designers and over 30 

organisations (Figure 1). The LiU deployment is being led by 

the Scottish Centre for Telehealth and Telecare (SCTT) and 

NHS 24 which are government bodies’ established with a 

purpose of facilitating the shift towards how health and social 

care services are provided, perceived and consumed.   

 

Figure 1 –International Stakeholders for Living It Up 

 

LiU is a platform  that provides consumers with access to four 

key services: Connect, Discover, Flourish and Shine. The first 

being a service which supports digital participation among 

communities in providing a means for people to remain 

‘connected’ with their friends and family as well as an 

opportunity to up-skill and  learn how to go about using 

technology. This service  enables users to remain ‘connected’ 

to their care-giver via Cisco Jabber Client video conferencing 

(VC) suite. The second service ‘Discover’ is based on asset 

mapping national and local information about organisations, 

services, activities and groups which consumers may find 

useful in meeting their needs. This service is powered by a 

national database called ALISS (A Local Information System 

for Scotland). This provides a personalised search and 

collaboration tool for users and enables organisations 

themselves to use it for sign-posting [13]. Users also have the 

ability to ‘rate’ services in an open format and share 

recommendations.  

Flourish provides a suite of interactive tools to support people 

in self-managing their chronic condition. This includes 

approved health information and advice, text messaging alerts 

and remote-monitoring services to help support people with 

conditions such as Heart Failure (HF). The final service 

‘Shine’ centres on community capacity building. It is 

advertised as the ‘front door’ to LiU.  This service taps into 

the value of the contribution that citizens can make to society. 
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The service provides a ‘profiling tool’ which enables people 

to identify, nurture and refine their individual skills and 

experience in a way to ‘give back’ to their local community. 

This approach is being used to help contribute to improved 

wellbeing and stronger, more connected communities. Users 

of LiU can access the entire platform free of charge and there 

is an opportunity to become a member which will present 

them with a personalised dashboard. The final aspect of this 

platform is the ‘Innovation Zone’ which provides a space for 

enterprise where companies can advertise new solutions, apps 

or products which require testing or exposure ultimately 

fostering wealth creation [13].  

Implementation Barriers 

Working at Risk 

This section provides an overview of the key mid-point 

themes that emerged as barriers during the national 

deployment of the LiU platform. A challenge amongst 

stakeholders in the beginning was to identify an agreed 

approach and direction. Due to the ambitious nature of the 

programme it was deemed important to engage with a wide 

range of different types of stakeholders. However, as this 

collaborative consortium combined a large number of 

organisations (local, national and international) from various 

backgrounds and with varying expertise, this introduced a 

degree of tension when  voicing opinions, settling agreements 

and making decisions. This, coupled with the use of a co-

design approach prolonged the design phases a great deal. For 

example, it was anticipated that a ‘soft launch’ of LiU would 

be live by March 2013 but in reality this occurred in 

November 2013 this attests to the scale of delay. Further to 

this, there were contractual difficulties which distorted the 

traditional tendering process and in order for stakeholders to 

proceed with their involvement in the project they usually had 

to ‘work at risk’ and obtain a letter of intent in relation to 

delayed financial payments. “There was a huge bureaucratic 

delay in getting the thing set up and a contract out… The 

project was officially meant to start in June…you know, as a 

delivery partner, we did not get a contract until the following 

January. So, you know, we worked at risk. You know… to try 

and be a good partner but, you know, for a business that's not 

satisfactory and that means that you can't commit all the 

resources you would like to when you don't know if you're 

going to get a contract”. “So, there's a slow start but what 

made it worse… was it took far too long to decide what LiU 

would be, you know…Our job was delivery of the 

requirement.  Now, it took probably a year to decide on what 

the requirement was”[LiU11]. “LiU works in quarters. The 

financial approval process is so far off the pace of the work 

process that it's not only late it's almost at the end of the 

process…There’s two things you can do as a supplier, one is 

you can say I’m not moving until I get approval…or else you 

can proceed at what’s called…working at risk. I’d say it's 

uncommon”[LiU20]   

No Complete End-to-End Testing Environment 

LiU aims to provide consumers with an integrated seamless 

journey of care. There was a consensus amongst stakeholders 

that delivering this vision was a complex process. Some 

partners worked in ‘silos’ within their organisations  and 

concentrated on a particular piece of work which meant that 

difficulties were only recognised when  that piece of work 

became integrated within the wider programme. This 

impacted the implementation process because there was no 

complete end to end testing environment across the entire 

programme. “So basically what happens is a supplier, a 

technical partner is used to the principle of building 

something and then they put it into their test environment and 

test it. Right…now the problem is until you have interlinked 

them you don’t know they are going to work. So supplier A 

could build product 1 and test it but when it goes live it might 

not work because of something that supplier B has running on 

their website…now it would cost a lot of money to build a 

complete end to end test environment”[LiU20].  

Inadequate Infrastructure – Challenging Boundaries  

In some cases, the ability to deliver the innovation meant that 

transformational re-modelling of the current care model was 

required.  This meant that LiU was being impeded in some 

aspects as current infrastructure was not suitable to adopt 

some elements of the platform.“I think we’re certainly ahead 

of the game. Looking at international markets and speaking to 

our counterparts in the UK I think this is very much a 

pioneering project. ..We’ve actually moved to a kind of model 

that’s maybe five years ahead of its time”. [LiU06] 

Educating  Stakeholders 

In a multi-stakeholder environment, the need for all LiU 

consortium members to have a shared sense of understanding 

required a level of learning. It was clear that some 

stakeholders required more ‘training’ than others which 

slowed down the implementation process as well as the 

concept of innovation as a whole. “There was a lack of 

understanding of digital technology and what it can do now.  

A lot of the people were not familiar with the use of digital 

technology and, you know, on the service side, the people that 

were designing the services did not themselves use this type of 

technology, so they were not pushing the boundaries” [LiU11] 

Designed for Local vs. International 

This national platform aims to become Scotland’s premier 

source for health and wellbeing; and  stakeholders wanted to 

become a beacon for other countries but faced a challenge in 

identifying how to go about that. Several issues emerged in 

identifying the customer and market which led to concerns 

that the consortium might be taking too myopic a standpoint. 

“The requirements were gathered from people in Scotland. 

Now, the market is not people in Scotland.  The market is 

outside Scotland...for LiU to be commercialised…to become a 

product or service that people will buy…it needs to meet the 

needs of people outside Scotland. The current users are in 

Scotland but the future users are not in Scotland…”“A big 

assumption was made that what suits Scottish people in the 

Scottish context will suit a world market and I think that's 

wrong”. “There's a fundamental mismatch.  [LiU11].  

Implementation Facilitators  

Trusted Customer – Supplier Relationship  

This section provides an overview of the key mid-point 

themes that emerged as positive enablers, or facilitators during 

the deployment of the LiU platform. The first being that over 

the course of the implementation, stakeholders developed a 

professional but friendly bond which changed the usual 

dynamics of the customer-supplier relationship. This 

introduced new ways of working in which representatives 

from sectors such as housing, healthcare and voluntary 

indicated that it helped drive the implementation forward. 

“Normally that relationship is one of customer–supplier, and 

the public service has a very thorough obligation to treat all 

private organisations equally.  You know, no favours, no 

special conditions and that’s fine when you’re trying to 

buy…you know…it’s a plaster. It’s just a question of who 
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makes the cheapest plaster that passes the requirements”. 

“But it’s not a good way of handling things when you want to 

do innovation, because with innovation you need trust, you 

need a relationship, you need the ability to be able to say, in a 

trusted way from one side, this is what we want, and the other 

side says, well this is what, at the moment what I can deliver, 

but maybe I can move towards that over the next six months.  

And that’s the only way that you can do joint innovation. And 

that’s basically what Dallas has delivered…”“We’ve moved 

from a customer–supplier relationship to a more of a partner 

relationship.  And I think that’s absolutely essential to solving 

some of these problems that we have in using technology to 

provide health care”. “So I don't want to just be the telehealth 

guy.  I’d hope we can be broader than that…”“I’d hope we 

don't go back to customer- supplier”. [LiU08] 
 

Iterative User Feedback Shapes Development 

Consumers have a crucial role as a stakeholder within the 

consortium as they are continuously consulted throughout the 

life cycle of the project in various ways both online and 

offline; and this provided an opportunity for grass-root level 

engagement and innovation to occur such as  personalisation 

of  health and wellbeing services. “Sometimes they’ll be 

giving the feedback on a one-to-one basis at workshop events 

and that goes through…we consolidate that…to shape the 

development of LiU. If they go through the digital portal 

then…that goes directly to support office who then again push 

that out …and see if things can be improved ”[LiU05] 

Local Champions Driving Implementation  

A key facilitator has been the establishment of local 

champions who are people that live in the target communities 

that either a) have a vested interest in co-designing LiU or b) 

have identified the value of LiU as part of their daily lives. 

They have been identified as a key driving force in creating 

awareness and encouraging regular people to buy-in to LiU. 

What I've done is I've been very lucky and I've got a great 

group, a core group of local community champions, who are 

basically... in a way, I'm leaving it to them, because I think it 

sells it better if it's coming from actual users.  So we've got 

one guy who's writing a regular blog about living with long-

term conditions, you know, he gives practical advice based on 

his own experiences, and that's been very popular with 

people, given it a human edge, if you like. [LiU07] 

Product Ownership & Business Opportunities  

It was largely agreed by small and medium-sized businesses 

(SMBs)  that working on a large national collaborative project 

such as LiU created new business opportunities and ventures. 

This helped to provide a platform in which the vision of 

wealth creation and innovation could be achieved. More 

importantly stakeholders were identified as product owners in 

different elements of LiU and therefore this enabled them to 

showcase this work as well as a ‘collection’ of individual 

works within their respective organisations; an opportunity 

that they may not have had without being part of LiU. “As a 

company we've had great benefit from being a part of this 

project because it has allowed us to establish a position in the 

individual health market and you know, we're working for 

Living It Up, we're working for all the Dallas projects.  So, 

we're not restricted to Living It Up, although that's given us 

opportunity” [LiU11] 

Push Towards Sustainability and Normalisation 

The push towards scaling LiU and making it sustainable far 

beyond the official end date of 2015 has positively influenced 

the implementation process. Stakeholders themselves are 

thinking long term but more importantly in ‘real-terms’ as to 

how LiU can be integrated into daily practices. This is a key 

overall positive factor in ensuring that the project as a whole 

is a success. “We're going to run some workshops, actually, 

just to see how health and care professionals can implement if 

there's some of the tools.  I mean, not all of them, but we're 

going to have just some of the tools that are relevant to them 

and their clients or their service users.  So we will be kind of 

running workshops in all of the areas just on how we can do 

that, and actually just get them to implement it in as part of 

their daily working” [LiU_15] 

Discussion & Conclusion  

This study explored the views, knowledge and understanding 

of stakeholder personnel and organisations involved in the 

deployment of an on-going national digital health and 

wellbeing project at scale in Scotland. The results of the study 

show that obtaining stakeholders views on factors affecting 

the implementation process provides valuable insights which 

can help to inform its future development  in becoming a 

sustainable service for Scottish citizens. A limitation of our 

work is the lack of data from end-users of the LiU services 

and the fact that  we are describing a deployment still “in 

process”, however a strength of this study has been the use of 

the NPT framework in capturing the ‘work of 

implementation’ as well as providing a basis for learning and 

critical reflection in understanding the valuable lessons that 

have been learned throughout this journey of implementation. 

The use of the NPT framework has helped us to highlight 

barriers and facilitators and we apply it here in order to 

interpret and synthesise our findings.   

Coherence  

This domain refers to the ‘sense-making’ work that people do 

individually or collectively in order to develop a shared 

understanding of a new intervention. It is clear that there was 

some difficulty experienced by stakeholders in developing a 

shared direction of travel due to several factors such as the 

number of stakeholders involved in the process, identifying 

requirements to match future need and having to ‘work at 

risk’. Although facilitators such as the creation of ‘trusted’ 

relationships and the move towards embedding this 

intervention into everyday practice has helped to overcome 

this barrier.  It seems that these risks were necessary when 

implementing a project which is at the forefront of innovation. 

Recent research has confirmed that having good existing 

relationships or links between senior management or strategic 

level players helps to improve communication among 

implementers as well as securing long lasting change [14]. 

Our findings within this domain clearly demonstrate the need 

to understand organisational cultures as a key ingredient and 

basis for any innovative digital health and wellbeing project.  

Cognitive Participation  

This domain refers to the ‘relational’ work that people do to 

encourage people to engage, buy-in and sustain a new 

intervention. A key barrier that needed to be addressed was 

lack of knowledge/skill-set deficiencies and the need to 

educate, upskill and train stakeholders in digital technologies 

as it was clear that not all stakeholders had the same level of 

understanding. This finding unearthed a link between the 

‘Collective Action’ domain  and the ‘Cognitive Participation’ 

domain due to the fact that this process was required to take 

place before stakeholders actually engaged with LiU in order 

for them to go on to endorse or promote it themselves. Local 

champions however helped to overcome the barriers that 
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stakeholders faced by not concentrating on the technology but 

on personalising the benefits to demonstrate to potential users 

how this product can help them in their daily lives. Previous 

research in Australia has shown that use of clinical champions 

can play a critical role in helping to promote uptake and 

sustainability of telehealth; with the authors pointing out that 

it is more important to get the service model right rather than 

the technology itself [15]. This is key as there is a lack of 

evidence in relation to participation and engagement within 

the field of ehealth and wellness [16].  

Collective Action 

The third domain refers to the ‘operational work’ that people 

do and what specifically needs to be done to ensure that a new 

intervention works in a real-life setting. Barriers which 

affected the practical application of LiU included inadequate 

infrastructure, constraints on resources (including finances) 

and limited testing environments which are key findings that 

align with available evidence from the United States of 

America [17]. In Scotland there remains a challenge in 

delivering services to people living in remote locations which 

compounds the existing burden on the system. The need for 

adequate infrastructure and resources to support digitally 

enabled self-care has been recognised and the Scottish 

Government have recently launched a national programme to 

enhance the current broadband and fibre optic capabilities. 

Reflexive Monitoring  

The final domain looks at the ‘appraisal’ work that people do 

to assess and understand the impact of  a new intervention. A 

challenge was designing to meet all needs but positive themes 

such as the creation of business opportunities and iterative 

user feedback emerged as key facilitators in assessing the 

impact of LiU. Particular focus on the latter finding is 

significant as it illustrates the value of input from Scottish 

citizens in dictating their own care and becoming ‘active’ 

recipients with increased choice about how and where they 

receive services as opposed to the traditional passive role that 

is played. There is a considerable amount of value from 

capturing the process and journey of implementation at scale. 

Lessons that have emerged as key learning points include the 

need for flexible and trusted working environments to support 

multi-sector working partnerships and the need for policy to 

support innovative business models. This report highlights 

difficulties faced in delivering new digital health and 

wellbeing services at scale and the need for further research to 

help understand implementation issues in order to a) bridge 

the ‘translational gap’ and b) inform future ehealth policy and 

practice. 
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Abstract 

Although national eHealth strategies have existed now for 

more than a decade in many countries, they have been imple-

mented with varying success. In Germany, the eHealth strate-

gy so far has resulted in a roll out of electronic health cards 

for all citizens in the statutory health insurance, but in no 

clinically meaningful IT-applications. The aim of this study 

was to test the technical and organisation feasibility, usabil-

ity, and utility of an eDischarge application embedded into a 

laboratory Health Telematics Infrastructure (TI). The tests 

embraced the exchange of eDischarge summaries based on 

the multiprofessional HL7 eNursing Summary standard be-

tween a municipal hospital and a nursing home. All in all, 36 

transmissions of electronic discharge documents took place. 

They demonstrated the technical-organisation feasibility and 

resulted in moderate usability ratings. A comparison between 

eDischarge and paper-based summaries hinted at higher rat-

ings of utility and information completeness for eDischarges. 

Despite problems with handling the electronic health card, the 

proof-of-concept for the first clinically meaningful IT-

application in the German Health TI could be regarded as 

successful. 

Keywords: 

eHealth Strategy; Health Telematics; Electronic Health Card; 

Nursing; Patient Discharge. 

Introduction 

National eHealth and Health Telematics strategies came into 

existence more than a decade ago [1] and have been imple-

mented with varying success [2, 3]. In Germany, the Health 

Telematics Infrastructure (TI) based on an electronic health 

card for the patient and an electronic health professional card, 

was announced in 2004 but was delayed several times due to 

politically motivated criticism of the physician associations 

and other stakeholders [4]. Consequently, systems based on 

other technologies, and pursuing other approaches, were de-

veloped [5, 6]. In the meantime, the development of the 

Health Telematics Infrastructure (TI) had been carried on, the 

use of the electronic health card all over Germany is mandato-

ry from January 2015 on [7], and basic IT-applications such 

as the online management of patient demographics are ready 

for piloting in several federal states. So far the electronic 

health card contains administrative data only. The clinical 

eHealth-applications that had a true chance to run on the 

Health TI were rather unclear at the onset of the project, so 

was a realistic timetable of the availability of the TI.  

Against this background, it seemed desirable to develop and 

test applications with a high potential impact on patient care 

that make use of TI elements such as the electronic health card 

as a gatekeeper to the patient data. Among these applications, 

the electronic health record possesses paramount importance 

for supporting all health care processes as well as for support-

ing the discharge process. Discharge management is particu-

larly crucial in patients with chronic conditions and is reported 

to be problematic in many countries [8]. However, when or-

ganised properly, discharge management can help significant-

ly. This, for example, could be demonstrated in geriatric pa-

tients [9], just to mention one group of patients that benefit 

from these measures. Elderly patients often require medical 

and nursing information to be transmitted at discharge to the 

institution providing follow-up care in order to maintain the 

continuity of care [10].  

We, therefore, aimed at developing a prototype for an 

eDischarge application based on an EHR that was embedded 

into a laboratory Health TI and served as a proof-of-concept 

for the TI. The eDischarge application should transport ad-

ministrative, nursing, social and medical data between health 

care organisations. In this study, we particularly wanted to 

evaluate its technical-organisational feasibility, usability, in-

formation completeness and utility.   

Materials and Methods 

Discharge application embedded into Health TI 

The eDischarge application was built on the ground of the 

German national HL7 CDA based standard of the eNursing 

Summary [11]. It included data about the patient and the 

health care professionals involved in the structured CDA 

header, and nursing, social and medical data in the body. In 

detail, the body contained the nursing process, social infor-

mation, references to legal documents, home care status and 

medical information, mainly medical diagnoses and medica-

tion (extracted with authorisation from the medical summary). 

The eDischarge solution was a Web application that was con-

nected to a central electronic health record (EHR), in which 

the eNursing Summary documents were stored. The 

eDischarge solution also included a certified card reader for 

the electronic health card (eHC). Patient’s demographics were 
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read via the eHC and nursing, social and medical information 

of the patient were entered manually via the eDischarge client. 

Authentication via the health professional card was simulated 

by a software-key. Patient data could only be accessed when 

this key was invoked and the eHC was inserted (authorisation 

and authentication principle of the Health TI). As the current 

version of the eHC card that had been rolled out to the citizens 

did not have a pin-code on it, a second card carrying this in-

formation was used in the tests.   

Certified card readers for the eHCs, software-key, electronic 

health record kernel and server and secure client-server com-

munication constituted the laboratory Health Telematics Infra-

structure, which had been developed by Fraunhofer Fokus in a 

previous project and was extended in this project to demon-

strate the feasibility of implementing the Health TI specifica-

tions. The eDischarge application and the laboratory Health TI 

formed the proof-of-concept to be evaluated. The EHR server 

was located at the University Hospital Göttingen to comply 

with the privacy and data security regulations. 

 

�

Figure 1 – Laboratory Health Telematics Infrastructure (TI) 

Evaluation phases 

The eDischarge application and its communication with the 

EHR server were evaluated during four phases, in which we 

aimed at measuring different targets (Table 1). The applica-

tions tested comprehended the creation and update of the 

eNursing summary and its storage into and retrieval from the 

central EHR server. Thus “sending” and “receiving” a dis-

charge document were technically identical to storing and 

retrieving it centrally.  

Table 1 – Evaluation Phases and their duration 

No. Primary aim Duration 

Ia technical feasibility (14/01 – 03/08/2014) 

Ib technical-organisational 

feasibility 

(04/08 – 31/08/2014) 

II usability  (01/09 – 28/09/2014) 

III usability and utility (29/09 – 31/03/2015) 

 

In phase Ia, we wanted to know what types of problems oc-

curred once the application was transferred from the technical 

laboratory of the developers to the field laboratory of the 

evaluators. The system was operated by two nurses of the 

evaluation team. In phase Ib, the evaluation took place at two 

clinical sites with two chief users (nurses) testing the system 

in a realistic environment (office at clinical site) with 20 real-

istic but fictitious discharge documents. Phases Ia and Ib cov-

ered the issues of a formative evaluation where the system still 

was technically adapted in accordance with the evaluation 

results. During all the phases, the users recorded the type, 

location and severity of the problems in standardised and 

structured log books. In addition, usability was assessed in 

phases II and III by the IsoMetrics questionnaire [12]. During 

these two phases, nurses, who were on duty, operated the sys-

tem in the same realistic environment as in phase Ib. In phase 

II, data of six past discharges (real documents with modified 

identification data) were sent. Finally in phase III, 13 ongoing 

discharges were included in the study. Phase III was particu-

larly designed to measure information completeness and utili-

ty of the eDischarge application in comparison to a paper-

based discharge. To this end, discharge patients were random-

ly allocated to the eDischarge group or the paper discharge 

group. In phase III, we were also interested whether there 

were specific problems using the electronic health card and 

obtaining the declaration of consent. 

Evaluation setting  

We chose two evaluation sites in Osnabrück that were used to 

cooperating and communicating with each other; a municipal 

hospital with 717 beds (Klinikum Osnabrück) and a health 

system with nine nursing homes and three ambulant nursing 

services (Diakoniewerk Osnabrück). The testing was based on 

bi-directional communication, thus we looked at the discharge 

from the hospital to the nursing home and also from the nurs-

ing home to the hospital. To this end, we involved the De-

partment of Neurology at Klinikum Osnabrück and Küpper-

Menke-Stift (137 residents) as one of the nursing homes with-

in the Diakonie. Two chief users from Klinikum Osnabrück 

and Diakonie accompanied the study in phases Ib to III. 

During two information meetings, representatives from the 

two evaluation sites were informed about the study, its aims, 

the procedure and the technology involved. There were four 

user trainings that took place on the 21
st

 and 25
th

 of July 2014 

in Küpper-Menke-Stift and the 22
nd

 and 24
th

 of July 2014 in 

Klinikum Osnabrück. In case of problems, the two chief users 

supported the users when operating the system. All users be-

longed to the group of nurses. The patients involved in phase 

III testing had to give their informed consent to take part in 

the study and also to allow the organisations to transfer their 

discharge data to the other organisation. The study design 

obtained approval from the ethics committee of Klinikum 

Osnabrück. 

Pretest eNursing Summary as the eDischarge data set 

In order to make sure that the HL7 eNursing Summary stand-

ard was suitable for the eDischarge application, we tested it 

against commonly used discharge forms. We were particularly 

interested in whether there were any data in the forms that 

were not covered by the HL7 standard and vice versa. We 

drew a regionally clustered random sample of 375 institutions 

throughout Germany (hospitals, ambulatory nursing services 

and nursing homes), which covered all three types equally. 

They were asked to send us their discharge forms. We re-

ceived a set of 69 forms, which was enriched by forms re-

trieved from the Internet. Finally, a set of 114 different forms 

was obtained and independently analysed by two nurses re-

garding the match of potential data entries.  
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Results 

Pretest results 

The analysis of the 114 forms showed that all nursing, social 

and medical information found in the forms could be matched 

with fields in the HL7 standard. Only very specific infor-

mation that was found in individual forms that concerned or-

ganisational issues and specific information on hygiene and 

physiotherapy could not be represented in the standard. In 

contrast, none of the forms contained all information items of 

the HL7 standard. Most of the forms were problem-oriented 

(77%). However, even if the problem could be entered, only 

in 23% the reason could be inserted. Only in 45% the inter-

ventions, and in 44% the means that were associated with a 

problem could be given. We concluded that the HL7 eNursing 

Summary was a valid and suitable standard for the eDischarge 

application, which contained more information to be carried 

than the paper forms. 

Technical-organisational feasibility 

The evaluation results are presented in the following in ac-

cordance with the respective research questions and topics. 

In phase Ia, a series of many problems occurred. Examples 

are: installation of the clients in the hospital and the nursing 

home, the compatibility of the card reader, moving the server 

to the University Medical Centre Göttingen, terminology used 

in the application, workflow and pdf presentation. These prob-

lems could be solved during a continuous formative evalua-

tion with several feedback loops that took eight months all in 

all (Table 1). The actual evaluation started in Phase Ib. In the 

following the results, which were obtained from analysing the 

logbooks in terms of the number and severity of problems, are 

presented. The logbooks allowed entries describing the fol-

lowing steps of operating the application: starting the pro-

gram, reading patient demographics, creating a new summary 

(inserting, buffering, resuming, changing and deleting), trans-

forming into pdf, printing, storing in EHR (sending), open-

ing/browsing EHR and retrieving/viewing eDischarge sum-

mary (receiving). Problems and their severity could be docu-

mented for each of these steps. 

The percentage of problems per discharge session (Figure 2) 

decreased from phases Ib to II and rose again when operating 

the system during real discharges (phase III).  

 

 

Figure 2 – Mean percentage of problems in phases Ib – III  

Out of the 26 individual problems in phase Ib, 46% were rated 

as “1” and 46% as “3”. On a severity scale from 1-3, “1” was 

denoted as “a problem that could be solved during the ses-

sion” and “3” as “several problems that could not be solved 

during the session”. Four percent of the problems in Ib were 

rated as “2” and 4% as “4”. In phase II there was only one 

problem that was judged “1” and in phase III 25% of the 12 

problems received the lowest severity level “1” and 75% level 

“3”. 

Usability 

Usability data from phases II and III were pooled due to the 

small number of different nurses who actually used the sys-

tem. Selected results for suitability of the task (median 4), 

error tolerance (median 3.25) and suitability for learning (me-

dian 3) of the IsoMetrics questionnaire [12] are shown in Fig-

ure 3. The scale ranged from 1 (strongly disagree) to 5 

(strongly agree). 

 

�

Figure 3 – Usability profile in phases II and III (n = 6 nurses) 

eDischarge vs. paper discharge: utility and completeness 

Fourteen patients met the criteria for inclusion in phase III. In 

one case, no consent for the participation could be obtained. 

In the other case, the electronic discharge summary could not 

be opened by the recipient due to a severe error (type 3). 

Thus, nine electronic and three paper discharges were rated 

with on the utility and completeness by the recipient on a six-

point Likert scale (1 being very good and 6 very poor) in 

phase III.  

Electronic discharges were rated better than paper discharges 

both with regard to utility and completeness (Figure 4). This 

judgement corresponded with the sum of entries of 18.4 

(±2.5) for eDischarge summaries and 10.7 (±6.7) for paper 

summaries. Table 2 shows the average number of entries per 

category.  
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Figure 4 – Ratings of utility and completeness by recipients  

Table 2 – Average number of entries 

Category eDischarge 

Paper  

discharge 

 n=9 n=3 

sender 1 0.3 

recipient 1 1 

patient demographics 4.4 2.7 

nursing problem/intervention 4.3 2.7 

assessments 1.0 0 

social/administrative 

information 4.3 2.0 

living environment 1.6 0.7 

comments 0.8 1.3 

 

The number of entries in eDischarge summaries exceeded the 

number in paper discharges in all categories with the only 

exception of “comments” and information about the “recipi-

ent”. There were no assessments mentioned in the paper-based 

discharge form because the nurses decided not to include it in 

the summary. 

There were a couple of problems associated with the handling 

of the electronic health card; in one case, the card was not 

available, and in the other case, the patient belonged to the 

group of privately insured persons who are not obliged by law 

to obtain an electronic health card. There was a general prob-

lem of getting the informed consent for sending the data elec-

tronically to the other institution. All the patients involved 

could not decide for themselves and thus the consent from a 

relative or the guardian had to be given. This procedure turned 

out to be complicated. 

Discussion 

This study is the first to investigate the feasibility and useful-

ness of the German Health Telematics Infrastructure in a clin-

ically meaningful scenario. In addition, it is the first to evalu-

ate the TI using a German national HL7 based standard, the 

eNursing Summary CDA. It is noteworthy, that the scenario 

tested mainly embraced nursing discharge management, 

which is a scenario that has been severely neglected by Ger-

man TI executives before [13] and that still is not covered 

properly by the law [14].   

There was a rather long period that was dedicated to formative 

evaluation in phase Ia with many feedback loops and meetings 

between the developers and the evaluation team. This long 

time proved to be absolutely necessary for having a system 

that worked in an acceptably stable manner and was adjusted 

to the workflows both at the hospital and the nursing home. 

The evaluation would not have been possible if the system 

had been taken out of the technical laboratory into the field 

without modifications. This particularly held true because the 

application still was in a proof-of-concept state. A dedicated 

phase of intertwined less formal evaluation and technical ad-

aptations therefore seems advisable for applications in early 

stages to be evaluated successfully later. 

The results of the formal evaluations in the following phases 

show that the software application stabilised with regard to the 

number and the severity of problems from phase Ib to II 

reaching almost no problems at all. However, the number and 

severity rose again in phase III, which was probably caused 

by the new users operating the system. They had received a 

training session but still may have felt unsure about how to 

use the system correctly.  

The most important finding with regard to the usability was 

the good and quite unanimous rating for the suitability for the 

task. Analysing the usability also showed a median of 3.25 for 

error tolerance, which is slightly above the value in the middle 

of the codomain and corresponds with the number of errors 

particularly in phase III. Also, the suitability for learning was 

rated only moderately with a high variability showing that 

there is still enough room for improvements. 

What counts at the bottom line is what the receivers say. Their 

judgement about the utility and the completeness gives an 

account of what the system can achieve. In both cases, the 

eDischarge approach yielded better ratings than the paper dis-

charge. This was not surprising. It was very likely caused by 

the different types of forms used for eDischarge and for dis-

charge as usual, i.e., a two-page paper form designed by 

Klinikum Osnabrück and a one-page summary used by 

Küpper-Menke-Stift. Whereas the eNursing Summary al-

lowed the user to insert many different types of information 

and as often as necessary, the paper form was restricted to the 

maximum of two pages and so was the amount of information.  

All of these results have to be treated with caution due to the 

small number of discharges in phase III. More data will have 

to be collected.  

There are several limitations due to the laboratory Health TI 

into which the eDischarge application was embedded. They 

include first and foremost the complicated workaround be-

cause of the missing pin codes on the current version of the 

electronic health card and the non-usage of health professional 

cards for nurses. Their implementation is planned but has not 

yet materialised.  

Adoption of IT standards such as the HL7 CDA based 

eNursing Summary and the eMedical Summary are rather 

slow in Germany due to unclear regulations. This was the rea-

son why we could not test the standard in a fully fledged 

manner, i.e., connecting systems from different vendors. 

Problems with handling the eHC that had been anticipated 

generally in the context of the Health TI actually occurred in 
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our small sample and therefore seem to be quite likely. Card 

based access control is a safe and elegant way but can cause a 

considerable delay in the process once they are not available. 

In this test environment, we could overcome the missing eHC 

via the manual input of patient data and via the second card 

with the pin code that was produced for each patient in this 

test. In the real world scenario, a missing card would have 

prevented the health care professional from reading the data 

not only on the card but also in the EHR. Thus, patients con-

trolling their own health data is a highly desirable goal but it 

can turn out to be a big barrier when the card and the patient 

have to be at the same place at the same time. It is therefore 

advisable to rethink the use of eHCs in a discharge scenario. 

Obtaining informed consent for elderly people who need as-

sistance due to physical or mental disorders was not easy, but 

is feasible. Regulations for allowing health data to be trans-

mitted electronically between health organisations in Germa-

ny, therefore, must be changed. A more generic solution 

seems appropriate, i.e., a citizen giving an informed consent 

that applies to many cases of when the data need to be trans-

ferred.  

Meanwhile, the German government announced an eHealth 

act to give a fresh impetus to the Health TI and its applica-

tions [15]. The act addresses various clinically meaningful 

scenarios, in particular the electronic discharge summary, the 

medication plan and the emergency data set. This underpins 

the importance of this study, which provides useful insight 

into the mechanism of one of the high priority scenarios. 

However, it needs to be said that the eHealth act in its current 

version refers to nurses only as potential future users, despite 

its focus on the demographic change. 

In summary, this study could demonstrate the technical-

organisational feasibility of Health TI supported discharges. 

The usability of the web-based eDischarge application defi-

nitely needs to be improved for daily routine usage and to be 

integrated into the real Health TI. The study also highlights 

the importance of electronic data and electronic data transmis-

sion in terms of completeness of the information and demon-

strates the utility of eDischarges. It thus makes the case for 

eDischarges in general and in nursing particularly. eNursing 

summaries and their standardisation and implementation must 

become a high priority goal in eHealth, and this not only in 

Germany [16]. 
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Abstract 

According to the literature, Denmark has a leading position in 

the dissemination and use of health informatics. However, 

there is a lack of systematically collected and documented ex-

perience of telemedicine solutions in Denmark. This evidence 

is being established with a new project, which maps out all 

telemedicine initiatives in Denmark. Data on all the initiatives 

is collected in a single database and some of the data is ana-

lyzed in this paper. It is shown that there are a very large 

number of telemedicine initiatives in Denmark and that the el-

ements from the national strategy for telemedicine are clearly 

visible in the telemedicine map. The very large number of pro-

jects could, however, also indicate a lack of national coordi-

nation of initiatives and a need for evaluation activities to sys-

tematically collect and communicate the learning outcomes 

from all the new projects. 

Keywords:  

Telemedicine; dissemination; monitoring; evaluation. 

Introduction 

Denmark is among the world leaders in digitization of the 

health care sector [1, 2]. The small size of the country (5.5 

mill. inhabitants), the relatively well-organized health sector, 

which is almost entirely publicly financed by tax money and 

the fact that every citizen has had a unique personal identifier 

since 1968 has enabled an efficient and penetrating implemen-

tation of computer systems. The systems were in the begin-

ning mainly used for administrative purposes, but during the 

last decades also for clinical applications. All hospitals have 

EHR systems, including clinical notes, medication, all kinds 

of laboratory data, and imaging RIS/PACS. All general prac-

tice physicians are fully digitized, and citizens can all view 

their medical record online including lab tests and medication, 

renew prescriptions and in many cases book consultation with 

their GP. Because of the unique personal identifier and a pio-

neering work with the development of a national health data 

network, communication of health data has also been possible 

for a long time, which means that clinicians use it routinely. 

Of course the development of the many different health in-

formation systems and their integration has not been a walk in 

the park, many problems have had to be overcome and many 

conflicts have been resolved – it rather means that there exists 

a huge amount of experience. 

Due to the pioneering efforts in health informatics, huge ef-

forts have also been exercised in telemedicine, where Den-

mark also has been mentioned as the world leader by several 

sources [3, 4]. The Danish Government, Local Government 

Denmark, and the Danish Regions launched a national action 

plan for dissemination of telemedicine in August 2012 [5]. 

The plan outlines a number of new possibilities with telemedi-

cine:  

• Improved and more coherent patient care 

• More individually planned treatment and self-reliant 

patients 

• Increased professional competences across sectors 

• Financial gains in municipalities and regions 

To realize these potentials, a stronger framework must be es-

tablished which includes reference architectures and stand-

ards, common assessment models, and overview of telemedi-

cine solutions. 

The national action plan for telemedicine notes that there is a 

lack of systematically collected and documented experience of 

telemedicine large-scale solutions that have been in operation 

over a longer period of time. To gain such experience, five 

specific telemedicine initiatives have been launched: clinically 

integrated home monitoring; home monitoring for COPD pa-

tients; tele-psychiatry; internet psychiatry; and national tele-

medical assessment of ulcers. 

To produce an overview of telemedicine solutions and as a 

first step to systematize the wealth of telemedicine experience, 

all existing telemedicine projects in Denmark have been 

mapped in a single database [6]. The objective of the database 

is to annually collect and publish an overview of the diffusion 

of telemedicine in health care. The mapping is updated con-

tinuously through a proactive outreach work from MedCom. 

For each telemedicine project, the database contains data in 

the following categories:  

• Master data (title, aim, etc.) 

• Involved actors (managers, users, etc)  

• Disease area 

• Activities (Consultation, diagnostics, screening, 

monitoring, shared care, etc.) 

• Relation to specific trajectory programs 

• Applied technologies (hardware, software, specific 

integration to other systems) 

The inclusion criteria of  the database has been the WHO def-

inition of telemedicine: “The delivery of health care services, 

where distance is a critical factor, by all health care profes-

sionals using information and communication technologies for 

the exchange of valid information for diagnosis, treatment and 

prevention of disease and injuries, research and evaluation, 

and for the continuing education of health care providers, all 

in the interests of advancing the health of individuals and their 

communities” [7]. The database contains data of 372 projects, 

which have been collected among national initiatives, initia-

tives in the five regions and the 99 municipalities in Denmark. 

As the private healthcare sector in Denmark with regards to 

health informatics and telemedicine is negligible, the coverage 

of the existing projects is regarded complete. 

The database provides an opportunity to monitor the actual 

state of telemedicine in Denmark. The aim of this study is to 

MEDINFO 2015: eHealth-enabled Health
I.N. Sarkar et al. (Eds.)
© 2015 IMIA and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License.
doi:10.3233/978-1-61499-564-7-497

497



explore the numerous telemedicine projects in operation in 

Denmark with a particular focus on the aim of the telemedi-

cine projects, the actors involved, the specific activities and 

the applied technology. 

Methods 

The study is designed as a cross section study. The data has 

been collected to the database from October 2013 to October 

2014. Each Region has been responsible for the reporting in 

process and ongoing telemedicine projects. The regions and 

the municipalities have had the opportunity to enter the data 

directly into the database or sending the data to MedCom who 

then has completed the data entry process. MedCom has veri-

fied the data entered by the regions or the municipalities and 

the regions have verified the data entered by MedCom. For 

data viewing, the database has a query form interface as well 

as a graphic interface based on Google Maps. The complete 

content of the database can be downloaded in an excel format 

file. 

Data Analysis  

Parts of the data exist in the database as free text; however, a 

significant amount of the data is categorized and entered as 

numerical or dichotomous data. The analyses in this paper are 

limited to frequency counts of the central structured parame-

ters and a few cross tabulations.  

Results 

372 telemedicine initiatives are included in the database. The 

majority of 204 initiatives are still in a project state, which 

means that development is still going on and they are financed 

by temporary funding. 157 are run in a daily operation modus, 

and 11 initiatives are in a stage of dissemination to regional or 

national coverage. 

Disease Area 

The initiatives cover a wide area of diseases. Figure 1 shows 

the distribution of the disease areas covered by the 372 initia-

tives. As some projects cover more than one area, this explains 

why the sum is exceeding the total number of initiatives. 

 

Figure 1 - Disease areas covered by the telemedicine initia-

tives in Denmark (n=372) 

Cardiovascular diseases are the dominant area, closely 

followed by psychiatric diseases. The general disease area 

covers mainly general health survelliance in specific 

population groups, but can also include e.g., pain in geriatric 

areas, oncology in pediatric areas or ulcer assessment. 

Respiratory diseases are quite common for telemedicine 

initiatives, particularly COPD. Telemedicine systems for 

musculoskeletal diseases are predominantly directed at 

rehabilitation activities. Endocrine, metabolic and nutritional 

initiatives are various systems for diabetes patients. Denmark 

has a large program in telemedicine for ulcer surveilance 

where homenurses transmit images taken by a mobile phone 

or smartphone to the hospital based dermatologist or other 

health professionals. 

Locality of Service 

The telemedicine activities take place at many different 

localities, but the absolute predominant locality is in the 

hospital. 55% of all the initiatives include activities at hospital 

units. 31% have activities at municipal institutions (nursing 

homes, rehabilitation centres, social institutions etc.). 30% 

include activities at patients’ or citizens’ home. 6% take place 

at outpatient clinics, and 4% take place at GP’ offices or local 

psychiatric units. 

 

Figure 2 - Locality of service for telemedicine initiatives. 

Hardware 

Figure 3 shows what hardware is used in the telemedice 

initiatives.  

 

Figure 3 - Hardware used in the telemedicine initiatives 

Video conference systems are used widely as they are 

included in many different tele services. Most of the cases as 

traditional video conferencing between various professional 

groups located in different hospitals, but also when 

teleinterpretation is necessary in the treatment of patients who 

do not speak Danish or English. Video cenferencing 

technologies are also applied in rehabilitation projects for 

instructing patients in their home, and to communicate with 

COPD patients. 
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Conclusion 

In relation to the national strategy for telemedicine in 

Denmark, the database gives an overview of the initiatives in 

the regions and municipalities. It shows that the elements of 

the strategy are well prioritized following the guidelines in the 

strategy. The very large number of projects could also indicate 

a lack of national coordination. 

A national coordinated evaluation of all the initiatives could 

improve the outcome of the projects in relation to both health 

outcome and cost related to development, implementation, and 

deployment. 
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Abstract 

Clinical informatics workforce development is a high priority 

for medicine. Professional board certification for physicians is 

an important tool to demonstrating excellence. The recent 

recognition of clinical informatics as a subspecialty board in 

the U.S. has generated interest and excitement among the U.S. 

informatics community. To determine the extent of similar 

programs in countries around the world, we performed litera-

ture searches with relevant keywords and internet searches of 

websites of informatics societies around the world for men-

tions or descriptions of certifications and reviewed publicly 

available sources. The U.S. certification was prominent in the 

recent published literature. Germany and Belgium have long-

standing certifications with South Korea and Sri Lanka con-

sidering similar programs. This is the first global view of clin-

ical informatics board certification for physicians. Training 

and certification for non-physician informatics professionals 

in allied areas are widespread. Official recognition and certi-

fication for physicians and all informatics professionals rep-

resents a key component of capacity building and a means of 

addressing the shortage of a skilled informatics workforce. 

Wider adoption of certification programs may further attract-

ing talent and accelerate growth of the field. 

Keywords:  

Clinical informatics, board certification, physicians, informat-

ics workforce. 

Introduction 

There is a global need for sustaining and growing the infor-

matics workforce. A key aspect of fostering interest and at-

tracting talented candidates is to provide opportunities for 

training and career advancement in the field. Voluntary ‘certi-

fication’ of professionals is a highly-visible quality indicator 

and a tool to improve physician recognition. Professionals 

from diverse backgrounds such as nursing, pharmacy, clinical 

medicine, and computer science work in the field of clinical or 

health informatics. While there are many opportunities for 

certifications in allied fields such as information technology 

and information systems, there are fewer opportunities in the 

field of informatics. In the U.S., nursing informaticians have 

had a certification program [1, 2] and there are efforts under-

way to establish an interprofessional certification [3]. While 

physicians are eligible to apply for certification pursued by 

informatics professionals, there are limited opportunities ex-

clusively designed for physicians.  

Specialty training and “certification” by a professional board 

after graduating from medical school represents a path for 

physicians to demonstrate expertise and dedication in a specif-

ic area of clinical medicine. This common route for physicians 

practicing in the US exists in comparable pathways in Africa, 

Asia, Americas, Australia, and Europe. Well-recognized board 

certification pathways exist in most countries for clinical spe-

cialties such as internal medicine, family practice, surgery, 

pathology, or radiology. Many countries offer subspecialties 

in medical and surgical fields. These pathways are considered 

important and in the US have become essential for practicing 

clinical medicine, hospital staff privileges, faculty appoint-

ments in schools of medicine and to establish appropriate cre-

dentials and qualifications with healthcare purchasers [4]. 

Clinical informatics was recognized in 2011 as a medical sub-

specialty in the U.S. for physicians.  The modern seeds were 

sown in 2005 during a town hall meeting conducted by the 

American Medical Informatics Association (AMIA) [5]. Sub-

sequent development of the core content and fellowship re-

quirements by leading informatics professionals [6, 7] formed 

the foundation of the recognition of clinical informatics as a 

distinct subspecialty [8, 9]. The subspecialty certification is 

co-sponsored by the American Board of Preventive Medicine 

and the American Board of Pathology.  Until 2017, it is avail-

able to any physician who possesses a license to practice and 

an unexpired board certification in any other specialty from 

the American Board of Medical Specialties and can demon-

strate more than 25% clinical informatics efforts for three of 

the last five years.  

One of the motivations for the U.S. subspecialty certification 

was the recognition that informatics is now considered an es-

sential component to the practice, education, and research as-

pects of all medical specialties and subspecialties [10, 11]. It is 

anticipated that in the short-term, the ability to show compe-

tency and expertise in this new field will act as a catalyst for 

the training and recruitment of experts to advance clinical in-

formatics in hospitals and practices. In the long term, certifica-

tion should allow for uniformity and standardization in train-

ing for physicians and prepare expert clinical informaticians. 

It is reasonable to assume that the desire and need to have 

qualified physician informatics specialists to fill positions 

such as chief medical/health informatics officers, directors of 

clinical informatics, and physician leads of EHR implementa-

tions will increase in the future. 

With the excitement generated by the U.S. board certification 

[8], we sought to review existing data on the status of clinical 

informatics as a specialty or subspecialty for physicians out-

side the US. The hypothesis was that countries with well-

established informatics infrastructure will have similar certifi-

cation programs for physicians. 
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Methods 

Literature Search 

We used combinations of the following keywords for litera-

ture searches: “clinical informatics”, “health informatics”, 

“biomedical informatics”, “specialty” or “subspecialty”, 

“board certification”, “physicians”, “doctors” to search Pub-

Med, Medline, Scopus, Web of Science, World Cat, CINAHL 

and Google Scholar. These databases were accessed through 

the University of Utah intranet. 

Internet Search of Informatics Society Web Sites  

A listing of member societies of the International Medical 

Informatics Association (IMIA) was reviewed as of November 

30, 2014 from the IMIA website [12]. Brief descriptions of the 

member societies as listed on the IMIA page were first re-

viewed. Subsequently, individual society websites were ac-

cessed and contents reviewed for evidence of clinical infor-

matics certifications or qualifications with an emphasis on 

physicians. Websites in languages other than English were 

reviewed using the automatic translation feature of either 

Google Chrome or Bing through Internet Explorer. Complying 

with rules for good scientific practice, all webpage screenshots 

or pdf versions used for this publication were archived. 

Informal Discussions with Informaticians at International 

Meetings 

The authors discussed the topic of board certification in clini-

cal informatics for physicians with informatics professionals 

at the 2014 Asia Pacific Association of Medical Informatics 

(APAMI) held in New Delhi, India in early November 2014 

and at the Annual Symposium of the American Medical In-

formatics Association (AMIA) in Washington, DC in mid-

November 2014. 

Results 

Results of Literature Search 

In reviewing the literature, the concept of an informatics sub-

specialty is not entirely new and was raised as early as 1985 

and 1993 [13, 14]. The forward looking vision of Kunstaetter 

in 1985 is impressive [14]: “The medical profession has to 

become directly involved by establishing and supporting med-

ical informatics as a new specialty. To do otherwise would be 

equivalent to leaving the practice of radiology to physicists or 

medical therapeutics to the pharmaceutical industry.”  

The search of databases yielded few relevant results related to 

clinical informatics board certification for physicians; as 

shown in Table 1, most of the recent papers were related to the 

US experience [5-11, 15]. The papers trace the history of the 

US board certification from concept to setting requirements to 

administration of the examination. The US certification gener-

ated considerable excitement in the US physician informatics 

community. The next step in this process is the establishment 

and sustenance of accredited fellowship programs for clinical 

informatics that will train the next generation of clinical phy-

sician informaticians. 

During the literature search for clinical informatics certifica-

tion, we noted separate pathology informatics training for 

pathologists in the US [16-18]. It is important to note that 

pathologists are eligible to apply for the US subspecialty 

board certification in clinical informatics. 

 

Roger France et al review the certification process in exist-

ence in Belgium for physicians since an official ministerial 

decree was passed in 2001 by the Belgian parliament [19]. 

The criteria for being designated a “Physician Specialist in 

Health Data Management” in Belgium include being a li-

censed physician and requirements for formal coursework and 

practical training (each one year) and presentation of an origi-

nal dissertation. There are no published articles regarding the 

success and challenges of this program nor an estimate of the 

number of physicians who hold this certification.  

Two articles describe a “supplement medical informatics” 

qualification for German physicians first approved in 1991 

[20, 21]. This qualification requires 1.5 years of formal 

coursework and practical experience that has to be certified by 

the physicians’ institutional leadership. For this certification, 

we were unable to find published data on the number of phy-

sicians who hold this certification. 

South Korea has established a formal training program in bi-

omedical informatics for physicians [22]. The 18-month pro-

gram leads to Certified Physicians in BioMedical Informatics 

(CPBMI), certified by the Korean Society of Medical Infor-

matics (KOSMI). Kim anticipates that the next step would be 

to establish a board certification in biomedical informatics 

similar to the US program. There are numerous academic 

training programs (degree and non-degree granting) that are 

open to physicians with recommendations for standards and 

accreditation [23-25]. Several countries offer certification and 

recognition processes for informatics professionals including 

physicians [26, 27]. 

Table 1. Results of database searches for literature pertaining 

to clinical informatics board certification specifically for 

physicians (see text for combinations of keywords used) 

 

Databases 

Relevant articles from 

manual review of main 

search and ‘related search-

es’ (and top 100 results 

from Google Scholar) 

PubMed, Medline, Scopus, 

Web of Science, World Cat, 

CINAHL and Google Scholar 

Applicable specifically to 

physician certification: US 

related [5-11, 15]; World: 

[19-22] 

 

Results of Internet Search of Informatics Society Web 

Sites  

A review of the brief descriptions of the member societies 

charters on the IMIA website revealed training and career de-

velopment of informatics professionals as an often cited goal 

with no specific mentions of certification specifically for phy-

sicians.  

We reviewed the websites of 58 member societies of informat-

ics listed on the IMIA website and 5 regional member associa-

tions. Countries listed as “Corresponding members” did not 

have websites listed. As shown in Table 2, most were amena-

ble to review by virtue of being in English or translated using 

either Google Chrome or Bing. Information on certification 

specifically for physicians was noted on the US site (Ameri-

can Medical Informatics Association, AMIA). Information on 

the German site matched the literature search [20, 21], as did 

the link to the certification for physicians on the South Korean 

site [22]. There was no mention of the certification available 

in Belgium on their website. All other accessible websites had 

no mention of certification specifically for physicians.  
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Many countries offer certification for all informatics profes-

sionals and physicians would likely be eligible for those train-

ing and certification processes. Examples include the UK, 

Australia, and Canada. 

The IMIA website and those of the Asia Pacific Association of 

Medical Informatics, European Federation for Medical Infor-

matics, and Pan African Health Informatics Association yield-

ed no information on certification specifically for physicians. 

The Regional Federation of Health Informatics for Latin 

America and the Caribbean website did not load and the Mid-

dle East Association for Health Informatics had no website 

listed. 

Results of Informal Discussions with Informaticians 

A meeting with the President of the Health Informatics Socie-

ty of Sri Lanka resulted in our being alerted to the existence of 

the Specialty Board in Biomedical Informatics in that country 

at the Postgraduate Institute of Medicine at the University of 

Colombo and the possibility of a board certification for physi-

cians in informatics in the near future (personal communica-

tion, Prof. Vajira H. W. Dissanayake). In performing internet 

searches on this topic, the Sri Lankan society on the IMIA 

webpage briefly mentions a master’s course in biomedical 

informatics offered by the Specialty Board in Biomedical In-

formatics that is specifically offered for medical doctors and 

dentists in Sri Lanka [28]. 

Informal discussions with members of the editorial boards of 

the Applied Clinical Informatics journal and the International 

Journal of Medical Informatics at the 2014 AMIA Annual 

Symposium indicated no board certification pathways in clini-

cal informatics for physicians in Brazil or Australia. 

Discussion 

Over the years, clinical informatics has had a significant im-

pact on the practice of medicine. Demand for increasing quali-

ty and efficiency, while decreasing costs and errors, requires 

an informed and well-trained workforce in clinical informat-

ics. As in any field, we face challenges in recruiting and re-

taining talented professionals to clinical informatics.  

  

 

Table 2. Review of International Association of Medical Informatics member society websites for information on clinical informatics-

related board certification opportunities and pathways specifically for physicians

Continent  Results/Comments 

 

Africa 

 

Cameroon, Kenya, Mali, Nigeria, South Africa: No information on clinical informatics board certifica-

tion for physicians 

Burundi, Côte d'Ivoire, Ghana, Malawi, Togo: No website listed 

 

Americas 

 

Canada, Chile, Cuba, Uruguay: No information on clinical informatics board certification  

for physicians 

Argentina, Mexico, Peru: Website failed to load 

Brazil: Page could not be translated 

Colombia: No website listed 

USA: Information on US board certification for physicians 

 

Asia 

 

China, Hong Kong, India, Japan, Pakistan, Philippines, Singapore, Taiwan, Thailand: No information 

on clinical informatics board certification for physicians 

Israel: No website listed 

Sri Lanka: Website failed to load 

Iran, Saudi Arabia: Website under construction 

South Korea: Link to certification for physicians in Biomedical Informatics 

 

Australia 

 

Australia, New Zealand: No information on clinical informatics board certification for physicians 

 

Europe 

 

Belgium, Croatia, Czech Republic, Great Britain, Greece, Hungary, Finland, France, Ireland, Norway, 

Romania, Slovenia, Spain, Switzerland, Sweden, The Netherlands, Turkey, Ukraine: No information on 

clinical informatics board certification for physicians 

Austria: Page could not be translated 

Bosnia and Herzegovina, Italy: Page failed to load 

Germany: Medical informatics certification specifically for physicians 

 

A formal certification process with subsequent tangible bene-

fits such as official acknowledgement and recognition of ex-

cellence, qualification for a named position of authority and 

possibly monetary benefits would go a long way in attracting 

and retaining professionals to this field.  

Physicians are an integral part of the clinical informatics team 

that consists of dedicated professionals from various disci-

plines.  While physicians are likely satisfied to be recognized 

for their knowledge, skills, and experience in informatics, it 

would also be important to recognize those that have achieved 
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official board certification in their chosen field. In this con-

text, the US clinical informatics subspecialty board certifica-

tion fulfills a long awaited aspirational need and has generated 

much excitement and discussion [29, 30]. 

With the news of the recent U.S. certification, we set out to 

find other similar programs in countries worldwide. As with 

the U.S., short- and long-term training and degree granting 

programs exist for informatics in many countries and these are 

open to physicians. It was more challenging to determine if 

there are programs that are reserved and specifically designed 

for physicians.  

Our hypothesis that countries with well-established informat-

ics infrastructure will have similar certification programs for 

physicians was not validated. It was interesting to note that the 

US is the latest to join a very short list of countries such as 

Germany and Belgium that have had programs equivalent or 

similar to US board certifications for physicians in the field of 

clinical informatics for many years. With South Korea and Sri 

Lanka actively considering similar programs, there appears to 

be an opportunity for other countries to consider and organize 

their training to offer similar recognition. The motivations and 

tangible returns will likely vary for different countries as will 

the infrastructure, logistics, social and political will to estab-

lish such programs. 

We acknowledge several limitations of our study. Key word 

searches of online literature databases may be incomplete 

based on filtering for English language articles and choice of 

keywords. Our search would have missed the non-English 

literature. The automatic translation of non-English language 

websites was not independently verified by those familiar with 

the language and thus we may have missed references to board 

certification pathways. There were some sites that were not 

amenable to translation from their native language. 

As this topic generates more interest among the international 

informatics community, there may also be opportunities to 

formally engage the IMIA member societies in dialog regard-

ing certification opportunities and pathways for physicians. 

This could be conducted via email, online, or in-person sur-

veys at international informatics meetings. IMIA might even 

serve as an authority on certification for member societies. 

We encourage and request individuals with knowledge and 

experience with training and certification programs exclusive-

ly tailored for physicians in different countries to email us 

with details. We also encourage stewards of national informat-

ics societies to email us with details of clinical informatics 

related certifications and qualifications for physicians in their 

countries. It would be important to have an exhaustive and as-

complete-as-possible inventory of such programs so that best 

practices, motivations and lessons learned could be shared 

among informatics professionals. 
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Abstract 

We previously developed a prototype computer-based 

simulation to teach residents how to  integrate better EMR use 

in the patient-physician interaction. To evaluate the prototype, 

we conducted usability tests with three non-clinician students, 

followed by a pilot study with 16 family medicine residents. 

The pilot study included pre- and post-test surveys of 

competencies and attitudes related to using the EMR in the 

consultation and the acceptability of the simulation, as well as 

‘think aloud’ observations. After using the simulation 

prototypes, the mean scores for competencies and attitudes 

improved from 14.88/20 to 15.63/20 and from 22.25/30 to 

23.13/30, respectively; however, only the difference for 

competencies was significant (paired t-test; t=-2.535, 

p=0.023). Mean scores for perceived usefulness and ease of 

use of the simulation were good (3.81 and 4.10 on a 5-point 

scale, respectively). Issues identified in usability testing 

include confusing interaction with some features, preferences 

for a more interactive representation of the EMR, and more 

options for shared decision making. In conclusion, computer-

based simulation may be an effective and acceptable tool for 

teaching residents how to better use EMRs in clinical 

encounters. 

Keywords:  

Education; Electronic Medical Record; Physician-Patient 

Relationship; Simulation-Based Training. 

Introduction 

The potential and actual benefits of health information 

technology in general, and electronic medical records (EMRs) 

in particular, have been widely discussed. However, some 

concerns have been raised over unintended consequences and 

especially the impact of EMRs on patient-clinician 

communication [1]. Communication skills are central to 

patient-centered care and have been associated with patient 

satisfaction, conflict resolution, adherence to treatment, and a 

myriad of health outcomes [2]. Research has shown that the 

use of EMRs affects the patient consultation in both positive 

and negative ways. On the positive side, the use of EMR 

improves the exchange of medical information between 

physicians and patients. However, it often interferes with 

maintaining eye contact, establishing rapport, and 

psychological and emotional communication. Furthermore, 

physicians rarely utilized resources within the EMR, and the 

computer in general, for patient education [3].  

Currently, the training provided to clinicians focuses mostly 

on technical aspects (e.g. how to document, how to prescribe a 

medication electronically) of using the EMR and not on how 

to best integrate it into the patient consultation; however, the 

need to “go beyond the nuts and bolts (operator skills) of 

using new technologies” [4] has been recognized. In previous 

studies, we identified some of the cognitive issues underlying 

the impact of EMRs on patient-physician communication, as 

well as strategies and best practices employed by physicians in 

order to overcome the negative and maximize the positive 

influences of the EMR on the consultation. Based on these 

findings, we developed and tested a simulation-based training 

intervention with standardized patients (actors) aimed at 

enhancing family medicine residents’ competence in 

computerized settings [5]. However, widespread 

implementation of this simulation is compromised by its cost 

and scalability. Therefore, we developed a prototype 

computer-based simulation, named EMR-sim, which can be 

widely distributed and implemented [6].  The purpose of this 

study was to pilot test the prototype computer-based 

simulation in an attempt to: 1) identify usability and design 

issues, 2) examine its impact on family medicine residents’ 

self-reported competencies and attitudes related to using the 

EMR in the consultation, and 3) assess the acceptability of the 

simulation to its intended audience (family medicine 

residents). 

Methods 

The Computer Based Simulation: EMR-sim 

We described the development of the computer-based 

simulation—EMR-sim—elsewhere [see 6]. The current 

version of our EMR-sim is a Flash -based application that runs 

in a browser. To keep the cost minimal, it was developed 

using Adobe Captivate 7, which does not require extensive 

knowledge in programming and employs basic graphics. The 

application presents the user with screen captures from the 

EMR that can be enlarged by hovering a mouse over a 

magnifying glass image, dialogue texts, and decision buttons 

(Figure 1). The scenarios captured such issues as dealing with 

privacy and safety concerns related to documenting 

information in the wrong patient’s chart [7], communicating 

with a triadic patient who may be distracted by the computer 
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[8], and using the EMR for patient education (e.g. by 

visualizing trends in lab results and use of risk calculators). 

After completing each scenario, the trainee is presented with 

feedback, specifically tailored to his or her choices, and 

references to support the feedback. 

 

Figure 1- Screen Capture from EMR-sim 

Phase 1: Pre-Pilot Usability Testing  

A pre-pilot usability study was conducted as part of a course 

on usability evaluation at the Faculty of Information (iSchool) 

of the University of Toronto. Two of the authors (NF, ASk) 

and a third student conducted the pre-pilot under the guidance 

of the course instructor. A convenience sample of three Master 

of Information students with no clinical experience served as 

participants. They were assessed individually in separate 40-

45 minutes sessions. Each session began with an introduction 

to the study and EMR-sim, followed by ‘think aloud’ 

observation [9] in which participants interacted with the 

simulation prototypes while verbalizing their actions, 

thoughts, and feelings. One of the researchers facilitated the 

observation using prompts such as “What are you trying to do 

now?,” “What did you expect to happen (when you…)?,” or 

“How did you feel about that?.”  A second researcher took 

notes. 

Phase 2: Pilot Study 

Participants’ Recruitment and Data Collection 

We sent email invitations to participate in the study to 49 

Family Medicine residents from two teaching hospitals in 

Toronto (Sunnybrook Health Sciences Centre and Women’s 

College Hospital), with a reminder email two weeks later. 16 

residents consented (response rate: 32.7%) and were enrolled 

in 2 similar one-hour evaluation sessions (one with 11 and the 

other with 5 participants) during the lunch break (with lunch 

provided). At the end of the evaluation session participants 

received a $50 gift card honorarium.  

At the beginning of each session, the purpose of the study  

was explained  and the informed consent form was reviewed  

with  the participants. After signing this form, participants 

filled in a pre-test questionnaire comprised of 5 items for self-

reported competencies (measured on a 4-point scale ranging 

from low to excellent), and 6 attitudes items (measured on a 5-

point Likert scale of agreement) related to using the EMR in 

the consultation. Demographic characteristics of participants 

(gender, age group, and year of residency) were also collected 

on the pre-test questionnaire. 

After completing the first survey, participants interacted with 

the simulation prototype for two scenarios and then filled in a 

post-test questionnaire. The post-test questionnaire included 

the same measures for competencies and attitudes, plus 

additional items to assess the acceptability of the simulation 

and overall rating of the session. It also included a space for 

free text comments on the session. 

Items measuring competencies, attitudes, and overall 

evaluation of the session (SEVAL) were taken from our 

previous study with standardized patients [5], with some 

modifications. Acceptability of the simulation was measured 

using the Technology Acceptance Model (TAM) [10]. TAM is 

a widely used model, which consists of 3 constructs: 

Perceived Usefulness (PU), Perceived Ease of Use (PEOU) 

and intention to use the system (INT).  Although other 

instruments such as the Unified Theory of Acceptance and 

Use of Technology (UTAUT) typically explain greater portion 

of the variance in usage intention [11], TAM is a useful tool 

for practical purposes such as assessing the acceptability of an 

information system because of its parsimony. Our survey 

instrument included 6 items for perceived usefulness, 3 for 

perceived ease of use, and 4 items for usage intention.  During 

the sessions, we observed 6 of the participants (3 in each 

session, 5 females and 1 male) as they interacted with the 

simulation and asked them to ‘think aloud’ as described 

before. The observers took notes and participants were audio 

recorded. 

Prior to beginning the research, the study was approved by the 

research ethics boards of Sunnybrook Health Sciences Centre 

and the University of Toronto, and all participants gave 

written informed consent. 

Quantitative Data Analysis 

Reliability (Cronbach’s alpha) of the measures for self-

reported competencies and attitudes related to using the EMR 

in the consultation were tested using the pre-test data. 

Perceived usefulness, perceived ease of use, intention to use 

the simulation and participant’s evaluation of the session were 

only measured on the post-test, and their reliability was tested 

using the post-test data. Except for attitudes towards using the 

EMR in the consultation that was low, scale reliability of all 

other measures was acceptable or good (Table 1). 

Table 1 – Scale reliabilities of the measure instrument 

Measure Reliability 

(Cronbach’s 

alpha) 

Patient-physician-EMR competencies 0.75 

Attitudes towards using the EMR in the 

consultation 

0.28 

Perceived usefulness of the simulation 0.92 

Perceived ease of use of the simulation 0.76 

Intention to use the simulation 0.80 

Overall evaluation of the session 0.75 

Data were analyzed using IBM SPSS Statistics 22. Combined 

scores for competencies and attitudes were calculated by 

summarizing the scores of all individual items and average 

scores were calculated for perceived usefulness, perceived 

ease of use, intention, and evaluation of the session. After 

testing for normality of the data distribution, we used paired-

samples t-tests to compare competencies and attitudes scores 

before and after using the simulation prototypes. Effect sizes 

were calculated using G*Power 3.0.10 software. Inter-rater 

agreements on perceived usefulness, perceived ease of use, 

intention, and evaluation of the session were calculated by 

entering the data into MS-Excel and using the rWG(j) formula 

[12]. 

Qualitative Data Analysis 

Qualitative data were analyzed as follows. First, researchers 

read through the free-text comments and notes from the ‘think 

aloud’ observations to familiarize themselves with the data. 

The three researchers who conducted ‘think aloud’ 

observations (AS, NF, and AS) met to review their notes for 
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clarification, compare the notes, and discuss preliminary 

themes that emerged. Then, free-text comments, notes, and 

audio recordings of the ‘think aloud’ sessions were entered 

into NVivo 8 qualitative data analysis software. The first 

author applied open coding to the data, adding new codes as 

they emerged. Codes were then grouped into categories and 

reorganized to develop the final coding scheme. The first 

author then used the scheme to recode all the data. To 

establish trustworthiness, a second researcher (EB) also coded 

a subset of the data (the free-text comments) using the same 

coding scheme. There was high agreement on coding (91% as 

calculated by NVivo) and moderate agreement on 

categorization (κ=0.56). The two researchers then discussed 

their interpretations, following which consensus on coding and 

themes had been reached. 

Results 

Pre-Pilot Usability Testing (Phase 1) 

As participants were not clinicians, they gave little feedback 

on the content of the simulations and focused mainly on the 

navigation, clarity, and overall usability of the scenarios. 

Positive findings included reaction to emotions shown by the 

patient’s avatar, particularly when tears were shed. All 

participants found this to be very effective. 

The pace of the doctor-patient dialogue was one of the main 

issues identified by our participants.  The unnaturally slow 

pace caused users to attempt to rush through the dialogue and 

subsequent navigational prompts and miss certain cues. 

Another key issue was a lack of clarity of system navigation. 

The original prototypes included a video play bar, which is 

added by Adobe Captivate by default. The majority of 

participants attempted to interact with this bar, instead of 

using the decision buttons, to progress through the scenario.  

A third issue was the ‘mouse over’ interaction with the 

magnifying glass that was confusing. 

Based on these findings, we modified the pace of the dialogue 

and removed the video bar from the prototypes. The 

interaction with the magnifying glass is more difficult to 

change. We decided not to change it at this time but explain 

this mode of interaction at the beginning of the pilot sessions. 

Characteristics of Study Participants 

Descriptive statistics of the phase 2 pilot study participants are 

presented in Table 2. Of the 16 Family Medicine residents 

who participated in the study, the majority (n=14) were 

women. Except for one participant who was 40 or older, all 

participants were between ages 20 and 39—most of them 

(n=9) in their twenties. The majority of participants (n=10) 

were in their first year of residency (PGY1).  

Table 2 – Characteristics of phase 2 study participants 

(N=16) 

Participant characteristic N 

Gender

Female 14 (81.2%) 

Male 2 (12.5%) 

Age group 

20-29 9 (56.3%) 

30-39 6 (37.5%) 

40-49 1 (6.3%) 

Year of residency 

1st year 10 (62.5%) 

2nd year 6 (37.5%) 

Effect of Using the Simulation Prototypes on Skills and 

Attitudes 

The combined score for self-reported competencies of 

integrating the EMR into the patient consultation improved 

from 14.88±2.63 before to 15.63±2.80 (M±SD; out of 

maximum 20 points possible) after using the simulation 

prototypes. This difference was statistically significant with a 

large effect size (Table 3). When the scores for individual 

items were compared, the scores for 4 of 5 items increased 

from pre- to post-simulation, but this improvement was only 

significant for 2 items: technical aspects of operating the EMR 

during the patient visit (paired t-test; t=-2.611, p=0.020) and 

using the computer for patient education (paired t-test; t=-

2.611, p=0.020), which improved from 2.63±0.81 to 

2.94±0.77 and from 2.75±0.86 to 3.06±0.77 (M±SD; on a 4-

point scale), respectively. The score for one item (prevention 

of EMR-related errors) dropped from 3.31±0.60 to 3.06±0.68 

(M±SD; on a 4-point scale), but this was not statistically 

significant (paired t-test; t=1.73, p=0.104). 

The combined score for attitudes related to using the EMR 

during the patient visit also increased from 22.25±2.44 before 

to 23.13±2.16 (M±SD; out of maximum 30 points possible) 

after using the simulation prototypes. However, this difference 

was not significant (Table 3). The scores for 5 of 6 attitude 

items improved from pre- to post-simulation and decreased for 

one item (“use of the EMR enhances my performance”); 

however, none of these changes were statistically significant. 

Table 3 – Self-reported competencies and attitudes related to the use of the EMR in the consultation. 

 Pre-test Post-test t(df=15) Sig. 
  

Effect 

size (dz) M SD M SD   

Competencies
a

  14.88 2.63 15.63 2.80 -2.535 0.023 
  

0.63 

Attitudes
b

 22.25 2.44 23.13 2.16 -1.754 0.100 
  

0.44 

a 

Combined score out of maximum  20 points possible. 

b  

Combined score out of maximum 30 points possible. 

Analysis of the free-text comments from the post-simulation 

questionnaire supports the positive impact of the computer-

based simulation. In particular, respondents commented that 

the simulation increased their awareness of issues surrounding 

the use of EMR in the consultation (“Awareness of EMR pros 

and cons” [p. 4]), and that it provided them with reassurance 

for their current practices (“Served to reinforce that my 

current practice is consistent with recommended/ acceptable 

practices” [p. 7]). 
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Acceptability of the Simulation 

The mean scores for acceptability of the simulation and 

overall evaluation of the simulation session, as measured on 

the post-simulation questionnaire, are presented in Table 4. 

Scores for perceived ease of use and perceived usefulness 

were good (4.10±0.73 and 3.81±0.74 on a 5-point scale, 

respectively). Intention to use the simulation and overall 

evaluation of the session were rated just above average. Inter-

rater agreement on all scores was high (rWG(j)≥0.8) 

Table 4 – Acceptability of the simulation and overall 

evaluation of the session. 

 PU PEOU INT SEVAL 

M SD M SD M SD M SD 

3.81 0.74 4.10 0.73 3.50 0.63 3.16 0.79 

rWG(j) 0.90 0.82 0.89 0.80 

The qualitative data analysis provided additional support for 

the acceptability of the computer-based simulation. 

Participants commented that the scenarios were realistic, that 

the prototypes were easy to use and enjoyable (“Great, fun, 

simulation that is very realistic” [p.7]), and that it would be 

effective for teaching Family Medicine residents how to better 

use the EMR in clinical encounters. However, they thought it 

would be most effective in earlier stages of the Family 

Medicine residency program: “Use this to teach all residents! 

Would have been an excellent tool to have in the first month of 

residency. I would have definitely used this tool often when 

first learning how to use an EMR …” [p. 5]. Two participants, 

however, thought it would be difficult to teach these issues 

using a software application that cannot fully capture the 

nuances and range of patient behaviors: “I find it is difficult to 

teach you how to balance using the computer during the 

actual encounter with patient interaction through an app, as 

the balancing act requires ‘learning through doing’ and is 

better done at clinic” [p.12]. 

Usability and Scenario Design Issues 

Several usability and scenario design issues emerged from the 

‘think aloud’ observations. First, it was noted that, as opposed 

to the Master of Information students who focused mostly on 

the software itself, residents concentrated on the clinical 

aspects of the simulation; i.e., they spent substantial amount of 

time reviewing the information presented on the EMR and 

commented on the clinical decision options. Participants 

commented that they would like the EMR representation in 

the simulation to be more interactive—much more like the 

real system they were using (“Creating an interface where we 

can actually use EMR during the simulation session” [p. 8, in 

response to the question “what would improve the 

simulation?”]). They also wanted to have additional choices 

available—especially for shared decision making (e.g. “I 

would ask her if she would like… it’s hard for me to choose 

what I recommend” [p.1,’think aloud’ session]). 

The pace of the simulation, which has been modified 

following the pre-pilot, did not seem to be an issue for most 

residents, except for two who commented on it on the post-

simulation survey—one of whom was also observed in the 

‘think aloud’ and seemed to be a very fast reader. Interaction 

with the magnifying glass was still confusing for some of the 

participants. Finally, through the ‘think aloud’ observation, we 

discovered a number of additional usability and scenario 

design issues that were not captured in the pre-pilot. For 

example, we noted that in a scenario discussing recent 

discovery of hypercholesterolemia, the EMR’s screen capture 

indicated that the patient was already taking medications for 

this problem, which was confusing to participants. Other 

minor issues included a blank references screen when no 

references for the feedback were available, and one slide 

transition that was too fast. 

Discussion 

The effect of using EMRs on patient-clinician relationships 

has gained considerable research attention. However, 

educational interventions aimed at improving clinicians’ 

competence in computerized settings are still rare. As part of 

our effort to bridge this gap, we have developed several 

interventions, of which EMR-sim is one [5, 6].  

The results of this pilot study suggest that a computer-based 

simulation would be a useful tool for teaching Family 

Medicine residents how to better integrate the use of EMRs—

and the computer in general—into the patient consultation. 

The combined scores for both self-reported competencies and 

attitudes related to using the EMR in the consultation 

improved from pre- to post-simulation (although this change 

was only significant for competencies), and so did most 

individual item scores. Our data suggest that the simulation is 

acceptable to users with good scores for perceived ease of use 

and usefulness. Free-text comments provided by participants 

support this analysis and suggest that the simulation may be 

especially useful in the early stages of the Family Medicine 

residency program. As a computer-based simulation is more 

scalable, compared to previous interventions such as 

simulation with standardized patients [5], we believe that it is 

worth further development and testing. 

A pre-pilot usability testing with Master of Information 

students and a pilot test with Family Medicine residents 

proved to be a useful combination, as the  students focused 

more on the interaction with the tool itself, whereas the 

residents examined mostly the medical information and 

decisions, and the display of the EMR component on the 

simulation prototype. This allowed us to identify some 

human-computer interaction issues, such as the pace of the 

conversation and interaction with the magnifying glass, as 

well as issues related to decision choices and interaction with 

the EMR component of the simulation prototype. In particular, 

residents pointed out that they would like to have more 

options for shared decision making. It has been suggested that 

the EMR can be effectively utilized for sharing understanding 

between patients and clinicians [13]. Additional scenarios that 

address this issue should be developed and tested. Second, 

residents preferred the simulated EMR to be more 

interactive—much like the real system they use. A potential 

way to achieve this is by integrating the simulation with an 

educational EHR system, such as the one developed by 

Borycki et al. [14]. 

Limitations and Directions for Future Research 

The main limitations of this pilot study are that we used a 

small convenience sample and relied on self-reported 

measures. Although the results are promising, they should be 

taken with caution as the possibility of type 1 errors cannot be 

excluded. The intervention was short and only two simulation 

prototypes were tested, which may explain the lower score for 

the overall evaluation of the session. For future research, more 

extensive interventions should be developed and evaluated. A 

randomized controlled trial with a larger sample and using 

more objective measures could be implemented, such as video 

observation of real-life consultations and rating of patient-

physician-EMR skills by external observers. 

Scale reliability for attitudes related to using the EMR in the 

consultation was low. This may be due to the small sample 
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size and the fact that items are substantially different from 

each other that they may not be unidimensional [15]. To 

overcome this limitation, we summarized the scores for all 

items to create a combined attitudes score. However, future 

research may seek to develop a more reliable instrument for 

measuring participants’ attitudes related to using the EMR in 

the consultation. 

Our goal was to develop a simple, low cost, simulation using 

tools that do not require expertise in programming or graphic 

design [6]. However, some participants suggested  a more 

realistic representation of the patients may be useful. 

Alternative designs that include animation or video segments 

may better portray patient behaviors—including non-verbal 

communication—and should be explored.  

Finally, the simulation focused exclusively on the use of an 

EMR system. Increased use of more comprehensive EHRs and 

patients’ access to their information through portals and 

personal health records (PHRs) introduce new challenges to 

the patient-clinician interaction during the patient visit. These 

challenges should be further explored and addressed in future 

designs of the simulation. 

Conclusion 

The study suggests that computer-based simulation may be an 

effective and acceptable tool for teaching Family Medicine 

residents how to better use the EMR in the consultation, and 

potentially other clinicians who face similar challenges of 

using EMRs in the clinical encounter. This potential should be 

further explored in future research. Usability testing with both 

clinicians and non-clinicians is a useful approach for 

identifying a variety of human-computer interaction and 

scenario design issues.  
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Abstract 

Information on patient quality of life (QOL) is essential to 

many clinical decisions. Therefore, studies that aim to extract 

QOL information from patient narratives are increasingly 

drawing attention. Also, several studies have noted that web 

services for patients, such as patient social networking ser-

vices, may represent promising resources for QOL research. 

However, it is still unclear whether patient narrative text con-

tains corresponding amounts of QOL information as self-

reported QOL. This study investigates if medical staff can 

accurately estimate patient QOL from only patient narrative 

texts. We analyzed (1) QOL of cancer patients estimated by 

medical staff from patient autobiographical texts and (2) self-

reported QOL scores of cancer patients. We compared pa-

tients from the following 3 disease groups: (1) gastrointestinal 

cancer, (2) breast cancer, and (3) lymphoma. The SF-36v2
TM

 

Health Survey was used to measure patient QOL in both mate-

rials, and the QOLs were compared. We found significant 

differences between self-reported QOL and estimated QOL in 

breast cancer patients and lymphoma patients, but not in gas-

trointestinal cancer patients. In particular, the medical staff 

tended to underestimate physical QOL scores. Medical staff 

may underestimate several aspects of QOL scores. On the 

basis of these results, we may be able to achieve more precise 

QOL estimation from patient narratives. 

Keywords:  

Quality of Life; Cancer; Self Report; Narrative Medicine; 

Social Network Service; Support Systems. 

Introduction 

Advancements in information and communication technology 

(ICT) have facilitated the collection of patient narrative data in 

the form of self-descriptions and self-reports, and the enor-

mous amount of such information (so-called Big Data) is now 

actively used in medical analyses [1]. 

“PatientsLikeMe”
1

 is one of the more successful examples of 

the use of ICT services in healthcare. In this network, people 

are able to connect with others with the same disease or condi-

tion and share their experiences. In addition to 

PatientsLikeMe, various other communication services for 

patients have been increasingly launched over the years [2-5]. 

“LifePalette” is one of the earliest patient communication ser-

vices established in Japan, and focuses mainly on cancer pa-

tients. Another service, “DIPEx-Japan”, provides patient nar-

ratives via videos of patient interviews. Similarly, the 

“Healthcare Information Bookshelf Project” also shares the 

same goal through the provision of illness narrative books [6]. 

ICT services are available not only for common diseases, as 

                                                           

1

 http://www.patientslikeme.com/ 

several rare disease communities have also launched their own 

social network services (SNS) to communicate with one an-

other. These include the GISTERS network for gastrointesti-

nal stromal tumor (GIST) patients, the Remudy registry for 

dystrophy patients, and the Re:me network for general rare 

disease patients. One of the main purposes of such services is 

to allow patients to share their experiences and support one 

another. However, the possible secondary applications of such 

data are also drawing attention. 

One promising application of patient narrative data is to un-

derstand personal experiences of illness, and to enable training 

medical staff to improve the quality of care [7-11]. Several 

studies have reported that patient narratives can provide in-

sight into the feelings of patients. Another secondary use of 

patient narratives is in quality of life (QOL) research [12, 13]. 

If accurate QOL data can be obtained from these narratives, 

the rich amount of text in SNS could provide more patient 

QOL information than was previously available. 

This study is a pilot study to compare narrative data and self-

reported data from the viewpoints of QOL. We investigate if 

medical staffs are able to accurately estimate patient QOL 

from narrative texts. To investigate this preliminary question, 

we collected (1) QOL of cancer patients estimated by medical 

staff based on patient autobiography texts and (2) self-reported 

QOL scores of cancer patients.  

Materials 

We utilized 2 types of materials as data sources: Material A 

(estimated QOL) and Material B (self-reported QOL). In both 

materials, we used the SF-36v2
TM

 Health Survey (Japanese 

version) to estimate QOL
2

. 

Material A (Estimated QOL) 

We identified illness narrative books written in Japanese by 

patients and had been published prior to June 2013. The initial 

sample comprised 53 books that were available at July 2013 

(Authors: 23 men, 30 women; mean age: 36.7±19.7 years). 

From each of these books, 2 sets of 10 consecutive pages were 

randomly selected (10*2*53=1,060 pages in total). 

These books were classified according to the ICD-10 disease 

codes for each author (Table 1). QOL estimations were 

conducted by 5 professional medical staff, comprising of 3 

men and 2 women (mean age: 25.6±1.82 years). Each medical 

staff member read the selected passages, and then estimated 

the QOL of each patient author based on these passages. The 

estimations were conducted using the SF-36v2
TM

 Health 

Survey, which consists of 36 questions. Using information 

from the books, the medical staff answered the questionnaire 

by speculating on the author’s perspective.  

                                                           

2

 This study does not deal with human subjects. 

MEDINFO 2015: eHealth-enabled Health
I.N. Sarkar et al. (Eds.)
© 2015 IMIA and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License.
doi:10.3233/978-1-61499-564-7-511
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Methods 

The narrative books were obtained in June 2013. The investi-

gation period for Material A was from August 2013 to Sep-

tember 2013. We compared the estimated QOL (Material A) 

scores and the self-reported QOL (Material B) scores for each 

disease. From Material A, each of the 5 medical staff members 

who read the autobiographies produced a QOL value for each 

patient, resulting in a total of 5 QOL values for that patient. 

We calculated the average of these 5 QOLs as the estimated 

QOL of each patient author. 

We then classified the patients according to their ICD-10 code 

disease categories in both Materials A and B (shown in Tables 

1 and 2). We calculated the average QOLs in each category, 

which were regarded as the category QOL. 

Comparisons were conducted for categories that had 4 or more 

patients (n>=4). 

Patients were classified into the following 3 categories accord-

ing to their ICD-10 codes: (1) C15-26 (Malignant neoplasms, 

digestive organs; or “gastrointestinal cancer”), (2) C50-58 

(Malignant neoplasms, breast and female genital organs; or 

“breast cancer”), and (3) C81-96 (Malignant neoplasms, stated 

or presumed to be primary, of lymphoid, hematopoietic and 

related tissue; or “lymphoma”). Figure 1 illustrates the work-

flow design of this study using the example of breast cancer 

patients. 

Results 

The results are shown in Figure 2 for ICD-10 codes C15-26 

(gastrointestinal cancer), Figure 3 for C50-58 (breast cancer), 

and Figure 4 for C81-96 (lymphoma). 

In gastrointestinal cancer patients (Figure 2), the results 

showed no significant differences between Material A (n = 11) 

and Material B (n = 4) in all sub-scales. 

In breast cancer patients (Figure 3), there were significant 

differences observed between Material A (n = 12) and 

Material B (n = 10) in 3 of the sub-scales (PF, RP, and GH) 

and one of the 3 summary scales (PCS).  

Lymphoma patients (Figure 4) showed smilar results to the 

breast cancer patients (Figure 2): there were significant 

differences observed between Material A (n = 15) and 

Material B (n =4) in 4 of the sub-scales (PF, RP, VP, and SF) 

and one of the 3 summary scales (PCS).  

 

 

Figure 2– C15-26 (Differences between estimated QOL and 

self-reported QOL in gastrointestinal cancer patients) 

 

Figure 3– C50-58 (Differences between estimated QOL and 

self-reported QOL in breast cancer patients) 

 

Figure 4– C81-96 (Differences between estimated QOL and 

self-reported QOL in lymphoma patients) 

Discussion 

Our findings showed that among the 3 summary scores of the 

SF-36v2
TM

 Health Survey, there were statistically significant 

differences in the Physical Component Summary (PCS) score 

between medical staff-estimated QOL and self-reported QOL 

in 2 of the 3 types of cancers analyzed. Although various stud-

ies have addressed patients suffering from these diseases, our 

study, surprisingly, indicated that the medical staff tended to 

underestimate patients’ physical QOL. This difference in PCS 

scores between the medical staff and patient authors suggests 

that patients may tend to speak out explicitly regarding their 

pain. If so, patients may suffer from less pain than expected by 

the medical staff. In the near future, we would have more pre-

cise techniques to estimate the level of patient pain. 

The other QOL summary scores (mental component and social 

component) did not show any significant differences between 

medical staff estimations and self-reporting. This suggests that 

the patient narratives contain much more information on men-

tal and social activities, thereby enabling the medical staff to 

have a better interpretation of these aspects of QOL. As most 

patient narratives focus on their daily lives, it is reasonable 

that the medical staff were able to accurately estimate the 

mental and social aspects of patient QOL. In most cases, the 

QOL gap was due to underestimations by medical staff. In 

other words, medical staff rarely overestimated the patient 
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QOL scores. One of the possible reasons for this bias is that 

the medical staff may have been too intent on empathizing 

with the patients and sharing their feelings, which resulted in 

the gap. 

Among the 3 cancer groups, the most precise QOL estimation 

was achieved in gastrointestinal cancer (Figure 2). In Japan, 

the mortality risk of gastrointestinal cancer is the second high-

est after lung cancer. This study showed that even in such a 

serious disease, there was little difference between the medical 

staff-estimated QOL and patient self-reported QOL; this sug-

gests a degree of success in information sharing for this dis-

ease. In contrast, there were gaps between the 2 methods of 

QOL assessment in the other 2 cancer groups. 

The results for breast cancer were not unexpected, as breast 

cancer has a relatively low mortality risk. In contrast, the mor-

tality risk of lymphoma is higher than many other types of 

cancers. The reasons why the medical staff tended to underes-

timate the QOL for this disease require further study. 

A surprising finding was that the self-reported QOL scores 

tended to be relatively high. For example, the Bodily Pain 

(BP) sub-scale in lymphoma patients was higher than the Jap-

anese average (in this QOL scale, the average Japanese person 

has a score of 50 in each of the QOL scale components). In 

addition to the BP value, most of the other QOL sub-scales 

were over 40. This result suggests that cancer patients may be 

happier than we had expected. 

Limitations 

A limitation of this study is that the 2 aspects of the analysis 

were obtained from different media, which may have biased 

the results: Material A was acquired from autobiographical 

books and Material B from patients through SNS. However, 

we analyzed the same diseases in order to reduce the possible 

bias.  

Conclusions 

In this study, we compared medical staff-estimated QOL and 

patient self-reported QOL scores in 3 categories of cancer 

patients. Our findings demonstrate that the medical staff tend-

ed to underestimate the physical QOL of patients based on 

autobiographical text. In contrast, there were no significant 

differences between the 2 types of QOL assessments in the 

mental and social aspects. Care should therefore be taken 

when estimating QOL from illness narratives, particularly for 

the physical component of QOL. These results indicate a need 

to create support systems that can improve patient conditions 

by using the gaps in physical QOL assessment. In the future, if 

a technique for automated QOL estimation is developed, the 

result of this study will contribute to effective communication 

between patients and medical professionals. 
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Abstract 

Dissemination of the latest clinical evidence to community-

based healthcare providers is a critical step to translate 

biomedical knowledge into clinical practice. We performed a 

study to analyze the correlations between the promotional 

activities and the usage of a guideline-driven interactive case 

simulation tool (ICST) for insomnia screening and treatment 

in a statewide HIV-HCV-STD clinical education program. 

For this purpose, we tracked users’ interactions with the ICST 

and the sending of promotional email newsletters during a 

study period of 44 weeks. Results showed that promotional 

activities were strongly correlated with the number of 

audience as well as the intensity of use of the target resource. 

The strength of correlation varied in specific use contexts. 

Strong correlations were found between the sending of email 

newsletters and the intensity of resource use by promotion 

recipients, by new users, and through the most convenient 

access channel associated with the promotion. Selection of 

approaches for resource dissemination should consider the 

potentials and limitations of use contexts to make them more 

effective.    

Keywords: 

Information Dissemination; Clinical Practice Guideline; 

Evidence-Based Medicine; Interactive Case Simulation Tool; 

Insomnia; HIV; HCV; STD. 

Introduction 

Effective and timely dissemination of the latest clinical 

evidence to community-based healthcare providers is a critical 

step to translate biomedical knowledge into clinical practice. 

Dissemination and implementation research has become a 

national priority of the United States to harness the investment 

in biomedical research with the improvement in clinical care 

and public health [1]. The informatics research community 

has accumulated a critical mass of knowledge on effective 

approaches to disseminating clinical evidence, including use 

of online platforms to host clinical and educational resources 

and leverage of information and telecommunication 

technologies to promote them [2-3]. Nevertheless, few prior 

studies have reported on how promotional activities can 

improve the actual usage of online resources, and particularly, 

in what specific contexts the resource usage tends to respond 

to promotions.  

In this paper, we report a pilot study to analyze the 

correlations between the usage of a guideline-driven 

interactive case simulation tool (ICST) and resource 

dissemination activities [4-6]. The results from this study will: 

(1) identify how dissemination activities can increase the 

usage of online clinical and educational resources; (2) 

characterize the profiles of use contexts that respond to 

promotions; and (3) direct the future development of effective 

approaches to disseminating clinical evidence. 

Materials and Methods 

Target Resources 

The target resources for dissemination in this study were from 

the New York State (NYS) HIV-HCV-STD Clinical 

Education Initiative (CEI) online training program [7]. The 

CEI program is sponsored by NYS Department of Health 

(DOH) AIDS Institute, targeting primary care clinicians such 

as physicians, nurse practitioners, pharmacists, dentists, 

physician assistants, dental hygienists, case managers, social 

workers, counselors, and other team members providing care 

for HIV-HCV-STD patients. CEI aims to increase access to 

quality HIV-HCV-STD healthcare, to expand the base of 

clinicians who can effectively manage HIV-HCV-STD 

patients, to disseminate the latest clinical guidelines, and to 

foster partnerships between community-based care providers 

and HIV-HCV-STD specialists. Since 2008, CEI has initiated 

the online training program and developed various digital 

resources, including 235 multimedia learning modules, 93 

online CME/CNE courses, and 12 guideline-driven ICSTs [8-

9]. These resources can be accessed from multiple platforms, 

including a main website, a mobile website, Android and iOS 

mobile apps, online social networks and social media, RSS 

feeds, and newsletters sent through CEI email listserv. Over 

the five-year period since its launch, the CEI website has 

recorded 121,150 visits and 608,487 pageviews by audiences 

from 171 countries around the world [6,10]. It is now 

consistently ranked by Google and other search engines as a 

top site for HIV-HCV-STD clinical education.       

ICST 

ICSTs are online tools for clinical decision assistance and case 

simulation on individual patients [4, 11]. When used by 

healthcare providers, they serve as vehicles to dessiminate the 

latest biomedical knowledge. On the back-end, ICSTs are 

typically based on knowledge-bases adopted from clinical 

practice guidelines. For example, the Insomnia Screening and 

Treatment ICST selected as the resource for analyses in this 

study was based on a quick reference guide for HIV primary 

care clinicians, a simplified version of the full guideline 

developed by the NYS DOH AIDS Institute [4, 12]. On the 

front-end, ICSTs support user interactions such as review of 

patient management processes, examination of different 
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options for clinical decisions, and entry of case-specific data 

for individualized recommendations. In addition to user-

defined patient cases, an ICST can include a list of pre-

defined sample cases presenting the typical scenarios for 

clinical decision making as well as a text recommendation 

section with highlighted points adopted from the source 

guideline. These three sections, i.e., recommendation, sample 

case, and user-defined case, provide the complete user 

functions for an ICST [4]. The ICSTs can be accessed from 

the CEI website as well as mobile apps. Screenshots of the 

Insomnia Screening and Treatment ICST are shown in 

Figure 1. 

CEI Resource Promotion 

To ensure that its resources can reach out to the target 

clinicians and communities, CEI has been consistently 

engaging in program promotions through multiple channels. 

Among these, CEI newsletters sent to email listserv have been 

used most freqently. The CEI newsletters are regular updates 

of the latest CEI clinical and educational resources, such as 

the newly developed CME/CNE courses, multimedia learning 

modules, mobile tools, training events and news, etc. These 

newsletters contain hyperlinks pointing to the CEI website 

and other online platforms that host the various clinical and 

educational resources. For many years, we have been sending 

these newsletters to the CEI audience through email listserv 

every two to three weeks. The number of subscribers of this 

listserv is in the range of 2,200-2,600. When a listserv 

subscriber receives a CEI newsletter and finds interest in a 

specific item, he/she can click the hyperlink to check the 

details of that resource on the CEI website. He/she can also 

forward the email to colleagues or friends to further 

disseminate these resources through his/her professional and 

social networks [6, 13].   

Study Design and Data Collection 

To analyze the correlations between the ICST usage and 

promotional activities, we first collected the usage data from 

April 3, 2012 (when the Insomnia Screening and Treatment 

ICST was released) to February 4, 2013 (a period of 44 

weeks) through tracking of user interactions with the system 

[4]. We focused on two usage measures: (1) episodes of use 

(reflecting the number of audience); and (2) frequency of 

visits to specific part of the ICST (reflecting the intensity of 

use) [4]. For this purpose, we built customized tracking 

functions to monitor the use of specific functions on different 

system user interfaces. System and user events, such as click 

of a button, check of a decision branch, and selection of a 

specific patient condition, as well as the timestamps of these 

events and user sessions, were stored in a tracking database 

for analyses. To control potential biases, usage by internal 

staff and for testing of app installation was excluded from the 

analyses [4].   

To characterize the use context, we profiled user interactions 

by multiple dimensions:  

1. Sections of ICST system function, i.e., user-defined 

case, sample case, recommendation, and cross-box 

(usage spanning over two or three of the previously 

listed sections);  

2. New vs. returned users;  

3. Access from large-screen equipment (desktops, tablets, 

etc.) vs. small-screen hand-held devices (smartphones, 

iPods, etc.);  

4. Access through web browsers vs. native apps; 

5. Audience from the United States vs. non-US countries; 

6. Audience from the NYS vs. out of the state; and  

7. Audience from healthcare organizations, government 

agencies, and unknown settings.   

Additional technical details on tracking of user interactions, 

use contexts, and usage measures can be found in our 

previous publications [4, 13-14]. 

To collect the data of CEI resource dissemination through 

newsletters, we reviewed all the archived emails, selected 

those newsletters directly related to ICSTs, and recorded the 

date when they were sent.  

 

 

Figure 1 – Screenshots of the Insomnia Screening and Treatment ICST 

Recommendation User-Defined Case Sample Case 

* Screenshots shown here are from an earlier version of the ICST when this study was performed. The latest version of this ICST can be found at the CEI website 

[12]
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Data Analyses 

For data analyses, we segmented the total usage as well as the 

profiles of use context by the dimensions listed above as bi-

weekly time-series. We plotted dissemination activities, i.e., 

sending CEI newsletters through emails, as a binary variable 

in a bi-weekly time-series with the same formulation. We then 

performed correlation analyses between each combination of 

usage profile/measure and the dissemination activities. We 

calculated Pearson correlation coefficient (r) to determine the 

potential correlations. We considered |r| >= 0.5 as a strong 

correlation, 0.5 > |r| >= 0.3 as a moderate correlation, and |r| < 

0.3 as a weak or no correlation [15]. For statistical analyeses, 

we used the SPSS software package [16].         

Results 

A total of 298 episodes and 1,415 rounds of interactions 

(visits) with the Insomnia Screening and Treatment ICST 

were recorded during the study period. Meanwhile, five CEI 

email newsletters were sent during this period to promote the 

ICSTs. The detailed distributions of the total ICST usage, its 

use in specific contexts, and the sending of email newsletters 

presented as bi-weekly time-series are shown in Figure 2.   

Table 1 – Results of Correlation Analyses  

 

Episodes Freq. of Visits 

r p-value r p-value 

Recommendation 0.470 0.024 0.551 0.006 

Sample Case -0.091 0.679 0.224 0.303 

User-Defined Case -0.066 0.764 0.270 0.213 

Cross-Box 0.278 0.198 0.437 0.037 

New User 0.492 0.017 0.538 0.008 

Returned User 0.446 0.033 0.122 0.579 

Large Screen 0.422 0.045 0.486 0.019 

Small Screen 0.282 0.192 0.271 0.211 

Web Browser 0.460 0.027 0.585 0.003 

Native App 0.113 0.607 0.173 0.429 

Outside of USA 0.284 0.189 0.219 0.315 

Inside of USA 0.474 0.022 0.502 0.015 

Outside of NYS 0.486 0.019 0.484 0.019 

Inside of NYS 0.452 0.030 0.342 0.110 

Healthcare Organization 0.462 0.027 0.607 0.002 

Government Agency 0.420 0.046 0.548 0.007 

Unknown Settings 0.463 0.026 0.325 0.131 

Total Usage 0.500 0.015 0.484 0.019 

Note: r: Pearson correlation coefficient; dark grey cells: 

strong correlation (|r| >= 0.5); light grey cells: moderate 

correlction (0.5 > |r| >= 0.3); white cells: weak or no 

correlation (|r| < 0.3). 

Pearson correlation coefficients showed strong correlations 

between promotional activities and the following usage 

profiles: 

1. Usage measured by episodes on total usage; and  

2. Usage measured by frequency of visits on 

recommendation, by new users, through web browsers, by 

audience from the United States, and by audience from 

healthcare organizations and government agencies.   

Meanwhile, Pearson correlation coefficients showed that there 

were moderate correlations between promotional activities 

and the following usage profiles: 

1. Usage measured by episodes on recommendation, by 

both new and returned users, from large-screen 

equipment, through web browsers, by audience from the 

United States, by audience from both inside and outside 

of NYS, and by audience from all settings; and  

2. Usage measured by freqency of visits from large-screen 

equipment, by audiences from both inside and outside of 

NYS, and on total usage.   

Weak or no correlations were found between promotional 

activities and the following usage profiles: 

1. Usage measured by episodes on sample case and user-

defined case, from small-screen hand-held devices, 

through native apps, and by audience from non-US 

countries; and  

2. Usage measured by freqency of visits on sample case and 

user-defined case, from returned users, from small-

screen hand-held devices, through native apps, and by 

audience from non-US countries.   

The detailed results of the correlation analyses, including r 

and p-value for each usage profile, are summarized in Table 1. 

Discussions 

The results have confirmed that there were moderate 

(measured by intensity of use) to strong (measured by number 

of audience) correlations between the total usage of the 

Insomnia Screening and Treatment ICST and the sending of 

CEI email newsletters. The strength of correlation in specific 

use contexts was not evenly distributed. Instead, certain usage 

profiles demonstrated strong or moderate correlations, while 

others only presented weak or no correlations. This is the first 

time a study has characterized the profiles of use context that 

do and do not respond to promotions. These identified usage 

profiles will direct future informatics research to develop 

effective and targeted approaches to disseminate clinical 

evidence, focusing on particular users, platforms, and settings.     

Regarding the specific use contexts, here are the potential 

explanations on strength of the correlations:  

1. The recommendation section of the ICST system function 

was the target of the promotional email (clicking the 

ICST hyperlink in the email would bring a user to this 

section). Therefore, its use demonstrated a strong 

correlation with the promotional emails. In contrast, the 

sample case and user-defined case sections presented 

only weak or no correlations.   

2. The new users had not yet bookmarked the ICST 

webpage nor downloaded the mobile apps. Therefore, 

they were more likely to respond to email promotions.   

3. Access through web browsers was the default channel 

when clicking the ICST hyperlink in the promotional 

email. Therefore, this use context recorded more 

responses. In contrast, access through native apps and 

small-screen hand-held devices (hosting the native apps) 

only showed weak or no correlations.  

4. Most of the CEI newsletter subscribers were from the 

United States. Therefore, these audiences were more 

likely to respond to email promotions.   

5. Most of the CEI program audiences were clinicians and 

public health professionals. Therefore, the audiences from 

healthcare organizations and government agencies 

demonstrated strong correlations.    
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Figure 2 – Sending of CEI Email Newsletters, Total ICST Usage, and ICST Use in Specific Contexts during the Study Period
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To plan for effective resource dissemination, the use contexts 

with strong correlations should be the focus. Regarding the 

use contexts demonstrating only weak or no correlations, 

resource usage is likely from a core group of loyal audiences 

(considering that we still recorded high level of usage in these 

use contexts) who do not need promotions.     

There were two limitations in this study. First, we selected a 

single ICST as the target resource and only the email 

newsletter as the dissemination activity for analyses. There 

were many other resources developed by the CEI online 

training program, and these resources were promoted through 

multiple channels. Generalizability of the findings from this 

study, therefore, needs to be verified in future research. 

Second, this study focused only on correlations, which could 

be the first step to determine causality. For the use contexts 

with strong correlations, it may worth further investigating on 

the detailed pathways in which the dissemination activities 

can lead to the increasing use of clinical and educational 

resources.    

Conclusion 

Dissemination of clinical evidence through promotional 

activities is correlated with number of audience and intensity 

of use of online education resources. Strength of correlation 

depends on specific use contexts. Strong correlations were 

found between sending of email newsletters and intensity of 

resource use by promotion recipients, new users, and through 

the most convenient access channel associated with the 

promotion. Selection of approaches for resource dissemination 

should consider their potentials and limitations in specific use 

contexts to make them more effective.  
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Abstract 

Current approaches for capacity building in Health 

Informatics (HI) in developing countries mostly focus on 

training, and often rely on support from foreign entities. In 

this paper, we describe a comprehensive and multi-

dimensional capacity-building framework by Lansang & 

Dennis, and its application for HI capacity building as 

implemented in a higher-education institution in Kenya. This 

framework incorporates training, learning-by-doing, 

partnerships, and centers of excellence. At Moi University 

(Kenya), the training dimensions include an accredited 

Masters in HI Program, PhD in HI, and HI short courses. 

Learning-by-doing occurs through work within MOH facilities 

at the AMPATH care and treatment program serving 3 million 

people. Moi University has formed strategic HI partnerships 

with Regenstrief Institute, Inc. (USA), University of Bergen 

(Norway), and Makerere University (Uganda), among others. 

The University has also created an Institute of Biomedical 

Informatics to serve as an HI Center of Excellence in the 

region. This Institute has divisions in Training, Research, 

Service and Administration. The HI capacity-building 

approach by Moi provides a model for adoption by other 

institutions in resource-limited settings. 

Keywords: 

Health Informatics; Capacity Building; Developing Countries; 

Training. 

Introduction 

Health Informatics (HI) is rapidly being embraced in the 

developing world[1]. It is now commonplace to see 

comprehensive deployment and implementation of Electronic 

Health Record Systems (EHRs). As an example, countries like 

Rwanda and Kenya have rolled out EHRs at scale within 

Ministry of Health (MOH) facilities. Other health information 

systems, ranging from Health Information Management 

Systems, Laboratory Information Systems, Pharmacy 

Information Systems, and mobile Health Systems also have 

increased uptake. Beyond systems, there are multiple 

initiatives to develop and operationalize national Health 

Information System (HIS) strategies. At the same time, 

increasing numbers of evaluations are underway to increase 

the evidence-base of impact of HIS.  

With increasing relevance of HI in developing countries 

comes the requisite need for comprehensive mechanisms to 

support these systems. At the very least, countries need appro-

priate institutional and human capacity in HI. Needed work-

force in HI include: (a) Local level: Health IT professionals, 

eHealth specialized programmers, data managers, implemen-

tation managers, support specialists and reporting personnel; 

(b) Institutional level: Chief medical information officers; and 

health information management specialists, (c) Administra-

tive: national and regional eHealth coordinators and eHealth 

monitoring and evaluation specialists, and (d) Other: Health 

information privacy and security specialists, HI researchers, 

among others. End users, managers and policy-makers also 

need appropriate training on relevant aspects of HI. 

Over the years, various approaches have been undertaken to 

improve capacity in HI for developing countries. There are 

several examples of training programs. The American Medical 

Informatics Association has had the 10x10 program whose 

aim is to train 10,000 health care professionals in applied 

health and medical informatics within 10 years, with some 

coming from developing countries[2]. The Informatics Train-

ing for Global Health Program of the Fogarty International 

Center is another initiative that aims to improve informatics 

research training in developing countries[3]. Health Informat-

ics Building Blocks (HIBBS) by the Global Health Informat-

ics Partnership arm of AMIA also provides applied informat-

ics training targeted to developing countries. 

Beyond formalized training programs, other approaches to 

improving capacity have involved direct presence in develop-

ing countries of Western institutions, or significant North-

South collaboration. Organizations like the International 

Training and Education Center for Health (ITECH) conducts 

extensive work and training in HI in multiple developing 

countries. Regenstrief Institute, Inc., Partners In Health, and 

numerous universities in the West now have formal relation-

ships with developing country partners and ministries in HI. 

An exemplar case of institutional partnerships for HI capacity 

building involves collaboration between University of Wash-

ington, Seattle and Universidad Peruana Cayetano Heredia, 

Peru[4, 5]. The project, called AMUATA, has lasted for over a 

decade and led to significantly increased capacity through 

short-term courses, Masters and PhD-level HI training. 

Unfortunately, few HI capacity building initiatives can mimic 

the success of programs like AMUATA. The problem is that 

most initiatives target narrow dimensions of a broader capaci-

ty building framework. It is quite common for individuals to 

be trained in HI within the Western setting, only to come back 

home and have no institutional base from which to operate. In 

fact, these individuals often receive little requisite recognition 

for their newly acquired skills. Numerous capacity building 

initiatives also lack buy-in from relevant governmental author-

ities, with efforts not necessarily aligned with larger national 

HI capacity-building goals. Some HI training programs also 

lack solid implementation partnerships to enable applied train-

ing in HI within real-world settings.  

In this paper, we report on an HI capacity building initiative 

grounded by a comprehensive and multi-dimensional capacity 

building framework. We use this case-study approach to high-
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light the necessity of a multi-faceted approach to HI capacity 

building, with the primary goal of realizing self-sustainable 

locally run HI programs in developing countries.  

Materials and Methods 

Capacity Building Framework 

Lansang & Dennis describe a broad-based capacity building 

framework that takes into consideration both short- and long-

term strategies for capacity building with an eye towards 

sustainability (Table 1)[6]. This framework incorporates 

various complementary approaches for capacity building, 

including: (1) graduate or post graduate training; (2) learning 

by doing; (3) institutional partnerships between developing 

and developed countries; and (4) centers of excellence. 

Building HI capacity at the institutional level requires an 

approach that touches on every aspect of the four dimensions 

in this framework. It should be noted that training, the most 

common modality currently used globally for HI capacity 

building, leads to a lower likelihood for sustainability if 

implemented in isolation.  

Approach 

The HI program described in this paper used the 

comprehensive framework by Lansang & Dennis to build a 

broad-based and sustainable HI Informatics Program within an 

institution in a developing country setting. The guiding 

principles for the HI program are outlined below:  

• Multi-Dimensionality: The HI program should support 

various dimensions of HI, including: HI research, HI system 

development and implementation, and policy guidance.  

• Locally Led: The program should aim for self-suffiency of 

the local institution, with little reliance from outside. 

• Strategic Partnerships: The program should form public-

private, North-South, and South-South strategic partnerships 

as needed to achieve its goals. 

• Government support and Integration: The program should 

ideally operate within publicly-funded institutions, and 

work closely and in alignment with government-supported 

health and education sectors. 

• Accreditation: Training programs should be formally 

recognized within the country, and follow well-accepted 

core competencies in HI training and education[7-9].  

• Affiliation with an Implementation Setting: There needs to 

be an emphasis on applied and practice-based HI. As such, 

programs should collaborate closely with active care 

systems, and with larger national HIS ecosystem. 

• Economic sustainability: Multi-modal approaches for 

finanacial sustainability, incorporating various business 

models, should be implemented to avoid excessive reliance 

on seasonal and time-limited grants or funding approaches.  

Setting 

The comprehensive HI program, guided by the Lansang & 

Dennis framework, has been implemented within Moi Univer-

sity in Kenya. Moi University is a public and government 

supported university located in Eldoret, Kenya[10]. The Uni-

versity was established in 1984 as the second university in 

Kenya through an Act of Parliament. It currently has 13 

schools, 4 directorates and operates 6 campuses, namely: Main 

Campus, Eldoret West Campus, Odera Akang’o Campus, 

Mombasa Campus, Nairobi Campus, and Eldoret Town cam-

pus. Within the Town Campus is the College of Health Sci-

ences that houses four schools, namely: School of Medicine, 

School of Public Health, School of Dentistry and School of 

Nursing. The College of Health Sciences has a student popula-

tion of about 2,000 with a staff complement of over 500 of 

which 170 are academic staff. The College of Health Sciences 

hosts the HI programs. 

Results 

We describe the activities of the Moi University HI program 

along the four dimensions of capacity building framework 

outlined in the Lansang & Dennis framework, namely: (1) 

Graduate or post graduate training; (2) Learning by doing; (3) 

Institutional partnerships between developing and developed 

countries; and (4) Centers of excellence. 

Graduate and Post Graduate Training 

With support from the Norwegian Agency for Development 

Cooperation, and as part of the NORHED program, Moi 

University is leading the Health Informatics Training and 

Research in East Africa for Improve Health Care (HI-TRAIN) 

(Norad Project #: QZA-0484) project. This project, currently 

in its second of five years, has the following specific aims:  

• Provide post-graduate (Masters and PhD) level training 

in Health Informatics and research. Targeted groups 
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include health professionals and individuals with computer 

science background. Personnel trained in HI-TRAIN 

become core HI faculty at Moi University.  

• Increase number of women and marginalized 

populations in faculty-level training in Health 

Informatics and research.  

• Improve the quality and quantity of Health Informatics 

research conducted primarily by researchers based in the 

LMIC countries in collaboration Northern partners (see 

Institutional Partnerships). 

• Provide model curricula, educational programs and 

approaches for faculty-level HI training that can be 

emulated by regional higher education institutions.  

The two-year Masters in Health Informatics program is ap-

proved as a university program, and will train an average of 20 

candidates per class. In total, 11 Masters candidates will get 

full scholarship support under HI-TRAIN program to pursue 

this degree. In return, these individuals will commit to serving 

as HI personnel and staff within the University. Table 2 out-

lines the approved courses for the Masters program. Faculty 

for this program will come from various departments within 

Moi University, and from two other partner institutions for HI-

TRAIN program, namely Makerere University, Uganda and 

University of Bergen (UiB), Norway.  

The HI-TRAIN program is also supporting four faculty mem-

bers to receive full scholarship to undertake PhD training in 

HI at UiB in Norway, with research conducted within Moi 

University setting. As part of the scholarship, the faculty will 

have a binding agreement to serve within the HI programs at 

Moi to assure sustainability. Moi University has over the last 

several years also partnered with Regenstrief Institute, Inc. 

and Indiana University to also offer formal HI fellowship 

training at Regenstrief Institute. Individuals with fellowship 

training are now back to oversee new HI programs and re-

search at home. With nine faculty members with fellowship or 

PhD training in HI, Moi University plans have its own locally 

run PhD program by 2016. The curriculum development and 

approval processes for this program start in early 2015. 

While the Masters, Fellowship and PhD programs all aim to 

improve institutional capacity in HI, Moi University has also 

paid attention to improving capacity in direct response to gov-

ernment and implementation partner needs. Moi University is 

home to the Regional East African Center for Health Infor-

matics (REACH-Informatics). This is project funded by 

Fogarty International Center as part of the Informatics Train-

ing for Global Health (ITGH) Program[11]. Since 2010, 

REACH-Informatics has offered 25 short courses to 469 par-

ticipants. Courses have included data management, EHRs de-

veloper and implementer training, forms & concept dictionary 

training, and research database training. 

Learning by Doing 

Moi University’s HI work has been grounded by the need to 

address real world challenges within the Kenyan setting. The 

University forms part of a larger care partnership, the Aca-

demic Model Providing Access To Healthcare 

(AMPATH)[12]. AMPATH is a collaborative between Moi 

University School of Medicine, Moi Teaching and Referral 

Hospital, and the AMPATH Consortium - a consortium of 

North American Academic Medical Centers led by Indiana 

University. Initiated in 2001, AMPATH has used a systems-

based approach that closely links clinical care, prevention, 

research, and training. The program provides comprehensive 

care and treatment services through 544 MOH facilities and 

serves a catchment area of three million people.  

From its inception, AMPATH recognized the need for com-

prehensive Health Information Systems to assure optimal care 

for the people it serves. AMPATH was the first implementa-

tion site for the open source electronic record system, 

OpenMRS, with the implementation called the AMPATH 

Medical Record System (AMRS)[13]. Success of AMRS 

helped to convince the Kenyan MOH to roll out OpenMRS in 

over 300 MOH clinics. Beyond eHealth, AMPATH has used 

mobile technology for: (a) data collection as part of a home-

based counseling and testing for HIV program that has 

reached over a million individuals; (b) computerized clinical 

decision support for HIV and chronic disease management; (c) 

mobile store-and-forward teleconsulttion; and (d) mobile 

learning and counseling platforms, among others[14-17]. The 

AMPATH partnership with Moi University offers a real-world 

laboratory in HI, where trainees can work to complement 

foundational aspects of HI training. As an innovative arm of 

the MOH, AMPATH HI innovations largely inform the na-

tional conversations in HI. 

Institutional Partnerships 

A core component to Moi University’s HI capacity building 

initiative is the formation of strong strategic partnerships. 

These partnerships include: 

• South-South Institutional Partnerships in HI: Moi 

University has natural strength in applied Clinical 

Informatics. The Institution however recognizes that a big 

part of HI includes foundations of health informatics with a 

significant computer science component – competencies 

ranging from algorithms, visualization, analytics, natural 

language processing, security, to artificial intelligence. To 

this effect, Moi University has partnered with the School of 

Computing and Informatics Technology (CIT) of another 

Table 2– Approved Masters in Health Informatics 

Courses 
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regional university, Makerere University (Uganda) for its 

HI initiatives. CIT has 22 PhD holders on the academic 

staff, with fully fledged academic departments in 

Information Systems, Computer Science, Information 

Technology and Software Engineering. Makerere is a 

member of the HI-TRAIN program, and will be sending 

students for Masters training in HI at Moi University, and 

making available faculty to teach in the HI degree courses. 

• North-South Institutional Partnerships in HI: Over the 

years, Moi University has partnered with Regenstrief 

Institute, Inc. (RI) and Indiana University to advance global 

HI. Among the core achievements of this partnership is the 

development and implementation of OpenMRS. Moi 

University has also partnered with University of Bergen 

(UiB), with a particular emphasis on PhD-training of new 

emerging HI faculty. All Moi University candidates 

pursuing PhD-training in HI at UiB will have a Bergen 

University faculty supervisor in addition to a Moi 

University supervisor. The HI partnership involves the 

Center for International Health and Department of 

Informatics at UiB. 

• Public-Private & Public-Public Partnerships: As a public 

institution, Moi University has formed strategic partnerships 

with organizations in both the public and private sector to 

ensure sustainability. Partnerships include work with 

ITECH-Kenya to train implementers on KenyaEMR, which 

is being rolled out broadly with Kenya. The University is 

also partnering with Jacaranda Health, a social enterprise 

for health, on mobile and e-learning platforms for health. 

Partnerships with counties are in the inception phases, with 

the goal of training county personnel in HI. 

Centers of Excellence 

It is well recognized that building centers of excellence offers 

the best chance for sustainability and long standing capacity 

building efforts[6]. Centers provide academic homes for 

highly trained faculty in HI and allow for consolidation of 

numerous approaches to capacity building. To this end, Moi 

University has established an Institute of Biomedical 

Informatics (IBMI), to serve as a regional HI Center of 

Excellence. The IBMI at Moi is made up of: (a) Education & 

Training Division – hosting the Masters program, PhD 

program, and short courses; (b) Research Division – serving as 

the research and dissemination arm; (c) Service & Extension 

Division – providing consulting, development and 

implementation services to MOH and partners in the region; 

and (d) Administration Division – overseeing all 

administrative aspects of the IBMI (Figure 1). IBMI is an 

integral part of the University, with core funding coming from 

the government of Kenya to assure sustainability. Additional 

sources for Institute financial sustainability come from student 

tuition, research grants, and service-based fees. 

Discussion 

Existing approaches to HI capacity building within resource-

limited settings remain largely non-comprehensive. In this 

paper, we present a case study of a publicly-funded higher 

education institution in a developing country that has taken a 

multi-dimensional HI capacity building approach guided by a 

comprehensive framework. This approach incorporates 

training, learning by doing, partnerships and a center of 

excellence. The approach can serve as a model for adoption by 

other institutions in similar resource-limited settings. 

There are multiple reasons why the described capacity-

building model needs to be the goal for institutions aiming to 

improve HI capacity in developing countries. To improve HI 

capacity, countries need highly trained individuals to serve as 

teachers and trainers. These individuals should ideally be 

locally-based, and should have a supportive home-institutional 

environment within which to work. The work should be 

grounded by the country HI capacity needs and strategies, and 

by interaction with real-world healthcare settings to inform 

innovations and evaluations. In a resource-limited setting, 

chances of self-sufficiency and sustainability can only happen 

when strategic partnerships are formed to reduce burden to 

individual institutions. Ideally, core support should come from 

the country’s ministries of education and health, as this will 

provide an excellent foundation for sustainability, and for 

alignment with country’s HI systems strategy. 

The described capacity building approach has its limitations. 

To implement all dimensions for capacity-building, a 

significant amount of financial investment is needed. It is fair 
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to say that this capacity-building model is not necessarily 

practical for all institutions. It is one best suited for select 

institutions tasked with a larger role of leading each country’s 

HI capacity building initiatives. It should also be noted that 

each component of the model can be used to generate financial 

resources for sustainability. Tuition will be charged for 

training and degree programs, service fees can be incorporated 

into the learning-by-doing experience and into centers of 

excellence activities. Partnerships can also be strategically 

used to alleviate the financial burden to the institution. 

To actualize the proposed comprehensive approach takes time. 

It would be unrealistic to expect institutions to implement all 

dimensions at once or within a short period. At the very least, 

institutions should have a roadmap that would eventually see 

the actualization of all dimensions over realistic timelines. 

Alternatively, multiple institutions with complementary 

strengths can collaborate to create a comprehensive 

partnership that has every dimension of the model, without 

necessarily having all components fall under a single 

institution. As an example, an institution with strengths in HI 

training can partner with another institution with a HI Center 

of Excellence. 

Funding organizations should pay attention to the models for 

capacity building they are supporting. The NORHED capacity 

building initiative by NORAD is a program that is already 

looking at capacity building initiatives at very comprehensive 

level. In addition to encouraging all dimensions, the 

NORHED program also emphasizes gender equity, as females 

are often underpresented in the Sciences. Other programs that 

can have impact in this area include ITGH and the 

Rockefeller’s Digital jobs initiative. The goal should be 

sustainable HI capacity initiatives beyond a grant period.   

Conclusion 

It is possible to build comprehensive, locally-run HI capacity 

building initiatives that are sustainable, in line with country 

capacity building priorities, and which offer high quality and 

accredited HI training.  
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Abstract 

Since 2011, the Regional e-Health Center of Excellence in 

Rwanda (REHCE) has run an MSc in Health Informatics 

programme (MSc HI). A programme review was 

commissioned in February 2014 after 2 cohorts of students 

completed the post-graduate certificate and diploma courses 

and most students had started preparatory activity for their 

master dissertation. 

The review developed a method for mapping course content 

on health informatics competences and knowledge units. Also 

the review identified and measured knowledge gaps and 

content redundancy. Using this method, we analyzed 

regulatory and programme documents combined with 

stakeholder interviews, and demonstrated that the existing 

MSc HI curriculum did not completely address the needs of 

the Rwandan health sector. Teaching strategies did not always 

match students’ expectations. Based on a detailed Rwandan 

health informatics needs assessment, International Medical 

Informatics Association (IMIA)�s Recommendations on 

Education in Biomedical and Health Informatics and the IMIA 

Health Informatics Knowledge Base, a new curriculum was 

developed and provided a better competences match for the 

specifics of healthcare in the Central African region. The new 

approved curriculum will be implemented in the 2014/2015 

academic year and options for regional extension of the 

programme to Eastern DRC (Bukavu) and Burundi 

(Bujumbura) are being investigated. 

Keywords:  

Education; Medical Graduate; Teaching; Curriculum; 

Knowledge. 

Introduction 

The International Medical Informatics Association (IMIA) is 

the international organization for health and biomedical 

informatics. IMIA acts as a bridging organisation, bringing 

together the constituent regional and country health 

informatics associations and their members. The IMIA 

General Assembly has approved a number of endorsed 

documents: 

1. Recommendations of the International Medical 

Informatics Association (IMIA) on Education in 

Biomedical and Health Informatics; First Revision 

(2010) 

2. IMIA Knowledge Base (2011) 

The Recommendations of the IMIA on Education (1) 

Rather than reproduce all the recommendations, the first 6 

illustrate the nature of the recommendations: 

Biomedical and Health Informatics Core Knowledge and 

Skills   

1.1 Evolution of informatics as a discipline and as a 

profession   

1.2 Need for systematic information processing in health 

care, benefits and constraints of information technology in 

health care   

1.3 Efficient and responsible use of information processing 

tools, to support health care professionals’ practice and their 

decision making   

1.4 Use of personal application software for documentation, 

personal communication including Internet access, for 

publication and basic statistics   

1.5 Information literacy: library classification and systematic 

health related terminologies and their coding, literature 

retrieval methods, research methods and research paradigms  

1.6 Characteristics, functionalities and examples of 

information systems in health care (e.g. clinical information 

systems, primary care information systems, etc.) 

The IMIA Knowledge Base (2-4) 

In 2011, IMIA also published a knowledge base structuring 

the knowledge of the Health Informatics domain into 14 topics 

(listed below). The base was subdivided into 245 knowledge 

units. This unit list served in the review process as a tool for 

measuring the coverage of Health Informatics knowledge by 

the MSc HI curriculum: 

1. Computer Science for Health Informatics (ICT for 

Health) 

2. Health & Social Care Processes 

3. Health (care) Records 

4. Health and Social Care Industry 

5. Health Informatics Standards 

6. Knowledge Domains and Knowledge Discovery 

7. Legal and Ethical 

8. People in Organisations 

9. Politics and Policy 

10. Technologies for Health 

11. Terminology, Classification and Grouping 

12. Uses of Clinical Information 

13. Using Informatics to Support Clinical Healthcare 

Governance 

14. Computer Systems Applications in Health (Toolkit) 

MEDINFO 2015: eHealth-enabled Health
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Figure 1 – Section of the IMIA Knowledge Base 

In February 2014 in Kigali with a team of 3 international re-

viewers, the University of Rwanda, College of Medicine and 

Health Sciences (CMHS) commissioned a curriculum review 

of the MSc in Health Informatics (MSc HI) programme. The 

team used an Action Research method to review and rewrite 

the curriculum based on the two IMIA endorsed documents 

above.  

The review activities consisted of: 

• A study of national regulations and documents 

relevant for the MSc HI programme. 

• A study of the MSc HI programme documents. 

• A study of international standards, recommendations 

and literature on health informatics postgraduate 

education programmes (6,7) especially those that had 

been endorsed by the IMIA. 

• A mapping of the existing MSc HI curriculum content 

on to international standards and regulations. 

• A field study of needs and competences in Rwanda in 

the area of health informatics (5), mainly through a 

number of interviews with relevant stakeholders, 

including Ministry of Health (MoH) staff, NGOs, 

public and private health facilities, education & 

training institutions, health software development 

companies and research organisations. 

• An evaluation of how students, teaching staff and 

CMHS faculty perceived the existing MSc HI 

curriculum. 

Information obtained from the MoH clearly showed a growing 

need for people with combined skills covering Information 

Technologies (IT), Information Systems (IS), Information 

Management (IM) and Health System (HS) knowledge. 

Generally speaking, there is a shift from IT and IS towards IM 

and HS needs: internal MoH software and systems 

development activities are progressively phasing out in favour 

of private sector outsourcing. Consequently, the MoH requires 

new management skills related to contracting, people 

management, and project management. Health facilities 

identified competences related to health care research (mainly 

for university teaching hospitals), data mining, and statistical 

and epidemiological reporting based on Electronic Health 

Record (EHR) content. Public and private hospitals described 

the urgent need for Chief Information Officer (CIO) profiles 

that again must be capable of combining IT, IS and IM 

knowledge and skills. 

Based on competence needs and employment perspectives, the 

following human resource profiles can be identified for MSc 

HI graduates: 

• Health Information Managers  (mainly IM and HS 

knowledge and skills needed in public sector) 

• Clinicians proficient in IT, IS and IM  (health 

facilities) 

• Information System Implementers and System 

Integrators (e.g. for EMR-HMIS integration) 

• Information System Evaluators  (Health Informatics 

Interventions impact measurement and Information 

Systems quality evaluation) 

• Education staff  (Academic staff and Information 

Systems training staff / functional experts) 

• Researchers  (Health Informatics domain and other 

Health Care domains) 

All of the competences identified by the Rwandan stakehold-

ers were covered by the IMIA recommendations on Educa-

tion.  

Methods 

The IMIA recommendations were mapped to the IMIA 

Knowledge Base and the learning outcomes produced would 

underpin the identified human resource profiles. This mapping 

then  lead the team to develop an SQL database. 

IMIA competences - knowledge base mapping 

In the first exercise, 40 competences identified in the "IMIA 

recommendations for health informatics education" were 

mapped on 0 or more knowledge units in the IMIA knowledge 

base. This resulted in a total of 400 mappings, clearly 

demonstrating the IMIA Knowledge  Base units synergy with 

the IMIA competences. 

IMIA competences - existing programme mapping 

Each module title of the existing MSc HI programme was then 

mapped onto a number of IMIA competences (replacing the 

original programme objectives). This showed that a total set of 

38 IMIA competences (out of 40) were covered by the 

existing programme. The existing programme modules did not 

have consistency within or between modules in terms of 

content. There were gaps in the content and poorly distributed 

weightings of the content. However, the module titles and 

objectives gave a good starting point to automatically populate 

these modules using the IMIA recommendations and the IMIA 

Knowledge Base. The computer based exercises took 5 days 

using a three dimensional SQL Querying method devised by 

Dr. Verbeke.  

IMIA knowledge - existing curriculum mapping 

Based on the mapping between existing MSc HI module titles 

and IMIA competences combined with the previously 

performed mapping between IMIA competences and IMIA 

knowledge units, an automatic mapping between existing MSc 

HI modules and IMIA knowledge units was generated. This 

demonstrated that 219 (out of 245) knowledge units were 

covered by the existing titles and structure. 

Development of a reference curriculum 

The automatically generated mapping table between existing 

curriculum modules and IMIA knowledge units was then 

cleaned for redundancy (assigning each knowledge unit to 

only one single module) and for completeness (modifying 

module content in order to cover previously missed 

knowledge units). This provided a set of modules with 100% 

knowledge coverage whilst avoiding any redundant or 

repetative teaching. 

In a final phase, a number of modules were (partially) merged 

in order to come to an equally distributed module weight of 10 
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credits for each module, with 6 modules in the post-graduate 

certificate year and 6 modules in the post-graduate diploma 

year. 

Results 

An Example of Module Aims, Outcomes and Content 

Introduction to Health Informatics 

Brief description of aims and content 

This module introduces the discipline of health informatics 

and the details of the programme. The module covers a 

number of basic concepts in health informatics and ensures 

that students from different backgrounds have the opportunity 

to share perceptions of health and medical informatics. 

Learning outcomes (competences) from IMIA Recommenda-

tions 

1.1 Evolution of informatics as a discipline and as a profession 

1.4 Use of personal application software for documentation, 

personal communication including 

Internet access, for publication and basic statistics 

3.1 Basic informatics terminology like data, information, 

knowledge, hardware, software, computer, networks, 

information systems, information systems management 

3.2 Ability to use personal computers, text processing and 

spreadsheet software, easy-to-use database management 

systems 

3.3 Ability to communicate electronically, including electronic 

data exchange, with other health care professionals, Internet 

/intranet use 

3.4 Methods of practical informatics/computer science, 

especially on programming languages, software engineering, 

data structures, database management systems, information 

and system modelling tools, information systems theory and 

practice, knowledge engineering, (concept) representation and 

acquisition, software architectures 

3.6 Methods of technical informatics/computer science, e.g., 

network architectures and topologies, telecommunications, 

wireless technology, virtual reality, multimedia 

Indicative content (units) from IMIA Knowledge Base 

• Access to information 

• Computer literacy (ECDL) 

• Computer systems 

• Computing methodologies 

• Data management and storage 

• Databases 

• Demystify IT for users 

• Explains health informatics 

• History of methods of gathering information in the 

clinical workplace 

• Human Computer Interaction (HCI) principles 

• Information sources 

• Information Storage and Retrieval 

• Internet, intranets and associative technologies 

• Networking 

• Web technologies 

• Wireless technology 

• Prototype system for a department 

The curriculum content was also weighted according to the 

recommended student workload in European Credit Transfer 

and Accumulation System (ECTS) credits for the knowledge 

and skill areas of a two year biomedical and health informatics 

master (BMHI) programmme. 

Table 1 - European Credit Transfer and Accumulation System 

(ECTS) credits 

The teaching components of the programme total 120 credits. 

These components are divided between the Certificate and 

Diploma levels. However the number of ECTS recommended 

by the IMIA team are 140; therefore,  20 of the credits will be 

included in the Research Thesis. 

Post-graduate certificate 

The post-graduate certificate programme essentially focuses 

on IT and IS after an introduction to the Health Informatics 

domain. The development of practical skills and essential 

knowledge of the Rwandan health informatics context are core 

components of the programme. 

Introduction to Health Informatics: includes an introduction 

to the discipline of Health Informatics and the scope of the 

programme. The course covers a number of basic concepts in 

Health Informatics and ensures that the students have the 

opportunity to share perceptions of Health and Medical 

Informatics (8). 

Healthcare Management and Organisation: covers the 

concepts of Healthcare Management in relation to Health 

Informatics. The Health Informatics concepts underpinning 

management, organisational culture and socio-technical 

aspects are explored (8). 

Knowledge Management in Healthcare Delivery: covers 

Health Informatics topics, in particular the processing of Data 

into Information, and then into Knowledge. The use of this 

knowledge is explored in Decision Making and Education. 

Management Information Systems: explores the connection 

between information systems (IS) and business performance. 

It also explores the issues of security, transparency, 

traceability and Return on Investment. 

Electronic Health Records Management and Hospital & 

Health Information Systems: assists students to understand 

the complexities of managing individual and community 

based health information. Students will be able to understand 

different approaches of health record modeling; purpose based 

structuring of health information and the principles of 

integrated health information management (9). 

Health Informatics Applications including PACs, MIT, 

Telemedicine and mobile technologies: explores the 

concepts of ubiquitous computing technologies to provide 

positive support in the population. It explores the use of 

telemedicine and e-Health solutions for medical support. This 

is underpinned by an exploration of wireless technologies. 

Post-graduate diploma 

The post-graduate diploma year is designed to add more IM 

knowledge and skills, leading the student to a broader 

comprehension of the complete health informatics domain and 

its place in the health system ("the big picture"). It also adds 

Knowledge/Skill Area Credits 

1. BMHI Core Knowledge And Skills 80 

2. Medicine, Health And Biosciences, Health 

System Organisation 

20 

3. Informatics/Computer Science, Mathemat-

ics, Biometry 

40 

Total ECTS credits 120 
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essential project management skills and elements of critical 

thinking enabling well-considered evaluation of different 

options. Research skills and scientific reasoning are formally 

included in the programme.  

The following modules are part of the diploma programme: 

Software Based Clinical Decision-making and Support 

Systems: explores the concepts of information to support 

health professionals in their decision-making and development 

of therapeutic strategies. The module covers clinical pathways 

and guidelines and biomedical modeling and simulation as 

well as the principles of data representation and cognitive 

aspects of information processing. 

Public Health Informatics includes Patient Information 

Kiosks, Websites and Public Health Systems for 

Epidemiology, Epidemic Control and GIS: explores the 

concepts of data representation and information analysis. The 

module includes information tools to support education for the 

public and health professionals, epidemiology and public 

health.   

Social-Cultural, Legal and Economic Impact of Health 

Informatics: explores ethical, legal, and social issues arising 

in the use of computer-based technology and information 

systems in the delivery of health care. The module also 

includes health informatics ethics and regulatory frameworks. 

Project Management and IT Introduction in Health Care 

Delivery, Case Studies in Health Informatics: students learn 

the principles of project management and using information 

management within projects. Through exploration of health 

information projects, students gain a real-world understanding 

of how to manage biomedical informatics projects taking into 

account the socio-technical aspects of implementation. 

Research, Monitoring and Evaluation in Health 

Informatics: explores an introduction to research in the areas 

of health informatics and covers a wide range of methods and 

techniques. The topics range from epidemiology data and 

analysis and mapping to measures of patient outcomes 

following medical interventions. Evaluation and monitoring of 

programs of care and clinical audit are also included (9). 

E-health Enterprise Architecture: explores the details of 

healthcare information technology (HIT) interoperability and 

standards. The evolution of technology in healthcare, along 

with the impact on clinical information systems, is studied. 

The benefits of integrating healthcare information systems are 

investigated (9), as are the challenges of integrating systems 

across disparate organisations, healthcare disciplines, and 

technologies.  The value proposition of a standards-based 

approach to integration is presented (10).  

Discussion 

This curriculum has been validated and plans to start in 

January 2015. The curriculum is the first in Africa to be based 

on the IMIA recommendations. 

The new MSc HI programme has been tailored to the Central 

African context (8) and options for regional extension of the 

program to Eastern DRC (Bukavu) (10) and Burundi 

(Bujumbura) are being investigated.  

Conclusion 

The 3-dimensional mapping of IMIA competences, IMIA 

knowledge base units and curriculum module titles provided a 

useful method for validating biomedical and health 

informatics domain coverage of a competence based MSc HI 

curriculum in Rwanda. The same method could be applied to 

other MSc HI programmes seeking compliance with IMIA 

biomedical and health informatics education standards. 

Unfortunately there is insufficient space to include details of 

the SQL queries in this article. The authors intend to publish 

this in a technical paper. 

Many of the content gaps found by our analysis might have 

been revealed earlier had more robust evaluation and 

monitoring processes been in place. In addition to the work 

discussed in this paper, the review also explored the teaching 

and assessment strategies employed. The programme content 

gaps and teaching strategy issues discovered during the 

curriculum review demonstrated the importance of periodical 

external curriculum reviews. 
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Abstract 

As part of the Open Government Initiative, the United States 

federal government published datasets to increase 

collaboration, transparency, consumer participation, and 

research, and are available online at HealthData.gov. 

Currently, HealthData.gov does not adequately support the 

accessibility goal of the Open Government Initiative due to 

issues of retrieving relevant data because of inadequately 

cataloguing and lack of indexing with a standardized 

terminology. Given the commonalities between the 

HealthData.gov and MEDLINE metadata, Medical Subject 

Headings (MeSH) may offer an indexing solution, but there 

needs to be a formal evaluation of the efficacy of MeSH for 

covering the dataset concepts. The purpose of this study was 

to determine if MeSH adequately covers the HealthData.gov 

concepts. The noun and noun phrases from the 

HealthData.gov metadata were extracted  and mapped to 

MeSH using MetaMap. The frequency of no exact, partical 

and no matches with MeSH terms were determined. The 

results of this study revealed that about 70% of the 

HealthData.gov concepts partially or exactly matched MeSH 

terms. Therefore, MeSH may be a favorable terminology for 

indexing the HealthData.gov datasets. 

Keywords:  

MeSH; Data; Standards; Indexing; Data Storage and Retrieval. 

Introduction 

The United States federal government collects and stores 

massive amounts of data, yet that data has largely been 

inaccessible to the American people [1]. In an effort to change 

the culture regarding governmental transparency and 

information sharing, then Presidential-candidate Barack 

Obama pledged to create a transparent and connected 

democracy [2]. On January 21, 2009, the day President Obama 

was sworn into office, the “Memorandum for the Heads of 

Executive Departments and Agencies: Transparency and Open 

Government” was signed [3]. This Memorandum outlined the 

Obama Administration’s “Open Government Directive” that 

detailed actionable steps and deadlines that federal agencies 

were required to take to promote the principles of 

transparency, participation and collaboration. This directive 

initiated the Data.gov website [4] for publishing and 

disseminating federally-sponsored datasets. The memorandum 

specified that each federal agency must identify and publish in 

an open format at least three high-value data sets and register 

those datasets via Data.gov [5].  

High value information was defined as “information that can 

be used to increase agency accountability and responsiveness; 

improve public knowledge of the agency and its operations; 

further the core mission of the agency; create economic 

opportunity; or respond to need and demand as identified 

through public consultation” [5]. In the U.S. National Action 

Plan, a policy was instated regarding “smart disclosure,” or 

releasing high quality, complex information in standardized, 

machine-readable formats that can improve decisions and aid 

scientific research. The action plan noted the government’s 

intent to develop Federal guidelines on scientific data [6]. 

Federal agencies were encouraged to release a variety of 

“smart disclosure” data that was accessible, machine-readable, 

standardized, timely, adaptive and innovative to markets, in an 

interoperable, and deidentifed format [7]. 

Publicly Available Data  

Data.gov is an online data repository that includes tools and 

resources, communities, and education on how to utilize the 

site and its data. A community portal, HealthData.gov [8], was 

specifically developed to support the dissemination of 

healthcare data including Medicare and Medicaid cost reports, 

public health registries, medication treatments, and county-

level determinants-of-health [8]. The overall impact of the 

Open Government Initiative on healthcare data resulted in the 

release of almost 2000 high value data sets on           

HealthData.gov.  

In both Data.gov and HealthData.gov, users have the ability to 

filter datasets by subject, description, publisher, keywords, 

and other relevant meta-data (Table 1). Although the 

dissemination of publically available data is a step forward in 

promoting governmental transparency, there exist significant 

limitations in actually acquiring the datasets. Specifically, the 

limitations in the annotation principles adopted by 

HealthData.gov may result in suboptimal results from data 

searches. 

Data.gov and HealthData.gov adopted a data management 

system constructed by Comprehensive Knowledge Archive 

Network (CKAN), an open-source data portal software [9]. 

The CKAN search application programming interface (API) is 

based on keyword searches for querying and accessing data. 

The searches are based on metadata that is supplied by the 

data publisher. To the best of our knowledge, the performance 

of the CKAN search API has never been formally evaluated. 

Public Data Challenges 

There are obvious reasons why the federal government is 

making high quality healthcare data available for research and 

use by the public, including benefits related to the goals of 
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collaboration, transparency, participation, and research. The 

overarching benefit of these data is the potential to improve 

decisions based upon knowledge [7]. However, the impact of 

the open government initiative on supporting research has 

been minimal. A primary reason why the open government 

initiative is failing to support research is due in part to the fact 

that transparency and access standards are inconsistently 

applied within federal communication policymaking [10]. 

Thus, the lack of consistency may be inhibiting citizen 

engagement in utilizing these resources for scholarly purposes 

[11]. In fact, studies have shown that although the government 

is adopting technology to increase transparency, these tools 

have been ineffective in engaging citizen participation [12-

15].  

Table 1 - Primary Meta-data Fields that are required for all 

Datasets in HealthData.gov 

Field Description 

id The unique identifier for the dataset 

title The title name for the dataset 

notes The description of the dataset 

author The name of the federal agency that submitted 

the dataset 

tags Tags associated with the dataset 

Although the websites Data.gov and HealthData.gov have the 

potential to support governmental transparency, the success of 

these sites rests upon how well they can accommodate 

consumer accessibility [16]. Robinson and colleagues [17] 

discussed how full compliance and coordination with 

government-wide policy requirements present challenges for 

federal websites. Chang and Kannan [18] and Dawes and 

Helbig [14] suggested that more research is needed to explore 

the needs of citizens in order to enhance data tools. Similarly, 

others have suggested that there needs to be a more integrated 

approach to investigate data accessibility and dissemination 

tools and inventory resources and solutions to any problems 

[15, 18].  

Information accessibility remains a challenge for citizens 

regardless of the growth of Data.gov and HealthData.gov. 

Research is needed to investigate practices that can 

accommodate consumers in accessing and using publically 

available federal data. Studies have suggested that the 

government should allow third party, private entities to play 

larger roles in the delivery of data and information [15, 17]. 

Feasibly, other federal efforts can be leveraged to support 

accessibility and usability of publicly available data. In 

Europe, several initiatives have begun to support the sharing 

of data. OpenPHACTS is one example of a partnership 

between public and private stakeholders from academia, 

pharmaceutical companies, and other enterprises that is funded 

through the Innovative Medicine Initiative to support common 

standards and sharing of data for more efficient drug 

development and patient treatment [19]. The European 

Medical Information Framework (EMIF) is another initiative 

that aims to create an environment for the re-use of existing 

health data. The EMIF Platform allows researchers to browse 

available patient-level data in Europe to support research.  A 

data repository known as tranSMART is currently being 

developed to provide a schema for a variety of data types [20]. 

As Data.gov and HealthData.gov expand, the ability for end-

users to find relevant data sources will become paramount for 

the sustainability of the websites and the Open Government 

Initiative. Particularly, the data extraction methods that were 

adopted in the construction of Data.gov and HealthData.gov 

need to be evaluated so that the most relevant data is queried 

while also avoiding irrelevant data. Additionally, proactive 

indexing of datasets should be systematic, structured, and not 

too labor-intensive to allow for long-term sustainability and 

usability of publically available data. 

Medical Subject Headings (MeSH) 

In the 1960s, the U.S. National Library of Medicine (NLM) 

dealt with information retrieval issues around biomedical 

literature due to poor indexing and search mechanisms for 

articles in MEDLINE. Due to problems in retrieving relevant 

medical literature, NLM produced MeSH. The goal of MeSH 

is “to provide a reproducible partition of concepts relevant to 

biomedicine for purposes of organization of medical 

knowledge and information” [21]. 

MeSH is one of several biomedical vocabularies that are 

available in the Unified Medical Language System (UMLS) 

Metathesaurus. The UMLS Metathesaurus is a large, multi-

purpose, and multi-lingual vocabulary database that contains 

information about biomedical and health related concepts, 

their various names, and the relationships among them [22].  

Tools were developed that utilize the UMLS Metathesaurus. 

MetaMap is a natural language processing (NLP) tool that was 

developed to map biomedical text to the UMLS Metathesaurus 

[23]. Input text is processed by MetaMap using 

lexical/syntactic analyses, followed by variant generation, 

candidate identification, mapping construction, and word 

sense disambiguation. There are processing options that allow 

users to limit the UMLS Metathesaurus to a specific 

vocabulary, such as MeSH. 

MeSH is based off of a concept-oriented framework. The 

framework has a three-level structure: descriptor class, 

concept, and term. A concept is a common idea or meaning 

expressed by synonymous words or terms. A concept is a term 

for each of these synonymous terms. A term is a way of 

describing the concept. The concept will often have a 

preferred term, which has been adopted as the name of the 

concept in the MeSH framework. The descriptor is a class of 

one or more related concepts where the name of the descriptor 

is the preferred concept.  

The main headings and entry terms are the names of the 

concepts in a descriptor class. In MEDLINE, the descriptor 

name is often attached to the citation record. An entry term 

may be the descriptor name or a concept in that descriptor 

class. The role of entry terms is to provide a guide for 

choosing proper concepts. Therefore, searchers most often use 

entry terms for determining the most appropriate concept 

class. 

Interestingly, there are very few studies evaluating the 

performance of the MeSH framework for retrieving resources 

other than medical literature [24, 25]. Of particular interest is 

the possible influence of the MeSH vocabulary in indexing 

and retrieving publically available healthcare data that is 

published under the Data.gov community site, 

HealthData.gov.  

Indexing Public Data with MeSH 

The metadata that is available in CKAN offers similar 

information that is available within biomedical literature 

published on MEDLINE, including a title, author, 

description/abstract. CKAN recommends that publishers 

provide specific metadata to describe the datasets (Table 1). 

However, CKAN does not currently support a standardized 

vocabulary for indexing purposes. Tags, also known as 

keywords, are a metadata element provided in CKAN that is 

self-prescribed by the authors of those datasets. In constrast, 

MEDLINE uses MeSH entry terms for indexing biomedical 

literature. Currently, MeSH entry terms are assigned to each 
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article that is accessible through MEDLINE by trained 

indexers hired by the U.S. NLM. However, efforts for 

automating the indexing process in MEDLINE have shown 

promise.  

The Medical Text Indexer (MTI) was developed for the sole 

purpose of offering MeSH concepts by automatically 

processing the MEDLINE metadata [26]. Research suggested 

that biomedical literature in MEDLINE was successfully 

indexed with MTI when only a title and abstract were 

provided [26]. Interestingly, the auotmated indexing engine, 

MTI, was shown to have similar accuracy as a human indexer, 

but with far greater efficiency [26]. Therefore, MTI was 

shown to be a substitute to human indexing, which supports a 

more efficient indexing process. The MTI may also prove to 

be an efficient and accurate tool for indexing datasets that are 

available through HealthData.gov. However, before an 

automated indexing engine can be adopted and applied to the 

HealthData.gov metadata, there is a need to evaluate the 

alignment of MeSH entry terms to the concepts that are 

present in the HealthData.gov metadata.  

To support the adoption of MeSH for indexing and retrieving 

healthcare data, a formal evaluation is needed to determine if 

MeSH is an appropriate vocabulary for data indexing and 

retrieval. The purpose of the proposed study is to test this 

thesis. MeSH should only be adopted if the vocabulary offers 

consistent and adequate coverage of the concepts that are 

available in HealthData.gov. This study will explore the 

coverage of terms by parsing out the noun and noun phrases 

from the HealthData.gov metadata and mapping these terms to 

the MeSH vocabulary.  

Methods 

Extracting Nouns and Noun Phrases from HealthData.gov 

The complete HealthData.gov metadata catalogue from 

datasets that were published from May 2012 to May 2014 

were queried from the CKAN engine using an HTTP GET 

script. There was a total of 1,003 datasets published during 

this time. The HealthData.gov metadata was exported from 

CKAN in a JSON file format. The json Python library was 

used to parse the JSON file to extract the notes (i.e., the 

descriptions) from the metadata. The extracted metadata were 

written to a CSV file.  

The metadata CSV file was mapped to the UMLS 

Metathesaurus by using MetaMap to identify the nouns and 

noun phrases. The supplied text was parsed into simple noun 

phrases using the SPECIALIST minimal commitment parser 

[27]. Variants were generated for each phrase using the 

SPECIALIST lexicon. Variants consisted of phrase words 

together with their acronyms, abbreviations, synonyms, 

derivational variants, and meaningful combinations of these, 

including inflectional and spelling variants [28]. A candidate 

set of all Metathesaurus strings containing at least one of the 

variants was retrieved. Each candidate was evaluated against 

the input text by mapping the phrase words to the candidate’s 

words and then calculating the strength of the mapping using a 

linguistically principled evaluation function [29].  

To determine the overall frequency of all nouns and noun 

phrases that occured in the HealthData.gov notes, all UMLS 

concepts were indexed with MetaMap and the output was 

selected to reveal noun phrases, nouns, and 

acronyms/abbreviations. The MedPost/Semantic Knowledge 

Representation (SKR) part-of-speech tagger broke the original 

notes for each dataset into sentences, tokenized each sentence 

and then further tagged tokens as nouns, verbs, prepositions, 

adjectives, and punctuations. Candidates were identified from 

the list of variants for each concept. Once the nouns and noun 

phrases were identified, MetaMap provides UMLS concept 

candidates with concept unifier identifiers (CUIs), preferred 

names and semantic types. All of the mapping results were 

printed and exported in a machine-readable output. The 

machine-readable output was further processed by extracting 

nouns from the summary while omitting verbs, prepositions, 

adjectives, and punctuation using a regular expression 

function in the R statistical software package. The frequency 

of nouns, noun phrases, and distinct nouns and noun phrases 

that were present in the HealthData.gov metadata were then 

reported. 

MeSH Coverage of Nouns  

The complete MeSH library was downloaded as an XML file 

from the U.S. NLM webpage [30]. The XML file was parsed 

using the Python-based Element Tree XML API to create a 

Python dictionary of all the MeSH concepts, related concepts, 

and entry terms. The dictionary was written to a CSV file and 

uploaded to R to calculate MeSH term coverage. 

In order to determine the level of coverage that MeSH offered 

for indexing the HealthData.gov metadata, the nouns that were 

extracted from the metadata using MetaMap were mapped to 

MeSH entry terms. The nouns were mapped to MeSH by 

developing a query in R to search for partial or exact matches 

between the nouns extracted using MetaMap and the complete 

MeSH library. The frequency of partial, exact, and no matches 

between the MeSH terms and the extracted MetaMap nouns 

were calculated. If a noun was contained in part of a MeSH 

entry term, it was considered a partial match. A noun that 

exactly matched a MeSH entry term was considered an exact 

match. Any noun that was not part of a MeSH entry term was 

considered not matching.  

Further analysis was conducted by restricting the comparison 

of MeSH terms to the nouns extracted using MetaMap for 

those nouns that accounted for 75% of all of the identified 

nouns. The 75% threshold was determined based on the 

observation that this accounted for nouns that occurred at least 

10 times in the HealthData.gov metadata.  This was completed 

in order to evaluate the efficacy of indexing the data with 

MeSH while minimizing the effects of nouns that do not occur 

frequently in the HealthData.gov metadata. The frequencies of 

partial, exact and no matches were calculated to determine the 

efficacy of MeSH for indexing the most common occurring 

nouns in HealthData.gov.  

Common MeSH Concepts in HealthData.gov 

A final analysis was carried out to determine the most 

common MeSH concepts that occured in the HealthData.gov 

metadata. The HealthData.gov metadata CSV file was 

processed a second time using MetaMap, but restricting the 

library source to only MeSH. The phrases that were mapped to 

MeSH were returned along with the MetaMap summary, 

which was exported to show the associated MeSH candidate 

concepts that map to the noun phrases. A mapping score was 

provided that revealed the level of agreement between a noun 

phrase and the MeSH candidate concept.  A mapping score of 

1000 indicated an exact match. In addition to the MeSH 

concept, the MeSH category was also provided. The MetaMap 

summary was uploaded to R and a regular expression function 

was used to extract the noun phrases, mapping scores, 

candidate MeSH terms, and MeSH categories. MeSH terms 

were only included in the analysis if the mapping score was 

greater than or equal to 900. The frequency that each MeSH 

concept and category occurred in the HealthData.gov metadata 

was calculated.  
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Statistical Analysis 

The R statistical software package was used to determine if 

the frequency of matching types (partial, exact, and no match) 

were significantly different between the mapped nouns and 

MeSH entry terms. The frequency of the partial matches was 

calculated as the number of nouns that matched at least part of 

a MeSH entry term. Exact matches were the frequency of 

nouns that exactly matched a MeSH entry term. The frequency 

of no matches was calculated as the sum of the nouns that did 

not appear in a MeSH entry term. Chi-squared tests of 

independence, with pairwise comparisons and a Bonferroni 

correction, were used to determine if there were significant 

differences in the frequency of terms in the matching groups.  

Results 

There were 30,132 nouns identified from 17,677 noun phrases 

from the 1,003 datasets using MetaMap, of which 2,975 nouns 

and 9,772 noun phrases were considered unique. When 

restricted to the MeSH library, there was a total of 18,839 

concepts identified of which 1,336 were unique. The number 

of unique MeSH concepts that had a mapping score greater 

than or equal to 900 was 947. The 10 most frequent MeSH 

concepts and the accompanying categories that had a mapping 

score greater or equal to 900 are shown in Table 2.  

Table 2 - Most frequent MeSH Concepts in HealthData.gov 

Concepts Categories Frequency 

(Percentage) 

Use (Utilization) Functional Concept 238 (3.6%) 

Medicare Governmental or 

Regulatory Activity 

134 (2.0%) 

Collections Intellectual Product 87 (1.3%) 

Reported 

(Report) 

Intellectual Product 84 (1.3%) 

Programs Intellectual Product 83 (1.3%) 

File (Filing) Occupational Activity 74 (1.1%) 

United States Geographic Area 74 (1.1%) 

Medicaid Governmental or 

Regulatory Activity 

68 (1.0%) 

Measures Quantitative Concept 61 (0.9%) 

Published 

(Publishing) 

Occupational Activity 59 (0.9%) 

Table 3 shows the frequency of nouns that matched partially, 

exactly, or did not at all match a MeSH entry terms. In 

addition, Table 3 indicates the frequency of these matching 

groups when the nouns were restricted to those covering 75% 

of all nouns, totally 480 nouns. 

Table 3 - Matching HealthData.gov nouns to MeSH terms 

Match 

Type* 

Medical Subject Headings (MeSH) 

 All Terms Restricted to top 75% 

 Frequency** Frequency** 

No Match 851 (28.6%) 47 (9.8%) 

Partial 1533 (51.5%) 301 (62.7%) 

Exact 591 (19.9%) 132 (27.5%) 

Total 2975 (100%) 480 (100%) 

*No match is the frequency where the noun is present in the HealthData.gov 

metadata, but not covered by the MeSH library. A partial match is the 

frequency of nouns that partially match a MeSH term. An exact match is the 

frequency of nouns that exactly match a MeSH term.  

** There were significant differences in the frequency of each of the matching 

types (df=1; p-value<0.001).  

There were significant differences between the matching types 

(χ
2

=477.3, df=2, p-value<0.001). Pairwise comparisons 

demonstrated that there were significantly fewer nouns that 

did not match to MeSH terms when compared to partial 

(χ
2

=195.1, df=1, p-value<0.001) and exact matches (χ
2

=46.9, 

df=1, p-value<0.001). There were significantly more nouns 

with partial matches to MeSH entry terms compared to nouns 

that exactly matched MeSH entry terms (χ
2

=417.8, df=1, p-

value<0.001). 

These differences were observed when the nouns were 

restricted to the top 75% (χ
2

=209.0, df=2, p-value<0.001). 

Pairwise comparisons demonstrated that there were 

significantly fewer nouns that did not match a MeSH terms 

compared to partial (χ
2

=185.4, df=1, p-value<0.001) and exact 

matches (χ
2

=40.4, df=1, p-value<0.001). Also, partial matches 

were significantly greater than exact matches (χ
2

=66.0, df=1, 

p-value<0.001).  

Discussion 

There were significantly greater nouns that partially or exactly 

matched MeSH entry terms than nouns that didn’t have any 

matches to MeSH entry terms. This is evidence that MeSH 

may offer adequate coverage of the concepts that are present 

in the HealthData.gov metadata. Although additional research 

is needed, this study suggested that MeSH may be a suitable 

controlled vocabulary to adopt for indexing HealthData.gov 

datasets.  

As federal agencies and independent researchers acquire data, 

there is a general need to organize the data for later indexing 

and queries. One study found that very few publications that 

were registered at ClinicalTrials.gov actually published their 

datasets [31]. It was suggested that the lack of existing 

policies around standardization do not ensure availability of 

results and data from clinical research. Another study [32] 

discussed the need to develop data models and dictionaries 

that can support sharing of biomedical data, and suggested that 

the development of terminologies and ontologies could 

support this goal. Based on the results of the present 

experiment, the use of MeSH has the potential to support these 

demands for data sharing and data searching of a United States 

data portal, HealthData.gov.  

Future research should evaluate if indexing with MeSH 

supports consumers in retrieving relevant datasets. If MeSH 

does offer a more effective search strategy, a method needs to 

be developed to automatically index the CKAN metadata. A 

limitation of this study is that new datasets are frequently 

published in HealthData.gov. This study only examined 

datasets that were published during a 2-year timeframe. Future 

research will need to be conducted to investigate the 

sustainability of coverage that MeSH. Finally, future research 

can investigate the term coverage of other terminologies, such 

as SNOMED CT. 

Conclusion 

This study demonstrated that MeSH may be a suitable 

vocabulary for indexing the data that is available through 

HealthData.gov. Better indexing would help the the Open 

Government Initiative, enacted by the United States federal 

government, achieve its goal of providing accessible published 

datasets. Adopting a standardized vocabulary such as MeSH 

for indexing the HealthData.gov metadata, the search and 

retrieval methods may be better supported. In order to ensure 

that MeSH can be used effectively for indexing, MeSH needs 

to have adequate coverage of the concepts in the 

HealthData.gov metadata. By extracting the nouns from the 
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metadata using MetaMap, a significant number of the nouns 

mapped partially or exactly to MeSH entry terms.  
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Abstract 

Clinical trials are studies designed to assess whether a new 

intervention is better than the current alternatives. However, 

most of them fail to recruit participants on schedule. It is hard 

to use Electronic Health Record (EHR) data to find eligible 

patients, therefore studies rely on manual assessment, which 

is time consuming, inefficient and requires specialized 

training. In this work we describe the design and development 

of an information retrieval system with the objective of finding 

eligible patients for cancer trials. The Recruit system has been 

in use at A. C. Camargo Cancer Center since August/2014 

and contains data from more than 500,000 patients and 9 

databases. It uses ontologies to  integrate data from several 

sources and represent medical knowledge, which helps 

enhance results. One can search both in structured data and 

inside free text reports. The preliminary quality assessments 

shows excellent recall rates. Recruit proved to be an useful 

tool for researchers and its modular design could be applied 

to other clinical conditions and hospitals. 

Keywords: 

Information Retrieval, Ontology, Clinical Trial, Patient 

Selection 

Introduction 

A clinical trial is designed every time a new intervention 

needs to be tested and compared with its current alternatives 

in an effective way. This type of study usually specifies two 

groups of research subjects: control (patients receiving regular 

treatment or placebo) and treatment (patients receiving new 

treatment). To statistically back up the conclusions, there 

should be enough participants (the recruiting target) and all of 

them should have similar clinical characteristics (in order to 

meet the inclusion and exclusion criteria). Currently, only half 

of all clinical trials reach their recruiting target, and half of 

those reach the target in a timely manner [1]. The usage of 

existing search tools (such as data warehouses) over 

Electronic Health Record (EHR) data can lead to significant 

increases in recruitment rates [2–5], however, there are still 

important challenges to be faced. 

Firstly, the clinical data is notoriously difficult to represent 

formally [6–8]. The complex nature of medical practice, its 

specialties and sub-specialties led the industry to develop 

specialized software. Thus, it is common that the hospital 

context involves usage of several systems for different aspects 

of clinical practice, and the patient information is scattered 

through different databases, usually using different data 

models. Both structured forms and reports containing free text 

may coexist in one database. Therefore, in order to use EHR 

data to find patients based on clinical features, it is necessary 

to apply data integration techniques [9].  

In Computer Science, ontologies represent knowledge 

formally, and have been used to derive new knowledge from 

facts by a process called logical inference [10]. Ontology 

based data integration employs the descriptive power of 

ontologies to harmonize semantic mismatches between source 

databases, particularly on the biomedical domain [11]. 

Additionally, the field of Information Retrieval has been 

developed at a fast pace [12], with continuous improvements 

to the algebraic models (such as latent semantic indexing) as 

well as to the probabilistic models, many of them empowering 

natural language processing. However, the availability of 

language models trained on the medical subdomain is still 

sparse mainly due to ethical concerns when publishing 

corpora, a fact that hinders the development of the area. 

Several systems have tried to overcome these difficulties with 

customized search engines. Most of them [13] map free-text 

data onto concepts taken from terminologies such as 

SNOMED CT, upon which a structured search is then 

performed. The translation of eligibility criteria into 

computable definitions is usually done by the searcher, but 

can be aided through machine language [14,15], especially 

useful on cross-language environments. 

In this paper, we present Recruit, an information retrieval 

system with the target of finding patients based on clinical 

criteria using EHR data. It uses ontologies to reconcile 

heterogeneous databases, as well as merge data from 

structured forms and free text for pathology and image 

reports. We will describe its requirements, design, deployment 

and preliminary quality assessments. 

Materials and Methods 

Requirements 

We classified requirements for Recruit in two types: data and 

functional. Data requirements are clinical information that the 

system must be able to find, and functional are tasks that the 

user must be able to perform when using the system. The first 

source for data requirements was the Medical Informatics 

Laboratory ticket system. We analyzed the patient reports 

requested during the past 12 months and identified the most 

common clinical criteria. We interviewed the clinical trial 

support team, who described the most important concepts.  

In particular, the system should implement the ethics 

regulations regarding patient data access. System usage 

should be monitored by analytics tools, to assess usage 

patterns. 

Design 

Based on the verified requirements, we elaborated an UML 

use case diagram to describe the interactions between the user 
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and the system, and a mock-up of the user interface. File 

formats and software used should be open source. 

We chose to use ontologies to represent both patient 

information and knowledge about the domain. The data model 

should be as simple as needed for creating an index of 

concepts for patients. Existing ontologies can be reused, as 

long as they are provided with a free license and are within 

the desired expressive power. Classes and properties will be 

annotated in Portuguese, to allow easy understanding to both 

the technical team and Recruit users. 

Quality Assessment 

In order to evaluate the quality of Recruit we created a 

methodology to build gold standards that could be replicated 

and that would help us measure the impact of interventions in 

the system. The standards are constructed based on the 

classification of the results from predetermined queries as 

relevant or non-relevant in a chosen scenario. Therefore, we 

can obtain the precision (defined as the ratio of retrieved 

patients that are relevant) and recall (defined as the ratio of the 

relevant patients that were retrieved) measures for each one, 

which combined generates the weighted harmonic means F
1
 

and  F
2
. These scores allow us to assess the quality of the 

result sets produced by Recruit. 

First, we realized that it is important to choose queries in 

which the professionals from the institution have scientific 

interest for and also that brings a reasonable amount of cases. 

In this way, it is possible to collaborate with researchers in the 

construction of the gold standards and the results can be 

assessed in a short period of time. 

Second, each result from the chosen queries had to be 

classified as relevant or non-relevant, by using a 3 point scale 

in which (2) means relevant, (1) unsure and (0) non-relevant. 

Therefore, if there is certainty about the presence of the 

clinical condition, we would classify the subject as relevant 

(2), usually by confirmation from a pathology report. Besides, 

if there is doubt, either because there is lack of electronic 

clinical documents to support the presence of the condition or, 

by the own doubt of the health professionals, we would 

classify the case as unsure (1). Finally, if the hypothesis of the 

patient meeting the clinical criteria is rejected by the 

physicians or, if it is impossible to find the information even 

in non-electronic format (e.g. the case is too old), we would 

classify the case as (0) non- relevant. 

The next step is to convert the 3 point scale into a binary one, 

thus we prefer to consider only relevant cases as (1) and the 

all others as non relevant (0). Finally, it is recommended to 

look into documents not searched by the system to recover 

and analyze other cases related to the queries. That will allow 

the generation of the described set of measures for each 

standard, namely precision (P), recall (R), F
1
 and F

2
, which 

will further help the system’s quality evaluation. 

Results 

Requirements 

After the interview with the clinical trials support team and 

review of requests on the ticket system, we compiled the data 

requirements (Table 1). After that, we identified in which 

database each information could be found and Table 2 

compiles the characteristics of each one. 

Table 1 – Data Requirements 

% Tickets Description 

33,07% Diagnosis (ICD-10) , date and age of diagnostic

33,07% Tumor Topography (ICD-O) 

33,07% Tumor Morphology (ICD-O) 

13,39% Treatment type (Surgery, Chemotherapy, Radio-

therapy) 

13,39% Sample collected in biobank (by type: frozen 

tissue, blood, RNA, DNA) 

11,02% Chemotherapic drugs used 

9,45% Demographics (Date of birth, current age, gen-

der) 

8,66% Department 

6,30% Cancer status (under diagnostic, not cancer, 

cancer, metastasis, remission) 

6,30% Alive/deceased, date of last information, death 

by cancer or other reasons 

4,72% TNM Clinical Stage (e. g. CS III) 

3,94% TNM Variables (e. g. T0, N2, M1) 

 

Table 2 – Source Databases 

Database Technology Information Time span Structured / free text 

EHR Oracle 10i TNM, ICD-10, Chemotherapy, Surgery, Radiotherapy 2007-2014 Structured 

AP Reports Interbase Pathology Reports 2006-2014 Free text 

AP Reports-legacy Oracle 8i Pathology Reports 2000-2006 Free text 

AP Reports-legacy-2 DBase III Pathology Reports 1992-2000 Free text 

Image Reports Oracle 10i Image Reports 2006-2014 Free text 

Image Reports-legacy Oracle 8i Image Reports 2002-2006 Free text 

Registry Excel ICD-10, ICD-O, TNM, follow up, treatment 2000-2012 Structured 

Biobank MySQL 5.1 Frozen tissue, blood, DNA/RNA sample 1999-2014 Structured 

Index SPSS ICD-10, ICD-O 1953-2000 Structured 

 

Design 

The Recruit software is divided in two parts: the backend, 

responsible for extracting, transforming and indexing data; 

and the frontend, the web interface with which the end user 

interacts. We designed a single use case (depicted on Figure 

1) to represent the user authentication, search and retrieval of 

results on screen or on a CSV file. 

 

The backend is a workflow that produces an index combining 

unstructured and structured data contained in the original 

databases. This index will be processed by the search engine 

Apache Solr which will be queried by the frontend. We 

adapted the structure described in [16]: instead of view 

integration, we created a data warehouse based on ontology, 

and then loaded this data as structured metadata in an 

indexing server, along with unstructured report texts. 
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Figure 1 - UML use case diagram 

As the first step, we integrated data from several structured 

databases into only one triple store endpoint, namely Openlink 

Virtuoso (Figure 2). The mapping from relational data to RDF 

graphs was done with the help of Ontop, thus generating 

several RDF files which were loaded in memory using ARQ 

(configured with inference profile OWL Micro Reasoner). 

Then, all inferenced triples were materialized into a single 

RDF file, later loaded into the triplestore endpoint. Finally, a 

set of handcrafted SPARQL queries was executed at the 

endpoint in order to enrich it with information not feasible by 

the inference process due to absence of closed world 

reasoning. Therefore, the resulting dataset contained 

consolidated information, such as the ICD-10, ICD-O and the 

date of the diagnosis and also the age of the patient at the 

diagnosis. 

 

Figure 2 - Integration process data flow 

In a second step, we published the inference-rich facts 

together with unstructured data into a search engine (Figure 

3). We extracted the textual content of pathology and image 

reports and then associated it with the triple store endpoint 

data using the patient identifier. The results of this process 

were published in the search engine using its API.  

 

Figure 3 - Search engine publishing data flow 

Knowledge representation and structured data mapping 

We decided to represent structured data as an ontology, as it 

has been used for database integration and semantic 

harmonization, and also for its inference capabilities. This 

consolidated data will be used to feed the search engine and to 

display result details in the user interface. Due to the large 

data volume, we decided to use a very simple model, that 

would allow for a reasonably fast (for weekly updates) 

inference, while powerful enough to make required reasoning 

tasks. 

In our ontology, patients are represented as instances of 

NamedIndividuals (as defined in OWL2 [17]) and structured 

search criteria as classes directly attributed to instances. For 

instance, a patient with breast cancer would belong to class 

C50 (the ICD-10 [18] code for this disease). The patient URI 

is based on the patient identifier, used in all databases. The 

ICD-10 ontology was reused from NCBO [19], the ICD-O 

was semi-automatically obtained from an existing relational 

database. Other ontologies (treatments, chemotherapy, cancer 

staging [20]) were manually created. Data properties were 

created for identification data and diagnostic dates. Properties 

with unique values for a patient were marked as 

owl:functional to allow sorting on them. All properties and 

classes were created with URIs in Portuguese and annotated 

with the skos:prefLabel property. Besides the class hierarchy, 

inference axioms were created to enhance results, specially on 

clinical staging data. See excerpts of the ontology axioms on 

Figures 4 and 5. 

 

Figure 4 - Class hierarchy for chemotherapic drugs 

SQL Mapping 

In order to translate data from the relational databases into an 

ontology, we created one SQL query that maps a production 

database to instances of the corresponding class. We used 

Ontop software to test and extract data into N3 format. Similar 

information represented in different ways in the same database 

was normalized in this step using regular expressions (such as 

'^IV|IV$|^4$' for clinical stage IV). Moreover, we associated a 

patient ICD-10 code with his/her diagnostic status, a 

structured field with three possible values: patient in 

diagnostic, patient without cancer, or patient with a confirmed 

cancer diagnostic. 

 

Figure 5 -Rules for inference of TNM clinical stage for 

specific topographies 
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Quality Assessment 

The first query we chose to apply our methodology on was 

related to the phyllodes tumor, a rare breast neoplasm. With 

the help of a research nurse we built a list of synonyms in 

Portuguese for that clinical term and they were expressed in 

the following query: “filode OR filoides OR phyllodes OR 

phylloides OR phylodes OR phyloides”. Then, we presented it 

to Recruit, which retrieved a set with 266 patients and, to it 

we added more 91 that were found by looking into documents 

not searched by Recruit but that belong to the patients’ 

electronic health record. That was done in order to reproduce 

a more real search universe and finally, we divided the cases 

between two authors of this paper and one research nurse, 

who classified them as relevant (2), non-relevant (0) or unsure 

(1). There was a final meeting to guarantee that everyone had 

the same understanding about each classification option and 

so, the measures highlighted in table 3 were obtained. The 

evaluated recall is high (97.16%), which fulfill the health 

professionals expectations. However, the obtained precision 

was 51.50%, probably due to the search engine not being 

specific for the healthcare scenario. F
2
 (82.53%) is higher than 

F
1
 (67.32%), since the former gives more weight to recall 

while the latter considers both measures to have the same 

weight. 

Table 3 – Quality Evaluation 

Variable (%) 

Precision 51.50 

Recall 97.16 

F
1
 67.32 

F
2
 82.53 

 

We noted some signs that may indicate whether a case is 

relevant or not, for example, if the patient has an unknown 

name or if the case is too old, it usually is less relevant due to 

lack of electronic records and the possibility of the patient 

being dead or have lost follow-up. It is also a sign of non-

relevance the presence of terms that negates the searched 

condition such as 'absent’ or the existence of relevant 

documents only in paper or microfilm. If the patient possesses 

a considerable amount of electronic records, or if the clinical 

criteria appears in an anatomic pathology report and the latter 

is recent, the chance of the case being relevant is higher. 

Discussion 

We designed Recruit to be easily maintainable, modularizing 

the data extraction in a large number of queries, each mapping 

to specific classes, or group of classes within the same 

category or property, on a particular database. Adding another 

database or removing a problematic query simply implies 

adding or removing a mapping file. We verified this in 

practice, when developing the mapping files incrementally. 

Our database is large (more than 500,000 patients), and our 

mappings generated a reasonable amount of RDF triples 

which took a significant time (>6 hours) to be extracted. Most 

of this time was spent on a couple of queries that used regular 

expressions to detect patients with specific molecular test 

results. The inference materialization step took more than 2 

hours and required almost 20GB of RAM in a single process. 

This could be optimized by using a customized program to 

extract specific axioms, such as class instances, instead of 

using a general SPARQL query to extract all possible 

inferences. Parallel inference is a current topic of study, and 

could greatly enhance the inference performance. Overall, the 

preparation step took more than 8 hours, hindering the 

application to be updated on a daily basis. The addition of 

concepts,  axioms or mappings should be carefully planned, as 

running time and memory required can grow exponentially. 

Our modelling also directly connects the diagnostic to the 

patient. Although the inference takes less time this way, it 

would be impossible to correctly assign the date of a 

diagnostic when a patient has multiple tumours. The creation 

of a new entity for the diagnostic would allow this, but the 

inference resources would be higher, and it would require a 

different usage of the indexing engine as well. 

Since its release on August/2014 until December/2014, the 

system has been continuously accessed by at least 15 different 

users per week. Therefore, it is becoming a established tool 

for researchers in A. C. Camargo Cancer Center. 

Recruit achieved a high recall rate, considered good by the 

research nurses, since they usually look into all the results, 

thus not giving much weight to precision. Although we 

understand the importance of the former measure, the latter 

has a significant role, since it can diminish the time a 

researcher needs to look for relevant patients. Also, the search 

engine being used by Recruit is capable of dealing with cases 

of inflection in Portuguese but not specificities from the 

healthcare field. We believe that Recruit would have its 

performance enhanced if it was imbued with a clinical health 

terminology in Portuguese, which would allow users to 

discover the synonyms for terms such as “phyllodes”. 

Despite having just one gold standard, we believe that it gave 

us some insight related to the quality of the search and to the 

signs needed to enhance it. Therefore, if we build more 

standards to evaluate the searches made by Recruit we can 

improve our list of signs and use it to make interventions in 

the system, which will have its results measured and 

compared to the standards. Also, each intervention has a 

different difficulty level: in order to increase the weight given 

to terms found in anatomic pathology reports, for example, 

one would need to detect if the searched condition is followed 

by a word or phrase that negates it. All that must be taken into 

consideration in order to plan the next maintenance projects 

and consequently improve Recruit’s quality. 

We could have used extraction and classification techniques 

to improve free-text data with structured concepts and thus 

improve recall rates [21]. However, due to unavailability of 

public language models and annotated corpora in the medical 

domain in Portuguese, we chose not to apply experimental 

results at this moment while further research is ongoing.  

Other works [3–5] rely on search and integration tools already 

implemented for performing the search; in particular, these 

tools were designed with other objectives than searching for 

patients for clinical trials, therefore they may not include all 

needed search criteria, or may not be customized to do so and 

keep their main objective. Recruit, being designed exclusively 

for patient selection, can be customized as needed for the sole 

purpose of finding potentially recruitable patients. Also, as it 

relies on open source software and file formats, it does not 

impose artificial limits or require expensive licenses, which is 

particularly relevant for research projects. Recruit integrates 

data from structured and unstructured sources, which, at least 

to our knowledge, has not been done in this field. 

Recruit is now a production level tool being used at A. C. 

Camargo Cancer Center, but further improvements are 
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needed. A comprehensive set of gold standards should be 

created in order to guide further enhancements on mappings, 

and evaluate the general quality of results. Data extraction and 

inference should be optimized as to be more frequently 

updated. The ontology model should be improved by creating 

an instance for each diagnosis and relating the diagnostic 

classes and date to it. This would allow specifying date of 

diagnostic for patients with multiple cancers. Also, other types 

of documents should have free text indexed, such as 

outpatient clinical notes. A preliminary evaluation showed 

that doctors employ a large number of acronyms and do not 

use proper phrases, instead using a list of diagnostics, 

therapies and other applicable concepts, and that should pose 

a major challenge. 

Conclusion 

We have successfully implemented an ontology based 

information retrieval system for clinical criteria based patient 

selection. It uses EHR data, represents medical knowledge as 

ontologies, integrates several databases and allows search for 

structured data and free text. The preliminary quality 

assessments show excellent recall rates. It is not only an 

important asset for A. C. Camargo Cancer Center researchers, 

but the principles here presented can be used on a larger range 

of information retrieval problems. 
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Abstract 

Relation extraction typically involves the extraction of 

relations between two or more entities occurring within a 

single or multiple sentences. In this study, we investigated the 

significance of extracting information from multiple sentences 

specifically in the context of drug-disease relation discovery. 

We used multiple resources such as Semantic Medline, a 

literature based resource, and Medline search (for filtering 

spurious results) and inferred 8,772 potential drug-disease 

pairs. Our analysis revealed that 6,450 (73.5%) of the 8,772 

potential drug-disease relations did not occur in a single 

sentence. Moreover, only 537 of the drug-disease pairs 

matched the curated gold standard in Comparative 

Toxicogenomics Database (CTD), a trusted resource for 

drug-disease relations. Among the 537, nearly 75% (407) of 

the drug-disease pairs occur in multiple sentences. Our 

analysis revealed that the drug-disease pairs inferred from 

Semantic Medline or retrieved from CTD could be extracted 

from multiple sentences in the literature. This highlights the 

significance of the need of discourse-level analysis in 

extracting the relations from biomedical literature.  

Keywords: 

Relation extraction; Discourse-level analysis; Literature-based 

discovery; Semantic Medline. 

Introduction 

Information extraction (IE) aims to automatically extract 

information from text. To understand and extract information 

from text, IE systems should look at the text as whole and not 

only sentences separately. Researchers in the discourse 

domain agree that usually sentences/clauses are not 

understood in isolation [1]. Researchers in IE have studied 

discourse-level analysis [2] in applications such as question 

answering and dialogue generation. Of course, discourse-level 

analysis is built on top of sentence-level analysis and its 

performance somehow depends on sentence level. One of the 

well-studied parts of discourse-level analysis is identifying 

relation between sentences (clauses), called discourse relation. 

These types of relations could be contrast or explanation-

evidence [1].  

Two main tasks in IE are named entity recognition (NER) and 

relation extraction. In relation extraction, IE systems identify 

the relation between two or more entities where the entities 

could be located in one or multiple sentences. Identifying the 

latter type of relations needs discourse-level analysis such as 

coreference resolution which can be challenging. 

The goal of this paper is to asess the need of discourse-level 

analysis for relation extraction and indirectly evaluate the 

amount of information that IE systems are missing if they just 

focus on sentence level. First, to perform this experiment,  

Semantic Medline [3] is used to generate a list of potential 

literature-based discoveries. The potential discoveries are 

limited to drug-disease relations as potential drug 

repositioning candidates. Then, we implement two kinds of 

searches on top of Medline abstracts to find any evidence of 

these discoveries, 1) Sentence-level search: we looked for 

pairs in the sentence 2) Discourse-level search: the whole 

abstract was searched. Comparing the results of these searches 

indirectly evaluates the amount of relations that IE systems 

can extract from sentence-level v.s. discourse-level analysis. 

Background 

Relation Extraction 

The IE pipeline usually begins with NER which has been very 

well studied and various types of methods such as dictionary-

based, rule-based, and machine learning algorithms have been 

applied to NER [4], [5]. After NER, the main task in IE is 

identifying relations among the entities. Relations could be 

binary or they could involve more than two entities. Most of 

relation extraction systems focuson relations in a single 

sentence [6]. It is imperative for a relation extraction system 

to extend beyond clauses and sentences and handle complex 

discourse-level analysis.  

The importance of discourse-level analysis is well known and 

the analysis has been studied in several applications such as: 

question-answering systems [7]–[9], automatic dialogue 

generation [10], etc. Besides, there are several studies on 

extracting discourse-level relations. Marcu and Echihabi [1] 

developed an unsupervised approach to classify four types of 

relations between sentences/clauses. The goal here was 

extracting the relation between two or more entities that are 

mentioned in multiple sentences. Bach and Badaskar [6] 

reviewed some of these types of relation extraction systems 

and their applications. The methods for extracting such 

relations, often range from a simple distance based criteria to 

a more complex one that employs statistic and linear algebraic 

approaches [11] to extract explicit and implicit semantic 

relations from text. 

In the biomedical domain, researchers developed various IE 

systems to extract different types of biomedical relations [12]–

[16]. Quan et al [13] proposed two systems, unsupervised and 

semi-supervised to extract protein-protein interactions and 
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gene-suicide associations. Their systems employed 

dependency parsing. Bundschus et al [14] developed 

biomedical relation extraction using conditional random 

fields. Their system identified relations between diseases and 

treatments; also relations between genes and diseases. All 

these systems just focused on relations within a single 

sentence and often ignored relations involving entities across 

sentences. In general, extracting relations that involve entities 

mentioned in two separate sentences is a complex one and 

requires special NLP techniques such as coreference 

resolution and complex semantic analysis.  

Literature-based discovery 

Literature-based discovery (LBD) aims to find a 

connection/correlation between concepts using scientific 

literature. Therefore, LBD is one kind of special relation 

detection we are interested in. Many LBD systems have been 

developed in the biomedical domain to generate new 

hypotheses that potentially could lead to new discoveries. 

Swanson [17] first introduced this approach and applied it to 

find a correlation between migraine and magnesium. After 

that, a number of studies followed his approach and had 

interesting discoveries. The important part of LBD is how to 

decide that two concepts are correlated. The most commonly 

used approaches are co-occurrence analysis [18], Association 

Rules [19], TF-IDF, Z-Score, and Mutual Information 

Measure [20]. Yetisgen-Yildiz and Pratt [20] briefly discussed 

these approaches and meanwhile Andronis et al. [21] 

reviewed literature mining systems which identify potential 

drug repurposing candidates. Another approach to identify 

correlated concepts is using semantic relations [22]. 

Hristovski et al. proposed [22] using semantic predications to 

enhance LBDs. In this study, semantic predications are used 

to create a list of potential LBDs (drug-disease pairs). The 

generated LBDs in this study are potential drug repurposing 

candidates. 

Semantic Medline, semantically enhanced with predicates 

extracted by SemRep [23] from Medline titles and abstracts, 

contains approximately 70 million semantic predications. 

Predications are triplets of Subject, Predicate, and Object 

where the subject and object are biomedical entities (drug, 

gene or disease in our study), and predicate shows the type of 

relation between the entities such as inhibits, interaction with, 

associated with, etc. The predications are stored in a relational 

database called Semantic Medline Database (SemMedDB). It 

has been used in many studies to facilitate knowledge 

discovery [24], [25].  

In this study, we plan to assess the need of going beyond 

sentences for extracting relations. Our goal in this study is to 

highlight the need and asess the amount of relations, relation 

extraction systems that are  potentially missing if they just 

focus on sentence-level analysis. For this purpose, following 

Swanson’s model, a list of potential drug-disease relations is 

generated from literature. The extracted LBDs are assumed as 

relations between drugs and diseases that could be mentioned 

implicitly or explicitly in literature. Two kinds of searches are 

conducted to identify any evidence of these relations in the 

sentence level or discourse level of Medline abstracts. 

Methods 

Our study contains two steps: 1) generating a list of drug-

disease pairs based on LBDs and 2) using the discoveries to 

evaluate the drug-disease relation extraction by comparing the 

extractions from a single sentence to the one from multiple 

sentences. 

Generating LBDs 

In the first step, we generated a list of potential relations 

between drugs and diseases. We followed Swanson’s model 

[17] to generate a list of LBDs. According to Swanson’s 

model if one scientific study notes a correlation between 

concept A (Starting concept) and concept B (Linking 

concept), and another study mentions a correlation between 

concept B and concept C (Target concept), then there might 

be a correlation between concept A and C. In our study, drug 

is the starting concept and disease the target concept, gene 

serves as a conceptual link between the two leading to the 

generation of a list of potential drug-disease relations.  

 

Figure 1 - Architecture of our LBD system. In this system, the 

starting concept is drug, the linking concept is gene, and the 

target is disease that leads to drug-disease discoveries. Our 

system uses Semantic predications as evidence of correlation 

between the concepts.  

In contrast to commonly used approaches such as document-

level or sentence-level co-occurrence of entities or concepts to 

generate LBDs, we used semantic predications as evidence for 

correlation between entities [22]. For example, from the 

following two predications from SemMedDB: 

• Flecainide (Drug)      INTERACTS WITH     SCN5A 

(Gene) 

• SCN5A (Gene)         ASSOCIATED WITH     Heart 

Failure (Disease) 

The system generates Flecainide-Heart Failure as a potential 

new drug-disease pair. Figure 1 shows the architecture of our 

LBD process. 

There are two major reasons for our choice of using semantic 

predication to generate LBDs 1) semantic predication takes 

biological meaning into consideration 2) the semantic type of 

the interaction and the contextual information about the 

interaction such as NEGATION allow us to filter unnecessary 

predications: NEGATIVE TREATS, NEGATIVE 

ASSOCIATED WITH, etc. At this point, we do not consider 

any threshold based on a frequency measure to further 

eliminate drug-disease pairs. We believe that using a 

frequency measure will eliminate potentially novel relations 

from our initial list. 

In order to further refine the drug-disease pairs to be relevant 

for LBD, we used Timeline profiles to narrow down the drug-

disease pairs with literature evidence. We only considered 

drug-disease pairs where the first literature evidence appeared 

after their related drug-gene and gene-disease pairs. Equation 

(1) clarified our Timeline profile: 
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where Y
sp

(Drug-Gene) indicates the publications’ date of all 

Medline abstracts that contain at least one semantic 

predication between Drug-Gene. For Drug-Disease, we 

considered publications that contain at least one co-occurrence 

of the entities. For example, assume two studies in 2003 and 

2005 reported an association between Drug A and Gene B;  

and three studies in 2006, 2008, and 2009 mentioned an 

association between Gene B and Disease C. The left hand side 

of the equation would be Max ( Min (2003, 2005) , Min(2006, 

2008, 2009)) = 2006. So if Drug A and Disease C appeared 

together in any publication before 2006, we do not consider 

Drug A-Disease C as a potential discovery. 

Evaluating sentence and discourse-level relation extraction 

After generating LBDs, we used the drug-disease pairs 

identified earlier to evaluate their co-occurrence in literature, 

thereby estimating the need for discourse-level analysis in 

relation extraction. So, we have a list of drug-disease relations 

that potentially could be mentioned in the scientific literature. 

In the second step, we searched Medline abstracts tofind any 

co-occurrence (evidence) of drug and disease pairs. We 

categorized the drug-disease pairs with at least one evidence 

in Medline, into two groups, i) sentence-level relation and ii) 

discourse-level relation. For a given pair, if the drug and the 

disease appeared in a single sentence in at least one of the 

abstracts, we classified it as a sentence-level relation, 

otherwise we considered it as a discourse-level relation.  

In order to assess the true validity of the drug-disease pairs we 

used the Comparative Toxicogenomics Database (CTD) [26], 

manually curated biological relations as our reference 

standard. CTD contains annotations of biological relations 

from various categories such as chemical-disease, gene-

disease, drug-gene associations along with the corresponding 

PubMed citation. We compared the drug-disease pairs 

identified by the system against the chemical-disease 

associations in CTD. We considered our pair to be valid only 

if there was a match in the PubMed citation in addition to the 

drug-disease pairs.  

Results 

Retrieval of LBD relations 

In order to generate potential LBD pairs, we started with 

1,710 approved drugs from DrugBank [27]. We extracted 

4,096 drug-gene (A-B) unique pairs where the drugs were 

restricted to our chosen list of 1,710 along with the semantic 

predicates from SemMedDB. For all the genes mentioned in 

A-B pairs we further retrieved 2,741 gene-disease (B-C) 

relations from SemMedDB. With gene being the common link 

between Drug-Gene and Gene-Disease, we inferred 71,842 

drug-disease (A-C) relations. Further analysis revealed that 

only a small fraction of (118) of the 71,842 drug-disease pairs 

had an overlap in terms of abstracts from which the drug-gene 

(A-B) and gene disease (B-C) pairs were identified. We also 

found 14,451 drug-disease pairs catalogued in SemMedDB 

since they co-occurred in the same sentence. We have 57,391 

drug-disease pairs also indirectly inferred through the 

Swanson’s model of LBD and not present in SemMedDB. 

The results of our study is illustrated in Figure 2. 

 

Figure 2 – Results of our study  

Comparison of sentence level and discourse level 

We further attempted to assess the level of textual extraction 

required to identify the drug-disease relations (A-C pairs). We 

searched Medline using “Drug AND Disease” as the query, to 

find any evidence of the identified pairs in the first step. We 

found only 37,719 (52.05%) of the 71,842 drug-disease pairs 

with at least one literature evidence. 

Timeline analysis (Eq1) further narrowed down the number of 

drug-disease pairs to 8,772 (23.25%) from 37,719. 6,450 

drug-disease relation pairs (73.52%) out of 8,772 identified 

earlier transcend sentence boundaries, demanding the 

requirement of discourse-level analysis for textual extractions.  

We performed additional analysis on the remaining 2,322 

drug-disease relational pairs, which had at least one literature 

evidence as sentence-level co-occurrence. For these 2,322 

pairs, we found 89,805 literature evidences, which indicated 

that there were more than one literature evidence for each 

pair.  Further composite analysis revealed that there were far 

more literature evidences across sentences than from a single 

sentence as shown in Figure 3.  

We further carried out an assessment to validate the 8, 322 

drug-disease pairs against a curated resource (CTD). We 

found that only 537 (6.4%) of them matched the gold standard. 

The low match was due to the fact that in addition to the 

match in the drug and disease names we also considered an 

agreement in the cited literature. Further analysis revealed that 

only 130 (24.20%) of the 537 that matched the gold standard 

occurred in a single sentence while the rest (75.80%) appeared 

across different sentences. If we ignored the match in the 

literature citation then we found 17,094 drug-disease pairs in 

CTD, which was significantly higher than the earlier one. 
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Figure 3 – Comparison of frequencies of drug-disease 

relations’ co-occurrence in a single sentence versus multiple 

sentences 

Discourse-level analysis may impact Time lag of LBD 

We performed another interesting analysis to study whether 

discourse-level analysis would have a positive impact on the 

time lag due to the reporting of causal pairs (drug-gene/gene-

disease) and the appearance of drug-disease pairs in the 

scientific literature. Figure 4 plots the cumulative percentage 

which represents a cluster of drug-disease pairs observed at a 

time zone at both sentence level and discourse level. The trend 

shows that performing discourse-level analysis would 

significantly advance the identification of the drug candidate 

for a specific disease.  

Discussion 

In this paper, we attempted to assess the need for performing 

discourse-level analysis to extract biological relations that 

might potentially lead to serendipitous discovery. We found 

that biological relations quite often transcend clausal 

sentences and hence demand mechanisms to connect 

information across such boundaries. Using drug-disease 

relation discovery as an example,  the description of 23,268 

potential drug-disease relations across sentence boundaries 

against the 14,451 relations within sentences indicates the 

importance of a discourse-level analysis requirement to 

extract these relations from biomedical literature.  

Across all experiments we observed a consistent trend that 

drug-disease relations that occurred across sentences 

outnumbered the ones within sentences. Our evaluation 

against a curated resource such as CTD also reinforces this 

fact. Results from two experiments need attention  1) 

Frequency of drug-disease relation co-occurrence at sentence 

level against the discourse level (Figure 3) was skewed 

towards the latter than the former. 2) The time lag analysis 

where the discourse-level analysis would have significantly 

reduced the time lag between the scientific reporting of causal 

pairs (drug-gene/gene-disease) and drug-disease relational 

pairs. This shows the need for advance discourse-level 

analysis approaches to extract information from literature in 

time and its ability to hasten the pace of discovery. 

Another significant observation is the amount of potential 

false-positive drug-disease relations identified through 

literature mining. We observed a substantial reduction in the  

 

 

Figure 4 - Comparing the time gap between the first co-

occurrence of discovery and the causal pairs (Sentence level 

versus discourse level) 

number of drug-disease relations when we compared the 

literature based drug-disease pairs with that of curated 

resource CTD. The reduction among the discourse-level pairs 

is far greater (3.3 times) when compared to the ones from the 

sentence level (2.5 times). As a note of caution discourse-level 

analysis might potentially extract more false positives, 

provided one does not explore sophisticated 

linguistic/statistical approaches to handle them.  

As a final note we would like to mention that the way we 

generate the seed pairs of drug-disease relations in this study, 

coupled with our timeline based restriction analysis reinforces 

that the goal of our study is centered on LBD of novel 

relations. However we also understand the limitations of this 

study. Simple sentence-level or document-level co-occurrence 

information does not imply any biological relation between 

entities. As pointed out earlier, simple discourse-level analysis 

has the danger of extracting more false positives. In certain 

tangential areas of research such as drug repurposing certain 

techniques [28], [29] were explored to reduce the false 

positives.  

Conclusion 

In this paper, we investigated the extent of the need of 

discourse-level analysis for drug-disease relation extraction 

from biomedical literature. We used Semantic Medline to 

extract LBDs and then, based on co-occurrence analysis, we 

collected any evidence of the discoveries in Medline abstracts. 

We categorized the evidence into two categories, sentence 

level and discourse level. From subsequent analysis we infer 

that there is a potential to miss more than 70% of drug-disease 

relations when we extract information from the sentence level. 

This clearly demonstrates the need for deeper discourse-level 

analysis, which may translate to significant improvement in 

the state of the art of NLP techniques. 

In the near future, we plan to explore much more sophisticated 

NLP approaches, a significant departure from the co-

occurrence based extraction which may lead to significant 

improvement in the state of the art.  
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Abstract 

Objective. The aim of this paper was to present a practical 

InfoRoute algorithm and applications developed by CISMeF 

to perform a contextual information retrieval across multiple 

medical websites in different health domains. Methods. The 

algorithm was developed to treat multiple types of queries: 

natural, Boolean and advanced. The algorithm also generates 

multiple types of queries: Boolean query, PubMed query or 

Advanced query. Each query can be extended via an inter 

alignments relationship from UMLS and HeTOP portal. 

Results. A web service and two web applications have been  

developed based on the InfoRoute algorithm to generate links-

query across multiple websites, i.e.: “PubMed” or 

“ClinicalTrials.org”. Conclusion. The InfoRoute algorithm is 

a useful tool to perform contextual information retrieval 

across multiple medical websites in both English and French. 

Keywords: 

Algorithms; Information Storage and Retrieval; Medical In-

formatics Applications. 

Introduction 

The Internet and in particular the Web has become an exten-

sive health information and knowledge repository. As de-

scribed in the survey published by Podichetty et al. [1], a ma-

jority (72%) of physicians affirmed that they used the Internet 

on a regular basis for medical research and 51% of them con-

firmed that the Internet influenced their healthcare practice. 

However, as mentioned by De Leo et al. [2] the vast majority 

of physicians (92%) indicated that they access a target site 

rather than utilize a search engine to gather medical infor-

mation. A comparison study by Freeman et al. [3] concluded 

that PubMed appears to be more specific than Google Scholar; 

which was the same conclusion reported by Anders et al.[4] 

“PubMed is more practical to conduct efficient and valid 

searches on clinical topics than Google Scholar”. 

With the explosion of available health information and the 

number of biomedical websites in different medical fields 

including: literature databases, clinical trials databases, and 

drug databases; knowledge and information retrieval (IR) 

have become more complex and more time consuming. In the 

medical field some problems have obstructed the IR [5],[6] 

including the following: 

• Inadequate expression of information needs: many 

information needs cannot be appropriately expressed: 

query syntax, medical terminologies or languages. 

• Lack of the relevant information: Due to the 

inadequate terms used to search information, as 

medical databases and IR systems are indexed 

according to specific health terminologies which are 

different: lexically (different terms referred to the 

same medical concept) and structurally (different 

relationships between same concepts).  

The aim of this work is to propose an algorithm named 

“InfoRoute” to perform a contextual and cross-lingual 

information retrieval across multiple websites in different 

health fields. This algorithm is devoted to French-speaking 

health professionals, who can read English but who prefer to 

perform queries in their native language. InfoRoute builds and 

generates various IR query on websites such as: PubMed, 

ClinicalTrials.org. Besides the algorithm, a web service and 

multiple web applications have been developed to help 

physicians and students to express the adequate IR query 

including medical terms in English and French based on more 

than 56 health terminologies.   

Materials 

The UMLS Metathesaurus 

The UMLS Metathesaurus [7], developed by the US National 

Library of Medicine (NLM
®

), integrates 2,930,638 concepts 

in its 2014 release from 168 biomedical vocabularies. In the 

“MRCONSO”
1

 table, which lists all UMLS concepts, only 

four terminologies, of all UMLS terminologies, are included 

with their French version in the UMLS Metathesaurus: the 

MeSH thesaurus, the World Health Organization Adverse 

Reaction Terminology (WHO-ART), the WHO International 

Classification of Primary Care (ICPC2), and the Medical Dic-

tionary of Regulatory Activities (MedDRA). However, five 

(5) Biomedical Terminologies and Ontologies (BMTO) that 

have an existing official French version, are included in the 

UMLS but without their French version: the International Sta-

tistical Classification of Diseases (ICD10), the Systematized 

NOmenclature of MEDicine (SNOMED Int), Logical Obser-

vation Identifiers Names and Codes (LOINC), the Interna-

tional Classification of Functioning, Disability and Health 

(WHO-ICF) for handicap and the International Classification 

for Nursing Practice (ICNP). Furthermore, the CISMeF 

(French acronym for “catalogue and index of online medical 

resources in French”) team has partially translated the BMTO 

included in the UMLS only in English: 24,563 synonyms and 

689 ambiguous acronyms of the MeSH Descriptors, 163 syn-

onyms of the MeSH Qualifiers, 20,887 MeSH Supplementary 

Concepts, and, 847 MEDLINEPlus terms and 12,700 FMA 

terms.  

                                                           

1

 The name of the concepts table in the UMLS metathesaurus 
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The Health Multiple Terminologies and Ontologies Portal 

(HeTOP) 

A generic meta-model was designed in order to fit all 56 ter-

minologies into one global structure.  

The HeTOP[8] is connected to this meta-model to search 

concepts from all the health terminologies available in French 

(or in English and translated into French) included in this 

portal and, to browse it ��������		�
������		��������
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 Inter Terminological relationships: these relation-

ships link terms from different terminologies. In 

HeTOP, four (4) main inter-relationships were inte-

grated and/or created (see Table 1 for examples):�
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Websites categorization 

A total of twelve (12) categories were created to classify 

multiple medical websites (see Table 2). The selection of 

websites was performed by librarians according to the needs 

of health professionals, students and patients. Moreover, some 

websites were considered as the most important: e.g. PubMed, 

US Clinical Trials and EU Clinical Trials. Therefore, specific 

functions for these websites were developed. For example, in 

the following sections we described a PubMed query which is 

a specific querying on PubMed. The websites selected are 

important since it conditions the input and output of the 

algorithm developed.  

Table 1 –examples from each 4 inters relationships integrated 

and their number in HeTOP (2014 released) 

 

 
Source Term 

(Terminology) 

Target Term 

(Terminology) 

Number of 

relations in 

HeTOP 

������������	 Myocardial 

Infarction 

(MeSH) 

Myocardial 

infarction, NOS 

(SNOMED Int) 

644,982 

�����	���
��
 Riedel thyroidi-

tis(HRDO) 

Riedel’s thyroidi-

tis (MedDRA) 

41,673 

�����	����	
 appetite stimu-

lants (ATC) 

Appetite stimu-

lated 

(WHOART) 

653,709 

�����	
�������� gonadotropin-

releasing hor-

mone (MeSH) 

Luteotropin-

releasing factor 

(FMA) 

251,995 

InfoRoute Algorithm 

InfoRoute is defined as an algorithm that automatically gener-

ates multiple search queries across many medical websites and 

exploiting the entire range of French and English Medical 

terminologies included in the HeTOP and some terminologies 

from the UMLS Metathesaurus. 

The input 

The InfoRoute algorithm takes in input three (3) kinds of que-

ries: 

1. Natural Input Query (NI
Query

): this type of query 

assumes that the input text is composed of multiple 

terms in English and French in the natural language 

without using Boolean or restricted operators.  

2. Boolean Input Query (BI
Query

): query is based on 

the CISMeF Boolean query syntax shown in an equa-

tion 1. Where: 

a. RO:  corresponds to the restricted operators 

(ROs)
2

  as defined by the CISMeF such as 

“mr” for reserved words, “ti” for title or “tc” 

as all fields. These ROs can be useful to ac-

curately translate the query to PubMed.  

b. TERMINO: the terminologies assigned to 

each term.  

In addition to these ROs, the following terms can be connect-

ed using Boolean operators: AND, OR and NOT. 

For example, the query “asthma.mr[TER_MSH] AND 

child.tc” corresponds to the query “search resources indexed 

by asthma as a reserved MeSH term and with the term child in 

all fields (title, abstract, etc.). 

3. Advanced Input Query (AI
Query

): this type of query 

is composed of at least one natural or Boolean query 

and some options such as: age, country, gender. The-

se options are used to translate the query to clinical 

trial websites: ClinicalTrials, Clinical Trials Register. 

                                                           

2

 Restricted operators used in the CISMeF search engine: 

http://doccismef.chu-rouen.fr/aides/aidedcacronyme.html [Nov 2014] 

(Term(.RO([TERMINO])*)
+

((AND|OR|NOT)(Term(.RO([TERMINO])*)
+

)* 

(1) 
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In addition to the query, the algorithm is a terminology de-

pending, therefore, according to the terminology assigned in 

an input, and the results change whether query terms are in-

cluded or not.  

The Mutli-Terminological Automatic Indexing Query 

(MTAIQ) 

This part of algorithm is very important, since in this query 

stage the input is indexed to extract the most similar medical 

terms in the query. The MTAIQ is a multi-terminological-

bilingual indexer [9]. It uses the HeTOP databases and natural 

language processing tools [9] to analyze and normalize the 

query. In the case of the natural query, MTAIQ maps the que-

ry to the most similar term(s) depending on terminologies 

assigned in the input. For example, if the query is “childhood 

asthma” then MTAIQ detects “asthma in children” term, 

since the “childhood asthma” is a synonym of the 

MEDLINEPlus term “asthma in children”. Nevertheless, if 

only the MeSH terminology is assigned then the most similar 

term detected will be “asthma”, since “childhood asthma” 

and childhood are not MeSH terms.  

The query Translation 

In order to query all the websites, the InfoRoute algorithm 

performed multiple query translation from the one of the three 

queries types to at least four (4) possible kinds of queries:  

1. Boolean Output Query (BO
Query

): the query gener-

ated is composed by terms indexed using the MTAIQ and 

separated with Boolean operators. For example, if the query is 

“furlong syndrome” and the terminology selected is MeSH 

then the query generated will be “(Furlong syndrome) OR 

(marfanoid disorder with craniosynostosis, type 2”.  In this 

example the entry and the input languages were in English but 

it is possible to translate the result into the corresponding 

French Boolean query: (syndrome de furlong) OR (furlong) 

OR (craniosynostose marfanoide)”. 

2. Extended Boolean Output Query (EBO
Query

): the 

Boolean query generated can be extended using the inter 

terminology relationships:  "�#!
����������
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3. PubMed Query (PubMed
Query

):  

Most of the research efforts were concentrated on Pub-

Med queries because PubMed is of utmost importance 

for health professionals, students and patients. Some im-

provements have already been performed by CISMeF on 

PubMed query (vs. the PubMed query by default) since 

2009[11],[12]. The first study was testing the added val-

ue of MeSH synonyms (MeSH Entry Terms) [11] and 

the second study was testing the added value of UMLS 

synonyms (same CUI) [12]. The PubMed query is a 

Boolean query combined MeSH terms (preferred and 

synonyms) and search options from PubMed: [MH]: 

Main Headings, [TI]: Title or [TW] for text words. This 

query was generated from natural or Boolean query. In 

addition to the simple PubMed query, in CISMeF two 

additional PubMed extended queries and one PubMed 

manually build query were developed: 

a. PubMed UMLS-Extended Query 

(PubMedUmlsE
Query

): As the EBO
Query

 query 

and as described in [12]. The PubMed query 

was extended by adding synonyms from UMLS 

representing terms which are in relation with the 

MeSH terms in the query and translated into 

English. 

b. PubMed Inter Extended Query 

(PubMedInterExt
Query

): Like the 

PubMedUmlsE
Query

, the PubMed query was ex-

tended by adding synonyms which are in related 

to the MeSH terms according to two (2) inter re-

lationships:  0<!��6
������

� ����0<!��6
��	�
����


 

Furthermore, for some BMTO included in 

HeTOP a PubMed generator query was devel-

oped based on these relationships. This genera-

tor extracted only the MeSH terms (MeSH de-

scriptor and MeSH Supplementary concepts) for 

“no MeSH terms” which were related to it and 

build automatically a PubMed query using these 

MeSH terms. For example, for the HRDO term 

“Marfan syndrome” will be extended to the 

MeSH term “marfan syndrome” and all its syn-

onyms. 

c. PubMed Manual Query 

(PubMedManual
Query

): In some cases where 

the automatic generated query was not effective 

(for the drug terms as an example), a manually 

PubMed query for each term was created in or-

der to be more accurate. In a previous 

study[13], the “ATCtoPubMed” application to 

access PubMed via any Anatomical Therapeutic 

Chemical Classification (ATC) code was de-

scribed. For each ATC code, a predefined query 

was created and could be entered on PubMed. 

2
 Advanced Clinical Query (Advanced
Query

): ����
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Table 2– Principals Websites classified by categories and 

language. 

Categories Website 

English French 

Clinical  

Trials 

1. ClinicalTrials: 

http://clinicaltrials.gov 

2. Clinical Trials Register: 

http://www.clinicaltrial

sregister.eu 

1. ANSM: 

http://ansm.sante.fr 

Drugs 1. MedlinePlus: 

http://www.nlm.nih.gov

/medlineplus/ 

2. Drug Information  

Portal: 

http://druginfo.nlm.nih.

gov/drugportal 

 

1. Portail D’information sur 

les medicaments:  

http://doccismef.chu-

rouen.fr/servlets/PIM 

http://www.has-sante.fr/ 

Information 

For Patients 

1.  NIH Senior Health:  

http://nihseniorhealth.g

ov/ 

2. MedlinePlus:  

http://www.nlm.nih.gov

/medlineplus/ 

1. CISMeF Patient: 

http://doccismef.chu-

rouen.fr/dc/#env=pa 

Public Health  Banque de données en santé 

publique 

http://www.bdsp.ehesp.fr/ 
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Rare  

Diseases 

1. Gentics Home refer-

ence: 

http://ghr.nlm.nih.gov/ 

2.  NCBI OMIM: 

http://www.ncbi.nlm.ni

h.gov/omim? 

 

1.  Orphanet: 

http://www.orpha.net 

 

Search  

Engine 

1. PubMed: 

http://www.ncbi.nlm.ni

h.gov/pubmed 

 

2. NLM Gateway: 

http://gateway.nlm.nih.go

v/gw/Cmd/home.jsp 

 

1. CISMeF: 

http://doccismef.chu-

rouen.fr/dc/ 

 

Students 1. PubMed: 

http://www.ncbi.nlm.nih.g

ov/pubmed 

1. DocUMVF: 

http://doccismef.chu-

rouen.fr/dc/#env=umvf 

 

 

Table 3– Examples of queries types generated by InfoRoute 

Algorithm. 

 

 

Query 

Search 

Type 

Query Query 

Terminology 

InfoRoute query 

BOQuery abnormal 

platelets 

MedDRA (abnormal platelets) OR (plate-

lets abnormal) OR (thrombo-

cytes abnormal (nos)) 

EBOQuery abnormal 

platelets 

MedDRA (abnormal platelets) OR (plate-

lets abnormal) OR (thrombo-

cytes abnormal (nos)) OR 

(platelet abnormalities) OR 

(abnormal platelet) OR (atypical 

platelet) OR (glanzman s dis-

ease) OR (hereditary 

thrombasthenia) OR (platelet 

changes) OR (thromboasthenia) 

OR (thrombasthenia) 

PubMedQuery alcohols MeSH (("alcohols"[MH] OR ("alco-

hols"[TW]))) 

PubMedU

mlsExtQuery 

alcohols MeSH (("alcohols"[MH] OR ("alco-

hols"[TW] OR "alcohol, 

nos"[TW]))) 

PubMedInt

erExtQuery 

alcohols MeSH (("alcohols"[MH] OR ("alco-

hols"[TW] OR "Ethanol"[TW] 

OR "Alcohol"[TW] OR "drink-

ing"[TW] OR "alcohol con-

sumption"[TW] OR "alcohol, 

nos"[TW]))) 

PubMedM

anualQuery 

allergens ATC "desensitization, immunolog-

ic"[MH] AND "aller-

gens"[MH]” 


������	

The InfoRoute Web Service 

 The web service can be used by third-party web services or 

web-based applications. For example, The HeTOP portal used 

the InfoRoute to access PubMed from any BMTO’s terms. In 

the CISMeF catalog, a specific website link which can be 

refreshed after any CISMeF query is integrated. The website 

category corresponds to the “search engine category” from the 

twelve (12) categories introduced above: PubMed, Intute, 

NCBI GQuery, etc.    

InfoRoute Web Applications 

Two web applications  were devloped based on InfoRoute:  

1. The InfoRoute General Website Tool 

The application at http://inforoute.chu-rouen.fr/ir, visualises 

the input and the search results of the InfoRoute algorithm 

described in this paper. The input query allows the end-user to 

enter a term or an expression in French or English. All 

terminologies are assigned to the query by default. However, 

it is possible to specify the terminology(ies) input. Term or 

expression can be expressed using NI
Query 

or BI
Query 

described 

above. Search results can be obtained from all the twelve (12) 

category websites. Each category will be displayed separately 

and websites in each category will be separated according to 

their languages (French or English). 

2. The InfoRoute Clinical Trials Access 

The application at http://inforoute.chu-rouen.fr/irec, can be 

considered as a subtype of the  InfoRoute general website tool 

described above. Tha aim of this application is to perform an 

effective access especially in French but also in English for 

two clinical trial websites: http://clinicaltrials.gov $"!��	�����	�

����	��� ��� http://www.clinicaltrialsregister.eu (4"� �	�����	�

����	��
� @��������	� �������� ��		� ��� ������ ��� ���� ���	��������

��������� ��� ��� ������	� ���	�������� ������ ��� AI
Query 

to 

generate and Advanced
Query 

described in the query translation 

section. 

���������	

The aim of this study was to present the InfoRoute algorithm, 

which uses multiple BMTO and multiple relationships to gen-

erate IR health queries from natural or Boolean queries in 

French or English. The InfoRoute algorithm permits to answer 

the two questions presented in the introduction:  

• Inadequate expression of information needs: the 

use of multiple kinds of queries (natural, Boolean 

and advanced), helps users to express their needs in 

multiple forms in two languages. Furthermore, the 

algorithm permits the user to express their queries 

according to multiple BMTO directly from specific 

biomedical terms or indirectly when applied the 

MTAIQ to extract  biomedical terms.  

• Lack of the relevant information: As described for 

PubMed and some clinical websites; the algorithm 

has been improved to retrieve the more accurate 

information for these specific websites. For example, 

in Thirion et al.[11] the optimized query is 

significantly more precise than the current PubMed 

query (54.5% vs. 27%). In [12], the expansion of the 

PubMed query on UMLS synonyms increase recall 

and proportion of queries retrieving. However, the 

expansion of the user query according to multiple 

synonyms can decrease precision because the 

description of the same medical concept differ 

between BMTO. Besides UMLS synonyms, the 

PubMedInterExt
Query 

which based on synonyms terms 

expanded using 0<!��6
������

� ���� 0<!��6
��	�
����

 

relationships will be evaluated in further work. 

Further studies will be performed to exploit 

hierarchical inter relationships to expand results 

query. 
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The InfoRoute algorithm is the first algorithm developed 

which used French terms and/or French BMTO to generate 

and reformulate IR queries according to multiple health 

websites such as: PubMed or ClinicalTrials. The use of two 

languages is due to the bilingual BMTO included  in HeTOP 

and thanks to multiple automatic and manual translations 

performed on multiple BMTO such as: MEDLINEPlus, 

MeSH SC, FMA, etc. Currenlty InfoRoute is integrated in the 

two main CISMeF tools: CISMeF search engine 

(http://doccismef.chu-rouen.fr/dc/) and HeTOP 

(http://www.hetop.eu/hetop/) to retrieve health infrormations 

from many sources. The next step is to integrate InfoRoute in 

real clinical information systems and develop a “French 

InfoButtons” as described in [14].  

Conclusion 

To conclude, the InfoRoute algorithm is a useful tool to 

perform contextual information retrieval across multiple 

medical websites in both English and French. 
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Abstract 

Medical Cyber-Physical Systems (MCPS) are currently a 

trending topic of research. The main challenges are related to 

the integration and interoperability of connected medical 

devices, patient safety, physiologic closed-loop control, and 

the  verification and validation of these systems. In this paper, 

we focus on patient safety and MCPS validation. We present a 

formal patient model to be used in health care systems 

validation without jeopardizing the patient's health. To 

determine the basic patient conditions, our model considers 

the four main vital signs: heart rate, respiratory rate, blood 

pressure and body temperature. To generate the vital signs we 

used regression models based on statistical analysis of a 

clinical database. Our solution should be used as a starting 

point for a behavioral patient model and adapted to specific 

clinical scenarios. We present the modeling process of the 

baseline patient model and show its evaluation. The 

conception process may be used to build different patient 

models. The results show the feasibility of the proposed model 

as an alternative to the immediate need for clinical trials to 

test these medical systems. 

Keywords:  

Baseline Patient Model; Statistical Analysis; Simulation; 

Testing; Medical CPS. 

Introduction 

In the health care domain, traditional clinical scenarios are 

seen as closed-loop systems in which the caregivers are the 

controllers, medical devices act as sensors and actuators, and 

patients are the “physical” plants. Medical Cyber-Physical 

Systems (MCPS) modify this vision by introducing additional 

computational entities that help the caregiver control the 

“plant”, i.e., decision support [1]. 

Due to the insufficient understanding of human body 

dynamics in response to any treatment, MCPS development is 

more complex than traditional systems [1]. Since patient 

safety is the main concern of an MCPS, they must be carefully 

tested before being released to the market. However, to allow 

a MCPS to be directly tested with real patients, it is necessary 

to have an alternative solution for developers to identify 

critical errors and prevent serious harm to test patients. 

Therefore, a pre-validation step must be added to the 

validation process to anticipate the identification of these 

errors. 

Nowadays, MCPS designers, more specifically the 

manufacturers of medical devices, use documents provided by 

regulatory agencies related to health, such as the FDA
1

. They 

specify standards for safety and performance to minimize 

design risks and to ensure the effectiveness of products. 

The importance of having a formal patient model is the 

capability of generating relevant test cases to validate an 

MCPS. This process aims to examine if the therapies provided 

by these systems are adequate and ensure patient safety by 

adapting their behavior given the patient's current state [2]. 

The concept of a virtual patient described by Agur [3] is 

related to a complex set of mathematical models and a set of 

parameters that represent the dynamics of biological, 

pharmacological, and pathological processes in the body of a 

patient under medication. In the literature, we can find some 

related work about computational modeling of patients. For 

instance, Jiang et al. [2] provide an environment for closed-

loop testing, whose patient model, specifically a formal model 

of the human heart, is the control center of a cardiac 

pacemaker system. The goal is to evaluate the device’s 

operation safety and effectiveness based on the patient 

condition. 

Other recent research is presented by Van Heusden et al. [4], 

which proposes an artificial pancreas model for patients with 

type 1 diabetes mellitus based on control theory. Its goal is to 

improve glucose control in such patients. One of its 

advantages is that it incorporates the patient's medication 

(insulin) reaction.  

Lastly, Khan et al. [5] present a glucose control system to 

prevent hypoglycemia as a consequence of medication 

administration. In this work, the patient model (i.e., an 

artificial pancreas) establishes a relationship between certain 

vital signs such as heart rate and skin impedance in the blood 

glucose level control. 

The aforementioned patient models either focus on variables 

of interest for specific clinical scenarios or neglect the 

relationship between the four human being's vital signs: heart 

and respiratory rates, blood pressure, and body temperature. 

Therefore, the absence of these aspects contradicts the actual 

behavior of human beings. So, these models have limited 

applicability to other scenarios. 

In this paper, we propose a formal patient model to be used as 

a basis for developers to validate MCPS solutions without 

risking compromising patients' health if the system fails. Our 

model provides parameters to define patient profiles, and 

correlates the main vital signs to simulate the patient's health 

condition. The vital signs are represented by statistical 

regression models which were integrated to provide the 

patient's model dynamics.  

                                                           

1

 United States Federal Food and Drug and Administration - 

http://www.fda.gov/ 

MEDINFO 2015: eHealth-enabled Health
I.N. Sarkar et al. (Eds.)
© 2015 IMIA and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License.
doi:10.3233/978-1-61499-564-7-549
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Variable Mean 

Std. 

Dev. 

CV
 a

 
Min. Max. 

hr 86.863 14.473 0.167 42.00 150.00 

sbp 115.447 20.403 0.177 62.00 205.00 

rr 17.552 5.619 0.320 8.00 38.00 

pt 36.926 0.879 0.024 31.70 41.44 

gl 129.631 30.444 0.235 47.00 188.00 

weight 83.727 20.826 0.249 33.00 200.00 

height 169.781 10.427 0.061 124.50 231.10 

a 

Coefficient of Variation; Std. Dev. = Standard Deviation,          

Min = minimum, Max. = Maximum. 

Regression Model R

2

 R

2*

GLM_HR 0.310 0.332 

GLM_SBP 0.477 0.511 

GLM_RR 0.414 0.489 

GLM_PT 0.480 0.480 

2

R = Determination Coefficient, )ˆ,(

*2

μyCORR =

 

The key feature of the baseline patient model is the ability to 

be adapted to various specific clinical scenarios, promoting 

reuse. The main contribution of this paper is to present the 

conception process used to develop the baseline patient model 

of the model-based architecture proposed by Silva et al. [6].  

Materials and Methods 

The vital signs and physiological parameters provided by our 

patient model are based on thresholds. They are generated by 

regression models. We established the parameters that defined 

the thresholds in accordance with Clinical Guidelines, such as 

[7-9].  These clinical guidelines also were used to help 

identify the probable regression model predictor variables for 

each vital sign considered in our baseline patient model. Also, 

we applied some rules on the real patient data obtained from 

the MIMIC II Clinical Database v2.6, whose access was 

authorized by the PhysioNet.org [10]. This data set contains 

clinical data from Intensive Care Unit (ICU) patients and the 

rules were applied to characterize the population of interest for 

study. The baseline patient model conception process consists 

of: (1) Statistical analysis and (2) Computational modeling.  

Statistical Analysis 

We used the same database to characterize a population of 

individuals. We applied inferential statistical techniques such 

as a Generalized Linear Model (GLM) to obtain regression 

models. These models are used to predict the observed signs 

to be incorporated in the baseline patient model.   

In the GLM, is assumed that the response variable follows the 

exponential family distribution, and the predicted values are 

calculated from a link function [11]. 

The population contained 38,141 observations from 2,245 

patients, in which approximately 37.4% were female and 

62.6% male. From this population, we obtained a sample with 

one observation of each patient in the moment they were 

admitted to the ICU. We present a summary of the process to 

characterize the population of interest and sampling procedure 

in Figure 1, whose sample size represents only approximately 

0.001% of total population. Table 1 presents descriptive 

statistics about the data set extracted from this process. 

Table 1 – Statistics of the Population of Interest 

We selected eight variables for the statistical analysis:  gender, 

weight and height as demographic variables; heart rate (hr), 

respiratory rate (rr), systolic blood pressure (sbp), and body 

temperature (pt), as vital signs; and blood glucose level (gl), as 

a physiological parameter. It is worth mentioning that a 

variable for diastolic blood pressure was not used in this 

analysis because it depends on sbp variable. The strong 

correlation between these variables may cause a 

multicollinearity problem [12].  

Given that the population of interest was defined and one 

sample was obtained, we extracted four regression models, 

one for each vital sign in study. The regression models were 

evaluated using the following statistical measures: (a) 

determination coefficient (R
2

); (b) square of the linear  

 

Figure 1 – Process to characterize the population of interest 

correlation coefficient (R
2*

) between response variable and 

adjusted values. Both measures were used to indicate the data 

variability explained by the regression model. Table 2 presents 

the results for each model, with confidence level of 95%. 

Table 2 – Metrics to Evaluation of the Regression Models 
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Abstract 

The Patient Risks Outcomes and Barriers Evaluation 

(PROBE) system is developed using a readily available data 

capture platform (REDCap) and iPads. PROBE performs  

complete and consistent assessment of pain at every patient 

visit in pediatric rheumatology practices of our very large 

healthcare system. Using evidence based clinical guidelines, it 

combines the following essential elements for care: 1) 

screening for behavioral risks for chronic pain such as 

anxiety, sleep deprivation, or painful conditions affecting a 

caregiver living in child’s home, 2) capturing disease activity 

related measures and enabling 3) clinical decision support. In 

this demonstration project we describe PROBE and evaluate 

it for usability in practice. Using PROBE, we observed 

significant differences for behavioral risk factors in children 

with juvenile idiopathic arthritis in those who report chronic 

pain vs. not. 

Keywords: 

Electronic Tablets; iPad; REDCap; PROBE; CDSS; JIA; Pain; 

Children 

Introduction 

Pain is the most distressing aspect of disease in children and 

can play a predominant role in their everyday lives. Despite 

pain’s impact on both children and their families, the medical 

community has only recently begun to focus its resources on 

the investigation and treatment of pain. The field of pediatric 

rheumatology is not alone in this delay. In June 2011, the 

Institute of Medicine (IOM) released a landmark report, 

Relieving Pain in America: A Blueprint for Transforming 

Prevention, Care, Education, and Research. This report 

addresses the US healthcare system for its deficiencies in the 

assessment and management for pain in the United States[1]. 

The report calls for progress in the collection and reporting of 

data on pain. It also emphasizes the need to provide complete 

and consistent assessment of pain as well as the necessity for 

expanding opportunities in pain research. Children and 

families who live with juvenile idiopathic arthritis (JIA) can 

ardently verify the findings of this IOM report.  

Children with JIA who experience pain regularly perceive 

themselves to be more disabled and are more likely to restrict 

their activity[2-5]. Their pain related to disease commonly 

persists into adulthood and can significantly impact their 

productivity and quality of life[6-8]. However, the 

relationship between disease activity and pain in children and 

adolescents with rheumatic disease is known to be 

inconsistent [3,9] but certain behavioral risk factors have 

shown to influence the pain experience in children with 

JIA[10-12]. These include sleep deprivation, anxiety, or 

painful conditions affecting a caregiver in the child’s home. 

Because early identification of risks may help in improving 

long term patient outcomes, numerous studies have shown 

that healthcare providers need to implement complete and 

consistent assessment of pain in their everyday practice[13-

18]. Besides, many evidence based guidelines exist for 

screening and assessing pediatric chronic pain. However, it 

remains a formidable challenge for most practices to 

implement these guidelines in routine care [12,19,20] let alone 

initiate any intervention following screening. Difficulty in 

implementing guideline components within the workflow and 

constraints of the clinical workflow are often cited as potential 

hurdles. In our previous work in general pediatric practices, 

we have shown that computerized clinical decision support 

systems (CDSS) can automate screening in waiting rooms 

[21,22] and alert the providers based on screening. CDSS can 

be effective tools for case finding [23] and for  improving 

physicians’ use of and adherence to care guidelines[23-27]. 

More recently, we have also shown that electronic tablets are 

desirable mediums for implementing screening in the waiting 

rooms, and using these devices, CDSS can gather more 

complete patient data for making care decisions[28].  

Therefore, to address complete and consistent assessments of 

pain in children and adolescents with JIA at every visit, we 

have developed an electronic data capture and clinical 

decision tool - Patient Risks, Outcomes and Barriers 

Evaluation (PROBE). PROBE is currently being used in three 

pediatric rheumatology practices of our large health care 

system. It screens patient families for pain and associated 

behavioral risk factors in the waiting room using an electronic 

device (iPad) that communicates with the PROBE back end 

server in real-time.  The objective of this pilot study is to 

demonstrate - 1) the feasibility of using a readily available 

data capture platform and electronic tablets for complete and 

consistent assessment of pain during routine care in pediatric 

rheumatology practices; 2) that differences are observed on 

screening in patient reports of chronic pain; and 3) that 

PROBE can evolve into a viable Health IT platform for 

pediatric pain management and patient engagement. 

Materials and Methods 

The PROBE System 

The PROBE system consists of three data capture forms, a 

central server and electronic tablets such as iPads. Access to 

the data forms is provided using secure wireless network via a 
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web browser interface. The data forms capture information 

from patients or caregivers in the waiting room and clinical 

data from the clinical team in the exam or the work room. The 

three PROBE forms are - the Patient Screening Questionnaire 

(PSQ), the Patient Nursing Form (PNF) and the Provider 

Work form (PWF). Below we describe a workflow using 

PROBE. Please refer to Figure 1 for details of the workflow. 

 

Figure 1 - PROBE Workflow 

Workflow: At each  patient registration visit (step a) patients 

or their caregivers are instructed to answer questions on PSQ 

using an electronic tablet device in the waiting room. Answers 

to each page of questions are securely recorded in the PROBE 

central server in real time (b), and no data is ever recorded on 

the electronic device (c). When responses to screening 

questions are submitted (d) the nursing form (PNF) is 

automatically populated with patient answers and scores (e). 

Inside the exam room, either the provider or the nursing staff 

completes the PWF (f).  

Pain and Behavioral Risk Screeners: Children, adolescents 

and young adults, ages 3 to 23 years are screened. The 

following validated screening instruments are implemented 

using PSQ: 1) Mood disorder screening: Childhood 

Depression Index and Screen for Child Anxiety Related 

Emotional Disorders (SCARED)[29]; 2) Sleep assessment: 

Bedtime problems, Excessive daytime sleepiness, Awakening 

during the night, Regularity and duration of sleep and Snoring  

(BEARS)[30]; 3) Parental Pain History Questionnaire 

(PPHQ)[31]: which is directed towards the caregiver; and 4) 

Pain Coping Questionnaire: consisting of Pain coping 

efficacy and Brief pain inventory scales[32]. The latter 

measures weekly pain level on a 0-10 VAS scale, with 0 being 

the lowest and 10 the highest pain level. Please see Figure 2 

below. The Chronic pain (CP) report is screened as pain 

greater than 3 days per week for more than 3 months. 

Implementation: PROBE is developed using a readily 

available electronic data capture platform, the Research 

Electronic Data Capture (REDCap)[33] platform in 

collaboration with the Department of Quantitative Health 

Sciences (QHS) at Lerner Research Institute, Cleveland 

Clinic. REDCap is a secure data capture tool for research 

purposes and is supported in our environment. For the 

PROBE implementation, a REDCap project was created and 

an anonymous surveys consisting of validated screening 

questionnaires (SCARED, BEARS, Brief Pain Inventory Scale, 

Parental Pain History and Pain Coping and Efficacy as 

described above) were implemented for PSQ.  The patients do 

not need login credentials but the front-desk staff enters 

patients’ identifying information into PSQ before handing out 

the electronic tablet device. At each visit, the front desk staff 

confirms that the patient is an established JIA  patient (from 

registration) and records the patient’s medical record number, 

age and gender (of the child) and selects the provider and visit 

type (i.e. for infusion or provider) from a menu item in PSQ. 

No patient information for race/ethnicity or insurance 

category is currently recorded in PSQ. Additionally, if the 

child is between 3 and 12 years of age, the front desk asks the 

parent or the caregiver to complete the PSQ. Adolescents and 

young adults (12 – 23 years) complete their own PSQ. The 

screeners implemented in PSQ have both a parent and a child 

version, and based on the age entered by the front-desk staff, 

the appropriate one is automatically presented in PSQ. We use 

the branching logic capabilities of the REDCap software to 

implement age-based questions. Using REDCap database 

functionality, PROBE also automatically assigns a unique 

system identifier for all three data capture forms and together 

they constitute a record for the patient’s visit. PROBE was 

initially implemented for a pilot test in one pediatric 

rheumatology clinic at our main hospital in March 2014.  We 

currently have three practice sites, including two community 

sites using PROBE. Each site has at least two electronic tablet 

devices for patient use and they all communicate with the 

PROBE central server in real-time.  

Clinical decision aid tool: PROBE implements clinical 

decision support via scoring screening questionnaires. When 

the PSQ form (Figure 2) is submitted by the patient, numeric 

scores (e.g. anxiety screening) are computed in real-time by 

the system and displayed to the clinical staff on the nursing 

form (PNF). Please see Figure 3 for PNF. The providers can 

access patients’ PNF to view scores or any screening 

information via a secure login to the REDCap website either 

using an exam room computer or an electronic tablet device. 

At the conclusion of a visit, providers or their staff document 

current labs, medications, and disease activity scores. Please 

see Figure 4 for PWF documentation. More structured data 

item additions are planned for PWF in the near future. These 

include orders (labs, medications, imaging) and results from 

other investigations (e.g. eye exam) to support clinical 

decision-making.  The following types of documentation 

notes are also planned as additions in the near future for PWF 

- psycho-social, and sleep evaluation, nutrition, physiotherapy 

and occupational therapy referrals.  

At each visit, data from all the three forms are available to the 

providers and their nursing staff for any further action. 

However, currently no reminders or prompts to providers or 

their clinical staff are provided using PROBE. These are 

planned as future additions as well. Although information for 

orders, labs and referrals may exist in our electronic medical 

record (Epic Systems), they may mostly exist as free-text 

notes, so PROBE offers the capture of structured data items 

and the ability to use these data for follow up visits using a 

computer-based clinical decision support system that is also 

planned for development in the near future.  

Analyses: As part of this study, we report descriptive 

statistics, i.e. number of visits since deployment and patient 

visit characteristics. We also condcuted bi-variate analyses for 

an outcome of the self-report of chronic pain with a self-report 

of  anxiety symptoms, sleep impairment issues and parental 

history of pain as explanatory variables. For purposes of the 

statistical analyses, we  dichotomized (yes or no) the 

explanatory variables according to the screener scoring 

thresholds (e.g. anxiety) and questions that were answered in 

affirmative (e.g. sleep and parental history).  

Statistical analyses were performed using Stata Software 

version 12 (StataCorp, College Station, TX). The study was 

approved by the Cleveland Clinic Institutional Review Board. 
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Figure 2 - Patient Screening Questionnaire (PSQ) 

 

Figure 3 - Patient Nursing Form (PNF) 

 

Figure 4 - Provider Work Form (PWF) 

Results 

Initial results: Over a three-month initial period, PROBE 

recorded 21 patient visits in the main hospital, our first pilot 

site. From these visits, we found that patients reporting 

chronic pain are more likely to report higher average pain 

scores (>=5) in the last week.  They show symptoms of 

anxiety on as many as 17 of the 41 items screened using three 

point SCARED scale and are more likely to report sleep 

issues, e.g. problems falling asleep at bedtime, or feeling 

sleepy a lot during the day, in school or while driving when 

compared to those who do not report chronic pain. The 

patients reporting chronic pain are young adolescents (> 12 

years) and more likely to be females with a parental history of 

pain.  

Descriptive Results: As we observed these differences in one 

practice during routine care, we extended the use of PROBE 

to the other two practices at our community sites. Subsequent 

results presented here are from all three practice sites. At the 

time of this writing, there are 192 patient visits recorded in 

PROBE. Please see Table 1 below for patient visit 

characteristics. Please note that in Table 1 there may be 

missing data for explanatory variables (e.g. sleep) as the 

patient or the caregiver need not answer all questions at every 

visit. Similarly, as the system was being deployed and the 

front-desk staff was getting acquainted with the procedures 

for recording patient identifying information, there may be 

some missing values for socio-demographic variables (age, 

sex). A majority of visits are for female patients (77%) and 

over 12 years of age (~70%). Patients reported chronic pain in 

almost half of all visits (49%). 

Table 1 – Patient Visit Characteristics 

Sex (n=191) 

Female 148 (77.5%) 

Age(n=183) 

3 to 7 years 17 (9.3%) 

8 to 11 years 39 (21.3%) 

12 to 18 years 107 (58.5) 

18 to 23 years 18 (9.6%) 

Chronic Pain Report (n=181) 

No 92 (50.8%) 

Yes 89 (49.2%) 

Anxiety Report (n=192)
 §

 

No 161 (83.9%) 

Yes (score >= 25 and < 30) 11 (5.7%) 

Yes (score >= 30)  20 (1%) 

Sleep Issues Report (n=171)
¥

 

No 59 (34.5%) 

Yes  112 (65.5%) 

Parental History of Pain Report (n=154)
£

 

No 25 (16.2%) 

Yes  129 (83.8%) 

scoring or interpretation according to § SCARED; ¥ BEARS; £ PPHQ

Bi-variate Analyses: Using the chi-square test, the report of 

one or more sleep impairment issues was significantly 

associated with the report of chronic pain (Χ
2

 = 15.7, p-value 

< 0.0001). The total score on anxiety symptoms were not 

significantly associated with the report of chronic pain, as was 

the parental history of pain report from this pilot study data.  

However, we observed differences based on specific anxiety 

symptoms reported on the SCARED screening tool. In the 

bivariate analysis, the presence of panic disorder or significant 

somatic symptoms (score of 7 or more), separation anxiety 

(score of 5 or more), and significant school avoidance (score 

of 3 or more) on specific questions are significantly associated 

with the patient report of chronic pain (Χ2 = 4.24, p-value = 

0.039) and  (Χ2 = 7.11, p-value = 0.008) respectively.  
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Similarly, we observed differences in responses to pain coping 

questions for patients reporting chronic pain versus no chronic 

pain. In general, those reporting chronic pain reported higher 

pain score levels (4 to 5 on a 10 point VAS) as opposed to 2 

to 3 on a 10 point VAS and lower coping levels (e.g. “When 

hurt or in pain for a few hours or a few days how often do you 

think you can do something to change it?” The responses were 

never, or hardly ever for patients reporting chronic pain versus 

often or very often for those reporting no chronic pain).  

Discussion  

We have demonstrated that by using a readily available data 

capture platform and by leveraging electronic tablets such as 

iPads as an interface, we can create a tool for complete and 

consistent assessment of pain at every visit in children and 

adolescents. Furthermore, our analyses show that there are 

differences in behavioral risks for patients who report chronic 

pain versus those who do not and we have demostrated this in 

a real-world clinical setting. 

In this pilot work, we have also shown that the PROBE 

system can effectively screen patients or their caregivers in 

pediatric rheumatology waiting rooms. Our results show that 

impaired sleep is a strong predictor for a chronic pain report 

in children and adolescents with JIA.  However, as we write 

this, we are collecting more data to develop and evaluate a 

comprehensive prediction model for chronic pain in this 

population. Simultaneosuly, we are working on developing 

PROBE into an automated computer-based clinical decision 

support system. We hope to evaluate it in near future for 

patient and system based interventions for pain management 

in clinical studies.   

Because the use of PROBE in routine care can help identify 

patients’ risk factors, i.e.  chronic pain vs. no chronic pain 

group patients, we hypothesize that it can be used to support 

patient engagement activities, for example to ask more 

detailed questions about a patient’s painful condition, their 

coping style and/or to provide educational content.  

Potentially,  these activities can promote patient-clinician 

interaction and lead to informed clinical decisions such as a 

referral for sleep medicine, psycho-social evaluation or 

cognitive behavioral therapy (for example for pain coping). 

Therefore, PROBE based clinical decision support can be 

used to manage patients who are at higher risk of chronic pain 

prospectively, however all this needs to be studied in well-

designed clinical trials. 

As with all such work, there are limitations to ours too. First, 

the PROBE system is limited by use of REDCap and its built-

in programming functionality (e.g. unable to query data on a 

survey form in real-time). In that respect, the current system is 

a prototype or demonstration project. Secondly, because of the 

above limitations, we have not built automated clinical 

decision support (e.g. prompts and reminders) functionality 

into the current system. Therefore, our future work would 

involve migrating PROBE to a more robust data capture and 

query platform so that we can build robust patient engagement 

tools, and provide clinical decision support. Lastly, our bi-

variate analyses of pilot data may suffer from sample and 

confounding bias. Regardless, our demonstration project 

highlights the importance of using eHealth enabled tools in 

pediatric specialty care practices. 
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Abstract  

Clinical data warehouses often contain analogous data from 

disparate sources, resulting in heterogeneous formats and 

semantics. We have developed an approach that attempts to 

represent such phenotypic data in its most atomic form to fa-

cilitate aggregation.  We illustrate this approach with human 

blood antigen typing (ABO-Rh) data drawn from the National 

Institutes of Health’s Biomedical Translational Research In-

formation System (BTRIS).  In applying the method to actual 

patient data, we discovered a 2% incidence of changed blood 

types.  We believe our approach can be applied to any institu-

tion’s data to obtain comparable patient phenotypes.  The 

actual discrepant blood type data will form the basis for a 

future study of the reasons for blood typing variation. 

Keywords:  Clinical Data Repositories, Phenotype Detec-

tions, Blood Typing  

Introduction 

Clinical data warehouses are becoming a common tool for 

providing access to electronic health record data for various 

forms of reuse.[1]  However, the reuse of historical data can 

be problematic, especially when data are pooled from multiple 

sources for which minimal documentation and metadata ex-

ist.[2]  A challenge for clinical research informatics is to pro-

vide users with ways to reconcile such heterogeneous data.[2]  

For example, if one source codes gender as “male or female” 

and another source codes gender as “male, female, or other”, 

summarizing gender data across sources becomes problemat-

ic. 

While normalzation procedures are standard for genetic se-

quence data,[3] they have been less well defined for pheno-

typic data, typically involving ad hoc mappings between pa-

tient characteristics.[4]  The purpose of this paper is to present 

a method for normalization of heterogeneous data by reducing 

them to specific, well-characterized phenotypic traits.  We 

take as our example common ABO and Rh blood typing such 

as is typically tested in blood bank laboratories. 

Background 

The Biomedical Translational Research Information Sys-

tem 

The Clinical Center of the US National Institutes of Health 

(NIH) is a hospital in Bethesda, Maryland that has served as a 

site for clinical research since 1953.  Over the years, data from 

clinical studies at NIH have been captured in a variety of clin-

ical trials data management systems, as well as two electronic 

health records – one in operation from 1976 to 2004 and one 

in operation since 2004.  These data, on over 500,000 human 

subjects from over 50 source systems are collected into  a sin-

gle database that forms the core of the NIH’s Biomedical 

Translational Research Information System (BTRIS).[5]  All 

terms from source systems are assigned unique concept identi-

fiers in BTRIS’s Research Entities Dictionary (RED), which 

is a unified ontology that includes hierarchical classifications 

of similar terms (such as tests that measure the same substance 

or medications that contain the same ingredients).  BTRIS 

users select specific terms or classes of terms from the RED to 

use in retrieving identified data on their own clinical studies, 

as well as de-identified data across all clinical studies.[5] 

Case Study : ABO and Rh Blood Type Antigens 

Human red blood cells express a wide variety of antigens.  

Three in particular (A, B and Rh) are commonly identified in 

clinical laboratories for purposes such as cross-matching 

blood for transfusion.  Blood donors and blood recipients are 

characterized as having A, B, AB or O blood and as being Rh 

positive or negative.  Except in rare instances, an individual’s 

blood type does not change over his or her lifetime. 

Today, most blood banks report these antigens together as the 

result of a single test; e.g., A+, B-, AB+, O-, etc.  However, in 

the past, these results were reported across two tests: the ABO 

test to report types A, B, AB and O, and the Rh test with the 

possible results “positive” and “negative”.  Even earlier, the 

ABO test results were reported as two separate tests for the A 

and B antigens.  A patient could have a positive results for 

both of these tests (type AB), one of these tests (type A or B), 

or neither of these tests (implying type O). 

This heterogeneity has been well-documented as a challenge 

for dealing with pooling data from, or sharing them between, 

multiple health care sites.([6], also: Huff SM, personal com-

munication; inspiring [7])  As a repository of data from multi-

ple sites over 40 years, BTRIS often presents users with this 

type of challenge.   We chose it as a case study for the normal-

ization of heterogeneous data, since proper normalization 

should result in patients having consistent blood types over 

time, in effect serving as their own gold standards. 

Methods 

Approach to Phenotype Normalization 

Our approach to phenotypic characterization involves reduc-

ing complex findings to their most atomic forms and them 

assembling them in canonical ways into more complex pheno-

typic patterns.  In the case of blood typing, we consider that 

each test provides evidence for the presence or absence of at 
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least one red blood cell antigen.  This can range from a single 

antigen (A, B, or Rh) to all of them (for example, type “AB+” 

indicates the presence of all three and type “O-” indicates the 

absence of all three). 

Preliminary Analysis of Result Types 

The first step in our normalization process was to identify the 

relevant tests panels, individual tests and actual results report-

ed by those tests.  We used the BTRIS Limited Data Set func-

tion[8] to retrieve de-identified data from BTRIS, using ap-

propriate terms selected from the RED. 

The second step was to review each unique panel-test-result 

triple to determine the antigenic evidence it provides.  Each 

result was tagged with the letters A, B and R, with presence 

indicated by an upper-case letter and absence indicated by a 

lower case letter. Thus, the a B-Antigen test with the result 

“Positive” was labeled as “B” and a Type and Crossmatch test 

with the result “O+” was labeled as “abR”.  A MUMPS data 

structure (PC-MUMPS, DataTree Inc., Waltham, MA), was 

created for each result and its assigned antigens. 

Analysis of Patient Data for Phenotype Consistency 

In the third step, the relevant data of individual patients were 

characterized based on the assigned antigens.  Pooled evi-

dence for the presence or absence of each antigen was stored 

for each patient in a second MUMPS global, such that a pa-

tient would typically have three letters (one each of “A” or 

“a”, “B” or “b”, and “R” or “r”).  In the fourth step, we re-

viewed the results for each patient to determine situations 

where an individual did not have exactly one of each letter. 

All data were obtained with oversight of the NIH Office of 

Human Subjects Research Protection (Agreement Number 

BTRIS_2014_835_CIMINO_J_CC).  Only those data that did 

not require permission for reuse from the original investiga-

tors, as per NIH policy, were retrieved.  The patients’ 

birthdates and test dates were included in the data but all other 

potentially identifying information was removed, as per NIH 

policy for limited-use data sets. 

Results 

Preliminary Analysis of Result Types 

A search of the RED for tests with names containing the 

phrase “blood group” identified 644 terms, including three 

appropriate term classes as shown in Figure 1: ABO Grouping 

and/or Rh Antigen Phenotyping Intravascular Test, Blood 

Group Antigen Blood Typing Blood Bank Test, and RH Blood 

Group System Antigen (Rh Factor) Test.  When BTRIS was 

queried with these three terms, 593,637 test results were 

found on 43,485 patients (see Figure 2).  The data included 

results from 139 tests in 66 test panels, with 334 unique panel-

test pairs that reported 3946 unique results (Figure 3). 

Review of all panels and tests identified 21 panels and 59 tests 

within those panels that provide information on ABO and Rh 

blood typing.  The data set included 1452 unique test results 

for these tests (many of which were misspellings, as in [6]).  

Each was reviewed manually to assign antigenic evidence.  

Table 1 shows a sample of panels, tests, results and assigned 

antigenic evidence. 

Assignment of Phenotype Based on Antigenic Evidence 

After removal of irrelevant panels and tests, the patient data 

included 165,981 panel events with 307,884 test results for 

43,485 patients.  Pooling of all antigenic evidence for each 

Figure 1:  Blood type terms in the Research Entities Dic-

tionary. A search for the phrase “blood typing”, restricted 

to the laboratory domain identified one class (“Blood Typ-

ing Test”) that subsumes 643 additional terms. The hierar-

chy is partially expanded. 

 

Figure 2:  Query screen of BTRIS Limited Data Set applica-

tion, showing three search terms at bottom and query summar-

ies at top. Only data from the right (“Data Not Requiring Per-

missions”) were downloaded. 

�������	
�����

��������	
���

������������

���������	
���

����������	
�������������
�����

���������������

�����������������

���������	
���

���������	
�������������
������

�������������

�����������������

��������
�����

���������
���

�������������

��������
������ ��!�

���������
���

��������
������

 ��!����"���
��

����#�����
���

�!���$���

%�&��'(

��#�����
���

�!���$���

%�&��'(

)���
��*
����

+
��
��,-� ����)����,�-
�������

.������"

 

Figure 3:  Summary of analysis of initial data set. 
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patient identified 32 different phenotypes, of which 8 were 

complete (ABO and Rh designations), 6 were incomplete 

(ABO or R designation only) and 18 were discrepant (multiple 

ABO and/or Rh designations).  Table 2 shows the antigenic 

evidence, and counts for each phenotypic designation. 

Review of Aberrant Phenotypes 

In all, 531 of the 43,485 patients (1.22%) had aberrant pheno-

types, based on discrepant laboratory results.  Some examples 

of their test results are shown in Table 3.  Given that random, 

patient-independent laboratory errors could account for some 

of these discrepancies, and that the frequency of errors would 

be proportional to the number of tests run, we examined the 

frequency aberrant phenotypes versus number of test panels 

performed (Figure 4).  The Pearson coefficient for this associ-

ation is 0.7127 (P<.00001); however, the slope of the regres-

sion line is only 0.04. 

Initially, we did not consider patients with a single test panel, 

since we were looking for discrepancies between panels.  Do-

ing so would result in discrepancies in 479 of 23,903 patients 

(2.00%).  However, we were surprised to find that seven of 

19,583 patients (0.004%) with a single test panel had discrep-

ancies, so although rare, this situation was not impossible.  

This led us to examine intra-panel discrepancies.  We found 

that 109 patients (including the seven mentioned above) had 

588 intra-panel discrepancies (see Table 3). 

Discussion 

Informatics Implications 

As previously noted, heterogeneity of data syntax and seman-

tics in clinical repositories complicates analysis of data aggre-

gated from multiple sources over long time spans.  The ap-

proach described here recasts clinical findings in terms of 

atomic phenotypic characteristics that are institution- and la-

boratory-independent.  The case here concerns the presence or 

absence of specific human red blood cell antigens, but we 

believe this approach can be applied to many other data types, 

such as microorganism antigens and antibodies and clinical 

findings that are sometimes reported as collections of 

postcoordinated terms and sometimes as a single, 

precoordinated term.  This approach has potential for use with 

other repositories or networks of repositories with heteroge-

neous data. 

Biomedical Implications 

We were surprised at the incidence of intra-patient blood type 

variation among patients with multiple sets of test results  

(2%).  Human blood antigens do not normally change during 

a patient’s lifetime, except in unusual circumstances such as 

transplantation,[9] leukemia[10, 11] and, very rarely, viral 

infection[12].  It is possible – in fact probable – that some of 

this variation was due to laboratory error.  The correlation 

(r=.72) between numbers of tests performed and likelihood is 

consistent with an independent influence such as systematic 

error; however the slope of the correlation (0.04) indicates 

that this would only account for about 4% of the variance.  

The data collected in this study are insufficient for determin-

Table 1:  Panel/test/result combinations with interpretations 

Panel Tests Result Interpretation 

ABO GRP-RH TYPE ABO GRP-RH TYPE O POSITIVE abR 

ABO GRP-RH TYPE ABO GRP-RH TYPE 0 POS abR 

ABO GRP-RH TYPE ABO GRP-RH TYPE A POSITIVE AbR 

ABO GRP-RH TYPE ABO GRP-RH TYPE A NEG Abr 

ABO GRP-RH TYPE ABO GRP-RH TYPE A NEGATIVE Abr 

ABO GRP-RH TYPE ABO GRP-RH TYPE AB NEG ABr 

ABO GRP-RH TYPE ABO GRP-RH TYPE B POS aBR 

ABO Group and Rh Type [ABORH] ABO Group and Rh Type [ABORH] - A 0 a 

ABO Group and Rh Type [ABORH] ABO Group and Rh Type [ABORH] - A 1+ A 

ABO Group and Rh Type [ABORH] ABO Group and Rh Type [ABORH] - A 2+ A 

ABO Group and Rh Type [ABORH] ABO Group and Rh Type [ABORH] - A 3+ A 

ABO Group and Rh Type [ABORH] ABO Group and Rh Type [ABORH] - A 4+ A 

ABO Group and Rh Type [ABORH] ABO Group and Rh Type [ABORH] - A M4 A 

ABO Group and Rh Type [ABORH] ABO Group and Rh Type [ABORH] - B 0 b 

ABO Group and Rh Type [ABORH] ABO Group and Rh Type [ABORH] - B 4+ B 

ABO Group and Rh Type [ABORH] ABO Group and Rh Type [ABORH] - Rh NEG r 

ABO Group and Rh Type [ABORH] ABO Group and Rh Type [ABORH] - Rh POS R 

Panels are collections of one or more tests, each of which is associated with a result.  We interpret the results to correspond to 

specific phenotypic characteristics: A=Antigen present; B=B antigen present, AB=A and B antigens present; a=A antigen 

absent; b=B antigen absent; ab=Neither A nor B antigens present (“Type O”); R=Rh antigen present (“Rh Positive”),  r=Rh 

antigen absent (“Rh Negative”),  

Figure 4:  Pearson’s correlation between number of tests per-

formed and incidence of at least one discrepant result between 

the tests.  (http://www.mathportal. org/ calculators /statistics-

calculator/correlation-and-regression-calculator.php) 
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ing what is likely to be a multifactorial cause for the varia-

tions.  Discovering them will require a future study in which 

the entire patient records are accessed. 

Conclusions 

The reduction of heterogeneous laboratory results to their 

atomic phenotypic characteristics was an effective approach 

for normalizing patient test results from a longitudinal reposi-

tory with 40 years of data from disparate sources systems.  

The normalization makes some patient characteristics explicit 

(e.g., by inferring Type O from the absence of A and B) as 

well as highlighting data that are discrepant.  The approach 

seems extensible to other domains and repositories.  The inci-

dental finding of intra-patient blood type variation reminds us 

that the re-use of data constantly holds challenges and surpris-

es, and that every question we seek to resolve seems to pro-

duce more new questions than answers. 
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Table 2:  Antigen patterns found in test results, clas-

sified as Complete (corresponding to an actual real 

phenotype found in nature), Incomplete (lacking suf-

ficient information to determine the phenotype) or 

Aberrant (not corresponding to an actual phenotype) 

Antigenic 

Evidence 

Phenotype # Patients 

Complete   

abR O+ 17132 

AbR A+ 13925 

aBR B+ 4710 

abr O- 2538 

Abr A- 2316 

ABR AB+ 1441 

aBr B- 645 

ABr AB- 214 

Incomplete   

r - 10 

R + 8 

ab O 7 

Ab A 5 

AB AB 1 

aB B 1 

bR + 1 

Aberrant   

AabR (aberrant) 132 

abRr (aberrant) 89 

AbRr (aberrant) 67 

aBbR (aberrant) 51 

AaBbR (aberrant) 50 

AabRr (aberrant) 28 

ABbR (aberrant) 24 

aBRr (aberrant) 19 

AaBR (aberrant) 17 

Aabr (aberrant) 13 

aBbr (aberrant) 11 

ABRr (aberrant) 7 

AaBbRr (aberrant) 6 

aBbRr (aberrant) 6 

ABbr (aberrant) 6 

AaBbr (aberrant) 3 

ABbRr (aberrant) 2 

J.J. Cimino / Normalization of Phenotypic Data from a Clinical Data Warehouse562



 

Table 3:  Sample results showing discrepant blood type results for the same patient (dates are approximate for privacy rea-

sons).  Adjacent rows are results from tests in the same test panel; shaded rows separate panels for the same patient; white 

rows separate data from different patients.  Note that last two subjects show discrepancies within a single panel, resulting in 

aberrant blood type interpretations. 

Subject Date Panel Test Result Antigens Interp. 

59 1/31/1989 2:34 TYPE & SCREEN ABO & RH 

O 

POSITIVE 

abR abR (O+) 

       

59 1/31/1989 8:52 TYPE & SCREEN ABO & RH 

A 

POSITIVE 

AbR AbR (O-) 

       

724 1/24/1989 9:55 TYPE & SCREEN ABO & RH O NEG abr abr (O-) 

       

724 2/13/1989 2:22 TYPE & SCREEN ABO & RH O POS abR abR (O+) 

       

986 1/2/1999 1:25 Type and Antibody Screen ABO Group and Rh Type  - Rh POS R 

ABR 

(AB+) 

986 1/2/1999 1:25 Type and Antibody Screen ABO Group and Rh Type  - A 4+ A 

986 1/2/1999 1:25 Type and Antibody Screen ABO Group and Rh Type  - B 4+ B 

       

986 1/18/2000 1:24 Type and Antibody Screen ABO Group and Rh Type  - Rh POS R 

AbR (A+) 986 1/18/2000 1:24 Type and Antibody Screen ABO Group and Rh Type  - A 4+ A 

986 1/18/2000 1:24 Type and Antibody Screen ABO Group and Rh Type  - B 0 b 

       

1090 1/2/2002 12:39 Type and Antibody Screen ABO Group and Rh Type  - ABO A Ab 

AbR (A+) 

1090 1/2/2002 12:39 Type and Antibody Screen ABO Group and Rh Type  - Rh POS R 

1090 1/2/2002 12:39 Type and Antibody Screen ABO Group and Rh Type  - A 4+ A 

1090 1/2/2002 12:39 Type and Antibody Screen ABO Group and Rh Type  - B 0 b 

       

1090 1/28/2003 1:29 Type and Antibody Screen ABO Group and Rh Type  - ABO B aB 

aBR (B+) 

1090 1/28/2003 1:29 Type and Antibody Screen ABO Group and Rh Type  - Rh POS R 

1090 1/28/2003 1:29 Type and Antibody Screen ABO Group and Rh Type  - A 0 a 

1090 1/28/2003 1:29 Type and Antibody Screen ABO Group and Rh Type  - B 4+ B 

       

2185 1/11/1991 6:43 TYPE & SCREEN ABO & RH O NEG abr Rabr 

(O+/O-) 2185 1/11/1991 6:43 TYPE & SCREEN ABO & RH O POS abR 

       

3986 1/18/2000 1:24 Type and Antibody Screen ABO Group and Rh Type  - ABO AB AB 

ABRb 

(AB+/A+) 

3986 1/18/2000 1:24 Type and Antibody Screen ABO Group and Rh Type  - Rh POS R 

3986 1/18/2000 1:24 Type and Antibody Screen ABO Group and Rh Type  - A 4+ A 

3986 1/18/2000 1:24 Type and Antibody Screen ABO Group and Rh Type  - B 0 B 

A=Antigen present; B=B antigen present, AB=A and B antigens present; a=A antigen absent; b=B antigen absent; ab=Neither 

A nor B antigens present (“Type O”); R=Rh antigen present (“Rh Positive”),  r=Rh antigen absent (“Rh Negative”) 
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Abstract 

Recruitment of patients in clinical trials is nowadays 

preoccupying, as the inclusion rate is particularly low. The 

main identified factors are the multiplicity of open clinical 

trials, the high number and complexity of eligibility criteria, 

and the additional workload that a systematic search of the 

clinical trials a patient could be enrolled in for a physician. 

The principal objective of the ASTEC project is to automate the 

prescreening phase during multidisciplinary meetings (MDM). 

This paper presents the evaluation of a computerized 

recruitment support systems (CRSS) based on semantic web 

approach. The evaluation of the system was based on data 

collected retrospectively from a 6 month period of MDM in 

Urology and on 4 clinical trials of prostate cancer. The 

classification performance of the ASTEC system had a 

precision of 21%, recall of 93%, and an error rate equal to 

37%. Missing data was the main issue encountered. The system 

was designed to be both scalable to other clinical domains and 

usable during MDM process. 

Keywords:  

Clinical research, Decision support system, Semantic 

interoperability, automatic reasoning. 

Introduction 

Clinical trials (CTs) are the gold standard for testing therapies 

or new diagnosis techniques that would improve clinical care. 

CTs often rely on adequate sample sizes, but often remain 

incomplete or are cancelled due to missed recruitment targets 

within a certain timeframe and financial cost. The recruitment 

process faces many barriers that have already been well 

identified in the literature. The automation of the patient 

screening process by computerized recruitment support systems 

(CRSS) should address some of the recruitment barriers. In a 

review paper, we analysed the advantages and drawbacks of 

each CCRS described in the literature[1]. Based on this 

analysis, we developed a system based on the 3 following 

principles: 

1. Electronic health  records (EHRs) and eligibility criteria 

(EC) are usually written by humans for humans. 

Consequently, their formalization for an automatic 

screening system can prove to be challenging. An CRSS 

should rather process structured and coded data. Free 

text formulation of patient data and eligibility criteria 

results in too many ambiguities. Despite the efficiency 

of NLP methods, coded and structured data with a 

formal semantic remain the best situation to successfully 

develop and apply automatic reasoning methods. 

2. To be scalable, a CRSS should be connected to any kind 

of clinical EHR source. Indeed, data from the same 

patient might be scattered in different hospital 

information systems. To address this issue, an CRSS 

should adopt a service-oriented architecture and use 

semantic interoperability standards to communicate with 

the different data sources. 

3. Similarly to any decision support system, CRSS should 

provide useful information about the eligibility status of 

patients strategically at the right time and place, such as 

when physicians decide on treatment plans. For instance 

in oncology, this decision could be taken during 

MultiDisciplinary Meetings (MDM).  

ASTEC  (Automatic Selection of clinical Trials based on 

Eligibility Criteria) is a French national research project that 

aims to develop an CRSS designed on the 3 principles 

mentioned above. This system has been tested by the Centre 

Eugene Marquis (CEM), a Regional Comprehensive Cancer 

Centre located at Rennes (Brittany,France). In this paper, we 

present the evaluation of the system.  

Background  

Multidisciplinary meeting and the recruitment process in 

clinical trials: MDM are an integrated team approach to health 

care in which medical and allied healthcare professionals 

consider all relevant treatment options and develop 

collaboratively an individual treatment plan for each patient. 

That is, MDM is about all relevant health professionals 

discussing options and making joint decisions about treatment 

and supportive care plans, taking into account the personal 

preferences of the patient. In France, multidisciplinary 

decisions are mandatory for all oncology patients. 

Decision support systems for recruitment: For over 25 years, 

many attempts have been made to develop methods and tools 

supporting the recruitment process. More recently, projects 

with new technologies recent are arising, such as the 

Biomedical Translational Research Information System  

(BTRIS) developed at NIH to consolidate clinical research data 

[2]. It is intended to simplify data access to and analysis of data 

from active clinical trials and to facilitate reuse of existing data 

to answer new questions. The EHR4CR [3] project supports the 

feasibility, exploration, design and execution of clinical studies 

and long-term surveillance of patient populations by providing 

services supported by an european infrastructure connected to 

hospital Clinical Data Warehouses. TRANSFoRm project has 

similar objectives but focused on primary care patient data. 

STRIDE [4] is a platform supporting clinical and translational 

research consisting of a clinical data warehouse, an application 

development framework for building research data 

management applications and a biospecimen data management 

system. The ObTiMA system relies on OWL and SWRL to 

perform semantic mediation between heterogeneous data 

sources [5]. MATE [6]
 

is an interactive computer system to 

facilitate explicit, evidence-based decision-making in MDM for 
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breast cancer care. MATE [7] provides prognostication and risk 

assessment and also flags up patients eligible for recruiting into 

ongoing research trials. Trinzeck et al have designed and 

implemented a generic architecture for Patient Recruitment 

System compatible with most of the currently available German 

Hospital Information System environnements. 

Formal representation of eligibility criteria: The question of 

the formal representation of eligibility criteria is still an open 

issue. Several works have been developed or reused formalism 

for eligibility criteria representation such as CDISC’s ASPIRE, 

Arden Syntax, SAGE, or GELLO or ERGO.  

Interoperability and communication: To determine the 

eligibility status of patient, CRSS has to match clinical data 

coming from one or several EHR sources to the Clinical trial 

criteria. This supposes a semantic interoperability and a 

communication layer between the clinical data sources and the 

CRSS. To address this issue, the current trend is to combine 

interoperability standards coming from clinical or research 

domains (e.g HL7/CDISC), such as the Bridge model.  

Methods 

Use case addressed by the system: The different steps (S
x
) of 

the MDM process and the system functionalities used all along 

this process (fig. 1) are : S1. A clinical research associate or a 

principal investigator enter the eligibility criteria of all open 

clinical trial into the system. This step consist of translating the 

free text criteria into a computable representation with a 

graphic user interface. S2. Mr. Dupont, a patient having a 

prostate cancer, consults with Dr. Durant, a urologist. S3. Dr 

Durant schedules a MDM to decide the best therapeutic 

strategy for his patient. Dr. Durant fills up a MDM form 

provided by a regional EHR. This MDM report contains the 

most important medical information about Mr. Dupont, that the 

MD Team will use during the meeting to take the decision. S4. 

Before the meeting, all the MDM reports are sent through a 

web service to the system. The system analyses, for each MDM 

report, all the criteria of all open  clinical Trials. S6. As output, 

the system provides an eligibility report for each patient, 

containing all proposed and rejected clinical trials with the 

reasoning of the system decision. S7. During the meeting, both 

MDM report and eligibility report are displayed to the 

multidisciplinary team. The case of Mr. Durant is discussed and 

a decision is taken by the team. The decision is added to the 

MDM report. S8 : Either, the therapeutic decision is a standard 

treatment. The MDM report with the decision is then sent to Dr. 

Durant who informs Mr. Dupont. The patient then either 

accepts or rejects the proposal. S9 : Or according the 

conclusion of the eligibility criteria report provided by the 

system, the multidisciplinary team can propose to Mr. Durant to 

be enrolled into a clinical trial. S10 : In this case, a Clinical 

Research Associate (CRA) is warned after the MDM by a 

notification. The CRA is in charge to verify details the 

eligibility of Mr. Durant to. Eventually, Mr. Dupont is 

contacted, to sign the CT consent. Most of the time, specific 

exams are scheduled (S11) to determine whether the patient is 

eligible or not. Mr. Dupont is finally included (S12). 

System Architecture 

Patient data source and communication components: 

The system was tested with the oncology EHR of the regional 

oncology network of Brittany. The EHR communicates to the 

system through secured webs services. A semantic interopera-

bility framework was defined based on the HL7/CDAr2 Level 3 

standards and more specifically on HL7 Care Provision/R-MIM 

Care Record (DSTU) and HL7v3 Standard Transport Specifica-

tion, Web services Profile, Simple Object Access Protocol ver-

sion 1.2 (SOAP 1.2). HL7 R-MIM was constrained and only 

useful classes for the project were implemented. From this re-

finement, we have produced a set of HL7 templates to formal-

ise and encode the set of data elements of the MDM reports. To 

encode both the patient data and the CT criteria, the National 

Cancer Terminology Thesaurus (NCIT) was chosen as refer-

ence ontology/terminology. For each data elements of the 

MDM report, entities and related value were manually mapped 

to NCIT concepts. In case of missing concepts, we have en-

riched the ontology by selecting codes and labels from other 

reference terminologies (e.g. SNOMED CT, LOINC, etc). The 

communication between the patient data source and the system 

was performed by a securitized web service. At the message 

reception, a virtual Medical Record (vMR) was populated by 

the system with the transmitted patient data (vMR is a generic 

HL7 data model dedicated to decision support systems). 

 

Figure 1 – MultiDisciplinary Meeting workflow 

Eligibility and patient data representation: EC refer to com-

plex conditions that a patient needs to fulfill to be included or 

excluded from a given clinical trial. All clinical trials can be 

seen as a concatenation of a set of inclusion criteria and a set of 

exclusion criteria. Patients need to meet the inclusion criteria 

and avoid the exclusion criteria in order for them to be consid-

ered in the clinical trial. Patient data as well as eligibility crite-

ria were formalized relying on OWL models. Namely, patients 

are defined as a set of entities, to which several properties can 

be associated. Every property has a unique value that represents 

its state. 

Formalization and processing of the eligible criteria: EC are 

written by physicians so the terminology used can be subject to 

interpretation and involve several simple predicates. Thus, a 

specific criterion can be complex and depend on several enti-

ties. Complex criteria such as the GETUG 14 eligibility crite-

rion “Cancer in intermediate prognostic group”, were decom-

posed into a set of atomic criterion, i.e. a simple predicate on a 

unique OWL triplet (e, p, v) and a logic AND/OR relationship. 

As example, Fig. 2 illustrates how this criterion can be broken 

down to simple predicates (right side of the graph, i.e., leaves 

of the graph) and a set of Boolean operations. 

A patient is included in a CT if his root criteria score is equal to 

1. Only patients that met all inclusion criteria and met none of 

the exclusion criteria received a score of 1. 
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Moreover, GETUG is focused on prostate cancer which is one 

specific domain in oncology.  

The question of the scalability of our system to a broader 

medical domain is still open. But we can assume that the 

system will be robust at least for cancer domain. Firstly, 

because we used quite generic interoperability and reasoning 

methods. Secondly, because the system is based on a 

recognized and comprehensive terminology in this domain. 

And finally, and because the process of MDM is quite similar 

for all cancers. 

Dealing with low data quality and missing data  

It is worth noting that decomposing patients’ conditions into a 

set of entities is of course challenging as many entities can be 

only considered at the physician's discretion. We showed in a 

preliminary study [9] that a CDSS as the ASTEC system must 

deal with a high level of missing data and unknown information 

for the majority of the eligibility criteria. Indeed, we 

demonstrate the existence of implicit information (i.e either 

data not mentioned into MDM reports, or other eligibility 

criteria than those mentioned by the protocol) used by 

physicians to perform the screening task. For instance, when a 

given condition is not present (e.g., heart condition or failure), 

it is usually omitted and not explicitly set as such into medical 

record. A physician can overcome this lack of information, but 

it is hardly the case when it comes to automatic systems. 

Moreover, we found in the preliminary study a low rate of data 

quality from the oncology EHR. Initially, we had assumed that 

multidisciplinary reports were forensic documents, containing 

mandatory, explicit and comprehensive information. Indeed, 

the critical decision of the multidisciplinary team is supposed to 

rely on this set of information. Actually, it turned out that 

multidisciplinary reports were just a short summary of the main 

information. They did not cover all the aspects of the patient 

condition, such as psychological or psychiatric conditions. We 

also noted that some of very important data which were 

supposed to be coded by the clinician in the dedicated 

structured fields of the MDM form, were present but in the free 

text fields of the reports. So, these data were unusable by the 

ASTEC system. For instance, in some multidisciplinary reports, 

TNM staging was not filled out in the dedicated field of the 

report and was mentioned in the free text but in an implicit way  

(e.g. "malign tumor of the both sides of the prostate without 

extension" which implicitly, stands for a T2 stage). It was 

unlikely for ASTEC, the multidisiplinary team or the reviewer 

to deduct at a glance the cancer stage and account for this 

information during decision making. 

Such factors explain the main reasons for discrepancies 

between the system decision and the human decisions, 

especially based on false positive screened patients by the 

system. It is nevertheless considered as a decent approximation, 

one that can enable an efficient pre-selection and help 

physicians focus on a subset of promising patients. 

To address the issue of missing data, we have developed and 

tested in a related work [8], an OWL model of clinical trial 

eligibility criteria compatible with partially-known information. 

In this work, we proposed an OWL design pattern for modeling 

the eligibility criteria based on the open world assumption. Our 

approach successfully distinguished clinical trials for which the 

patient is eligible, clinical trials for which we know that the 

patient is not eligible and clinical trials for which the patient 

may be eligible provided that further pieces of information 

(which we can identify) can be obtained. The OWL study was 

evaluated on the same clinical trial and on the same set of 

patients. The results were similar to the ones reported here, 

with 149 patients potentially eligible patients (132 in the 

present study). The difference of performance lies in a simpler 

data extraction process for the OWL model, which does not 

affect reasoning. Once the data are extracted from the patient’s 

records, the determination of the patient’s eligibility requires a 

reasoning framework capable of handling both (i) the 

difference of precision between the data and the criteria, and 

(ii) the pervasive incompleteness of data. Together, these two 

studies demonstrate the feasibility of such a task. 

Conclusion 

Clinical trials are required for the evaluation of medical 

treatments. Their weakness lies in the difficulty of recruiting 

enough patients in order to make them statistically meaningful. 

In this paper we have presented an approach based on OWL 

and SWRL that addresses the problem of recruitment of 

patients. The evaluation showed that it is possible to represent 

the great majority of criteria, and that the system detected most 

of the patients eligible to the trial and eliminate most of the 

False negative. The false positives were essentially due to 

missing data coming from the EHR.  
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Abstract 

Randomized controlled trials generate high-quality medical 

evidence. However, the use of unjustified inclusion/exclusion 

criteria may compromise the external validity of a study. We 

have introduced a method to assess the population 

representativeness of related clinical trials using electronic 

health record (EHR) data. As EHR data may not perfectly 

represent the real-world patient population, in this work, we 

further validated the method and its results using the National 

Health and Nutrition Examination Survey (NHANES) data. 

We visualized and quantified the differences in the 

distributions of age, HbA1c, and BMI among the target 

population of Type 2 diabetes trials, diabetics in NHANES 

databases, and a convenience sample of patients enrolled in 

selected Type 2 diabetes trials. The results are consistent with 

the previous study. 

Keywords:  

Clinical Trial; Patient Selection; Selection Bias. 

Introduction 

Randomized controlled trials are the gold standard for 

producing high-quality medical evidence. However, they may 

suffer from delayed enrollment and lack of population 

representativeness, resulting in compromised generalizability 

to the real-world patients to whom the results or findings of a 

trial are usually applied. To assess the external validity of a 

trial, researchers often compared the study population of its 

enrolled patients and the patient population with certain 

medical conditions, e.g., breast cancer [1] or major depression 

[2]. Our previous work showed that many clinical trials, 

especially those on the same medical condition, use similar or 

identical eligibility criteria [3]. Therefore, we hypothesize that 

the generalizability issue might be at not only the individual 

trial level but also the community level of the entire clinical 

trial enterprise.  

As a step to advance the field for generalizability assessment, 

we previously proposed a method to compare patient 

populations in electronic health records (EHRs) with 

aggregated clinical trial target populations that characterize 

the patients who can be recruited in a set of trials according to 

their inclusion and exclusion criteria [4]. This method also 

introduced Generalizability Index for Study Traits (GIST) for 

quantifying the population representativeness of clinical trials 

to the general patient population. This approach is 

advantageous over existing methods [1, 2] in that 

generalizability assessment can be performed proactively 

during design. Using this method, we found that Type 2 

diabetes studies are more generalizable with respect to age 

than they are with respect to HbA1c. However, one of the 

limitations of the study is the potential bias in EHR data 

towards certain population subgroups [5]. 

The available public datasets offer great opportunity to further 

validate the method and the results generated from EHR data. 

The National Health and Nutrition Examination Survey 

(NHANES) is a continuous cross-sectional health survey 

conducted by the National Center for Health Statistics of CDC 

[6]. It evaluates a stratified multistage probability sample of 

the non-institutionalized population of the United States. The 

survey samples are first interviewed at home, followed by a 

physical and laboratory test in a mobile examination center. Its 

rigorous quality control standards ensure national 

representativeness and high-quality data collection. NHANES 

data have facilitated various translational bioinformatics 

research. Chen et al., for example, have built a predictive 

aging model of adolescent development [7]. Bays et al. have 

analyzed connections between body mass index and metabolic 

diseases [8]. These promising results have propelled our use of 

NHANES data to support our population-based study. In this 

paper, we assess the collective population representativeness 

of multiple related Type 2 diabetes mellitus (T2DM) trials 

through pair-wise comparison between the patient population 

derived from the NHANES data, the target population derived 

from clinical trial summaries, and a convenience sample of 

study population derived from the results of selected trials in 

ClinicalTrials.gov. We hypothesize that NHANES data can be 

used to assess the population representativeness of trials and 

to validate the results of our previous study using EHR data 

[4]. 

Methods 

Figure 1 shows the workflow of this study. We first identified 

frequently used quantitative eligibility features (i.e., with a 

permissible value range) in T2DM trials between 2003 and 

2012.  

 

 

Figure 1– The workflow of the study 

In the NHANES data of continuous survey years 2003 to 

2012, we identified sample subjects with T2DM and extracted 

interview and laboratory test results relevant to this work. We 
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also extracted results of selected T2DM clinical trials between 

2003 and 2012 from ClinicalTrials.gov and used these data to 

profile a convenience sample of the study population. We 

visualized and analyzed the differences among the T2DM 

patient population, the target populations of T2DM trials, and 

a convenience sample of study populations of enrolled patients 

in T2DM trials, all of which were profiled by one eligibility 

feature at a time. Then we calculated the GIST scores [4] for 

each eligibility feature. 

Dataset Preparation 

Processing clinical trial summaries 

We have built and published a database COMPACT [9], 

which stores parsed eligibility criteria and trial descriptors of 

162,586 clinical study summaries in ClinicalTrials.gov 

downloaded on March 18, 2014. All the trials were indexed by 

medical conditions using the API provided by 

ClinicalTrials.gov. From COMPACT, we retrieved 2,731 

interventional studies on T2DM with a start date between 

01/2003 and 12/2012. Age, HbA1c, and body mass index 

(BMI) were identified as three most frequently used 

quantitative eligibility features that appear in 2,702 (99.0%), 

1,463 (53.6%), and 1,274 (46.6%) of the trials, respectively. 

We formed one trial set for each of the three features and 

included them for analyzing the distribution of trials over age, 

HbA1c, and BMI, respectively.  

Processing NHANES data 

We extracted relevant interview data and laboratory 

measurements for each NHANES sample during 2003 – 2012. 

The data elements included SEQN (the unique identifier of a 

sample), gender, age, race/ethnicity, BMI, Glycohemoglobin 

(HbA1c) values, two-year sample weights for the interview 

and mobile examination portion of the study, two year cycle, 

and interview questions “Were you told to have diabetes by a 

doctor or a health professional”, “Age when first you were 

told to have diabetes”, and “Are you taking insulin?” The 

laboratory methodology to measure Glycohemoglobin value 

of NHANES sample subjects can be found at [10]. 

In NHANES, we identified 3,304 diabetic sample subjects 

who were told to have diabetes by a doctor or a health 

professional and had an HbA1c measurement [11]. Since 

NHANES participants were not asked to report the type of 

diabetes (type 1 or type 2) they were diagnosed with, we 

employed a method used by Dodd et al. [11] to further 

exclude 222 samples with Type 1 diabetes who were (1) first 

diagnosed with diabetes before age 30; and (2) taking insulin. 

The rationale is that as one grows older, his/her lifestyle (e.g., 

dietary habits) will play a more important factor in developing 

T2DM; thus, if a person is diagnosed with diabetes at a young 

age and takes only insulin, it is likely that s/he is with Type 1 

diabetes.  

Out of the 3,082 T2DM samples, 2,695 had no missing values 

for age, HbA1c, and BMI. Because the number of samples 

with missing data (3,082 - 2,695) exceeded 10% of the total 

number of T2DM samples, we used two categorical variables 

gender and race/ethnicity that every sample of NHANES has 

to assess the representativeness of these 2,695 samples for all 

3,082 T2DM samples. With respect to gender and 

race/ethnicity, we used the chi-square test to test the 

statistically significant differences between any pair of the 

following three sets of samples: (1) all 3,082 samples, (2) 

2,695 samples with age, HbA1c and BMI values, and (3) 387 

samples with missing values. No statistically significant pair-

wise difference was found between any pair of samples (all p-

values > 0.05). Further, we used the two-sample t-test to test 

the pair-wise differences for HbA1c, age, BMI. No 

statistically significant difference was found (all p-values > 

0.05). Therefore, we concluded that the 2,695 samples that 

had complete age, HbA1c, and age values is a representative 

sample of all the T2DM samples in NHANES and we used 

this sample as the patient cohort of this study. 

To account for complex survey design (e.g., oversampling), 

non-response, and post-stratification, NHANES assigned each 

sample subject a sample weight, which represents the number 

of people in the U.S. national population that a specific sample 

can represent. When a sample is weighted, it is representative 

of the U.S. civilian non-institutionalized Census population 

[12].  NHANES publishes survey data once every two years. 

In this study, we combined data of five two-year cycles from 

2003 to 2012. Following the analytical guideline of NHANES 

[13], we used WTMEC2YR as the sample weight and 

calculated the ten-year sample weight WTMEC10YR (1/5 * 

WTMEC2YR). After taking the ten-year sample weight into 

account, these 2,695 samples can thus represent 15,575,484 

T2DM patients in the U.S. national population. More 

importantly, the distribution of patients with sample weight 

can represent the real distribution of the U.S. national 

population. In this paper, all the subsequent analyses were 

performed after taking sample weights into account. Table 1 

shows the baseline characteristics of the T2DM patient cohort 

of the study.  

Table 1– Baseline characteristics of patient cohort 

Characteristics Number 

Sample, n  2,695 

Population, n 15,575,484 

Age (mean ± SD) 60.6 ± 13.3 

Gender, male% 48.2 

Race/Ethnicity  

  Mexican American, % 8.5 

  Other Hispanic, % 5.5 

  Non-Hispanic White, % 61.8 

  Non-Hispanic Black, % 16.0 

  Other races, % 8.2 

HbA1c, % (mean ± SD) 7.2 ± 1.7 

BMI, kg/m
2 

(mean ± SD) 32.9 ± 7.6 

Processing clinical trial results 

To profile the study populations, we parsed the baseline 

characteristics of enrolled patients for the T2DM studies that 

published results in ClinicalTrials.gov. Out of 2,731 T2DM 

trials between 2003 and 2012, only 531 reported their baseline 

characteristics of enrolled participants in ClinicalTrials.gov. 

The numbers of trials that reported mean and standard 

deviation (SD) of age, HbA1c, and BMI of their enrolled 

participants are 389, 137, and 108, respectively. Since only a 

small portion of trials reported results in ClinicalTrials.gov, 

the study population included in this analysis represents 

merely a convenience sample of the study population. For 

each study, we extracted participant counts, mean and SD for 

age, HbA1c, and BMI. We aggregated the mean and SD for 

each feature using the following formulas (adapted from [14]), 

where T is the number of studies, 
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Visualizing populations 

Effective visualization of target populations, patient 

population, and study population over a quantitative trait 

allows interested viewers to easily discern the differences 

among them. To profile the target populations of T2DM 
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studies represented by a quantitative eligibility feature, we 

plotted the distribution of trials over a quantitative feature 

(i.e., age, HbA1c, and BMI). This distribution shows the 

number of trials that recruit patients with a certain value, 

which can reveal systematically excluded or overly included 

value ranges. The patient population of T2DM was presented 

by the distributions of several patients’ features. The study 

population was similarly plotted using Gaussian distributions 

with weighted means and SDs of several features.  

For each feature, we plotted the distributions of patient 

population, target population, and study population in the 

same figure. We employed 2
nd

 degree polynomial local 

weighted regression fitting with a span of 20% to smooth the 

curves [15]. 

Quantitative metric of population representativess 

To quantify the population representativeness of studies for a 

single quantitative feature, such as age, HbA1c, and BMI, we 

calculated the GIST scores [4]. GIST is the sum across all 

consecutive non-overlapping value intervals of the percentage 

of studies that recruit patients in that interval, multiplied by 

the percentage of patients observed in that interval:

GIST=

I([i
low
, i

high
]⊂ w

j
)

j=1

T

∑

T

*

I(i
low

≤ y
k
< i

high
)

k=1

P

∑

P
i=1

N

∑

(3) 

 

where N is the number of distinct value intervals of the 

quantitative feature, T is the number of trials, P is the number 

of patients, w
j
 is the inclusion value interval of the quantitative 

feature for the j
th

 study, such that indicator I can be defined as 

j
th

 
study interval subsumes the i

th

 interval low and high 

boundary values, and y
k 

is the observed value of the 

quantitative feature for the k
th

 patient such that an indicator I 

can be defined when k
th

 patient has a value of the quantitative 

feature falls within the i
th

 interval.  

The GIST score ranges between 0 and 1 and characterizes the 

proportion of patients that would be potentially eligible across 

trials, with 1 being perfectly generalizable and 0 being 

completely not generalizable. Note that the formula for 

calculating the GIST score can also be applied to categorical 

variables, whereby the values are integers. 

Results 

Visualization of populations 

Figure 2 shows the juxtaposition of the distributions of T2DM 

patients (blue solid curve), T2DM trials (green dot-and-dashed 

curve), and study samples enrolled in T2DM trials (red dashed 

curve) over age values. The x-axis represents the age values. 

The left y-axis represents the percentage of patients of a 

certain age. The right y-axis represents the percentage of trials 

that recruit patients of a certain age. Note that both target 

population (green dot-and-dashed curve) and study population 

(red dashed curve) use the same value ticks on the right y-axis. 

From the visualization, we can observe that T2DM trials 

recruit patients with broad age range (between 18 – 80), 

whereas most real-world patients are older. Comparing the 

target population (green dot-and-dashed curve) and study 

population (red dashed curve), we can see that even though 

T2DM studies tend to recruit patients of broad age range, most 

enrolled patients were between 40 to 70 years old. 

 

 

Figure 2– Target population, patient population, and study 

population of T2DM trials on age values 

Figure 3 visualizes the comparison of these three populations 

over HbA1c values. Between years 2003 and 2012, targeted 

HbA1c values in T2DM trials are consistently higher than that 

of the patient population, indicating that T2DM trials tend to 

recruit sicker diabetic patients. This observation is consistent 

with the results of our previous study [4]. There is also a 

noticeable shift between the study population (red dashed 

curve) and the patient population (blue solid curve), indicating 

that on average patients enrolled in T2DM trials had a higher 

HbA1c value than the general T2DM patient population. The 

curves for study patients and target patients aligned well with 

similar curve shapes.  

 

Figure 3– Target population, patient population, and study 

population of T2DM trials on HbA1c values 

Figure 4 is the visualization for BMI. We can see that three 

curves aligned better than those for age and HbA1c, indicating 

that T2DM studies may have a better population 

representativeness with respect to BMI. The concentration of 

BMI values is accordance with real-world T2DM patients. 

 

Figure 4– Target population, patient population, and study 

population of T2DM trials on BMI valuesComparison: 

study population vs. patient population 

Table 2 presents the comparison between the study population 

(i.e., patients who were enrolled in T2DM trials) and the 

general patient population. One-sample t-test was performed 

to test the statistical significance of the differences between 

these two populations for each feature, whose mean value of 

the general patients was used as hypothetical mean. As shown 

in the table, statistically significant differences between the 

study population and the general patient population were 

observed for all three features. On average, the patients 

enrolled in T2DM trials are younger, with lower BMI and 
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higher HbA1c than the general patient population (p < 

0.0001).  

Table 2– Comparison between the convenience sample of the 

study population and the patient population 

Feature 

(mean ± 

SD) 

Study 

populati

on 

Patient 

population 

Difference, 

mean (95% 

CI) 

P value 

N 198,050 15,575,484 -- -- 

Age  

 

58.3 

± 9.4 

60.6  

± 13.3 

– 2.3  

(– 2.34 to – 

2.26) 

< 

0.0001 

N 62,931 15,575,484 -- -- 

HbA1c  8.2 

± 1.0 

7.2  

± 1.7 

1.0  

(0.99 to 1.01) 

< 

0.0001 

N 70,678 15,575,484 -- -- 

BMI  

 

30.5 

± 5.2 

32.9  

± 7.6 

– 2.4 

(– 2.44 to – 

2.36) 

< 

0.0001 

GIST scores 

The GIST scores were computed for age, HbA1c, and BMI for 

each phase using fixed-width value intervals of width 1.0, 0.5, 

and 1.0, respectively (Table 3). Note that large value intervals 

may exclude some trials; thus, we used these small interval 

widths to ensure that all the trials were included. To calculate 

the GIST score correctly, one could also use all the threshold 

values of a feature in all the trials to divide its value spectrum 

into bins of varying widths. The overall GIST scores show 

that T2DM trials have the best population representativeness 

with regard to age, followed by BMI and then HbA1c. 

Comparing the results across trials in different phases, we 

observed that the GIST of age increases from Phase I to Phase 

III, whereas the GIST of HbA1c decreases from Phase I to 

Phase III, which confirms our previous study using EHR data 

[4].  

We have provided the interim data and results of this work as 

supplementary material, which can be accessed at 

http://is.gd/tbwzj9. 

Table 3– GIST scores of age, HbA1c, and BMI for each phase 

GIST Variable 

Phase Age HbA1c BMI 

I  0.60 (N=368) 0.55 (N=141) 0.64 (N=204) 

II 0.77 (N=517) 0.45 (N=244) 0.71 (N=194) 

III 0.87 (N=766) 0.38 (N=438) 0.77 (N=356) 

IV 0.80 (N=484) 0.42 (N=306) 0.69 (N=194) 

All 0.77 (N=2702) 0.44 (N=1463) 0.69 (N=1274) 

Discussion 

In this study, we used both visualization and quantitative 

metric GIST to assess the population representativeness of 

T2DM trials to the general T2DM patient population. One 

interesting observation is that even though the curves of BMI 

(Figure 2) aligned better than those of age (Figure 4) in the 

visualization, the GIST score of BMI (0.69) is lower than age 

(0.77), showing that visualization may not be sufficient for 

comparing population representativeness between variables. 

Conversely, the GIST score may not be as intuitive as 

visualization for discerning systematic included or excluded 

value ranges.  

Clinical trials may serve varying purposes. Not all clinical 

trials need to generalize to a broad patient population. Many 

trials require a “clean” and specific cohort to ensure internal 

validity, which is usually achieved by minimizing 

confounding variables with tightened eligibility criteria. 

Therefore, the purpose of this study is not to demonstrate the 

systematic bias in T2DM trials, but to uncover collective 

design patterns via aggregate analysis of multiple trials. We 

identified and visualized the significant differences among the 

aggregated study populations, target populations in trials that 

investigate the same medical condition, and patient 

populations that are supposed to benefit from these trials. Our 

method intends to quantify the differences among these three 

populations so that they can differentiate them for research in 

any disease domain and make informed decisions for future 

trial designs. 

NHANES data vs. EHR data 

Using NHANES data, we generated results that are consistent 

with our previous study using EHR data [4]. We further 

validated the effectiveness of the method for assessing the 

population representativeness of clinical trials. With the large 

amount of patient data existing in both EHRs and public 

databases, it is important to understand their respective 

strengths and weaknesses for different kinds of analyses. 

NHANES may be more efficient than EHRs for population-

based studies. Firstly, EHRs only contain the data of patients 

who have paid visits to a hospital, whereas NHANES samples 

are not limited to patients in hospitals and can represent the 

U.S. national patient population. Secondly, NHANES data are 

well structured and readily analyzable, whereas the multi-

dimensional data quality problem and largely unstructured 

data elements of EHRs pose significant impediments for their 

secondary use. Conversely, EHR data usually contain multiple 

readings for a variable for a patient, allowing longitudinal 

analysis of disease progression. Most variables in NHANES 

have only one reading for each sample. Meanwhile, NHANES 

may not provide sufficient data for assessing the population 

representativeness of trials on other medical conditions.  

Other works for improving generalizability of trials 

To improve the generalizability of clinical trials, Arterburn et 

al. proposed a population-based shared decision-making 

recruitment approach, which achieved a relatively high ratio 

of outreach-to-randomized subjects [16]. However, the 

selection biases with this approach may still remain. Frangakis 

et al. discussed various strategies to calibrate the treatment 

effects from clinical trials to target populations, including 

calibration of pre-treatment exclusion criteria and post-

treatment measures [17]. However, pre-treatment calibration 

can only generalize categorical and dichotomous variables but 

not continuous variables such as age, HbA1c, and BMI. Post-

treatment calibration can only generalize components of 

randomized controlled trials that are not causal effects of 

treatment [18]. Therefore, these methods may not fully resolve 

the generalizability issue. We hope that this line of research 

can help trial designers better balance the tradeoffs between 

internal validity and external validity during the design phase 

of a new trial, thereby improving its population 

representatives. 

Limitations and future work 

Quite a few limitations are noteworthy when interpreting this 

study. NHANES uses self-reported medical condition. We 

borrowed a method from Dodd et al. [11] to distinguish 

between Type 2 and Type 1 diabetes patients, which, in 

conjunction with the self-reported data, may have led to some 

misclassification of samples. 

Even though the Food and Drug Administration 

Admendments Act (FDAAA) mandates the reporting of basic 

summary results on registered or approved product to be 

submitted to ClinicalTrials.gov, only about 20% of T2DM 

trials between 2003 and 2012 have submitted results to 
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ClinicalTrials.gov. Fewer than half of NIH-funded trials 

published their results in scientific journals within 30 months 

of trial completion [19]. Since trials with positive results tend 

to report them, the convenience sample of study populations 

we used in this work may not be a random sample of the 

enrolled patients in all the T2DM trials. Moreover, the study 

population plotted in Gaussian distribution may differ from 

the histogram of the actual patients. Recently, the US 

Department of Health and Human Services proposed a new 

regulation to require public sharing of summary data from 

clinical trials of the Food and Drug Administration (FDA) 

regulated drugs and devices regardless of their approval status 

for marketing [20]. As more and more studies publish their 

results in ClinicalTrials.gov, a uniform reporting mechanism 

would significantly help aggregate analysis such as the one we 

performed in this study. Another frequent concern is that 

clinical trials retrieved by ClinicalTrials.gov’s API may have 

condition-indexing errors, though we checked a random 

sample of 100 T2DM trials and found that the accuracy of 

indexing is acceptable for this condition and this study. The 

accuracy of our natural language processing tool for parsing 

complex free-text eligibility criteria needs further 

improvements. 

Different eligibility features may have inherent correlations. 

For example, impaired fasting glucose is positively correlated 

with age [21]. In the future, we plan to use multiple features 

simultaneously to assess the population representativeness of 

trials. 

Conclusions 

In this study, we identified and visualized statistically 

significant differences among the T2DM patient population, 

the target population of T2DM trials, and a convenience 

sample of the study population extracted from the results of 

selected T2DM trials in ClinicalTrials.gov. The consistent 

results with our previous study [4] have demonstrated the 

feasibility of using NHANES data to assess the population 

representativeness of clinical trials. We have further validated 

the results of our previous study using EHR data [4].  
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Abstract 

The vision of creating accessible, reliable clinical evidence by 

accessing the clincial experience of hundreds of millions of 

patients across the globe is a reality. Observational Health 

Data Sciences and Informatics (OHDSI) has built on 

learnings from the Observational Medical Outcomes 

Partnership to turn methods research and insights into a suite 

of applications and exploration tools that move the field closer 

to the ultimate goal of generating evidence about all aspects 

of healthcare to serve the needs of patients, clinicians and all 

other decision-makers around the world. 

Keywords:  

Health Services Research; Databases; Observation. 

Introduction 

Observational Health Data Sciences and Informatics (OHDSI, 

pronounced “Odyssey”) [1] is an international collaborative 

whose goal is to create and apply open-source data analytic 

solutions to a large network of health databases to improve 

human health and wellbeing. The OHDSI team comprises 

academics, industry scientists, health care providers, and 

regulators whose formal mission is to transform medical 

decision making by creating reliable scientific evidence about 

disease natural history, healthcare delivery, and the effects of 

medical interventions through large-scale analysis of 

observational health databases for population-level estimation 

and patient-level predictions [2]. Over 90 participants from 

around the world have joined the collaborative with a vision to 

access a network of one billion patients to generate evidence 

about all aspects of healthcare, where patients, clinicians and 

all other decision-makers around the world use OHDSI tools 

and evidence every day [3]. 

Methods 

OHDSI grew out of the Observational Medical Outcomes 

Partnership (OMOP) [4], which was a public-private 

partnership established in the US to inform the appropriate use 

of observational healthcare databases for studying the effects 

of medical products. The five-year project developed new 

methods in observational research and established an 

observational research laboratory. At the conclusion of this 

five-year project, the OMOP research investigators initiated 

the OHDSI effort. The research laboratory moved to the 

Reagan-Udall Foundation for the FDA under the Innovation in 

Medical Evidence Development and Surveillance (IMEDS) 

Table 1. Tables in the OMOP Common Data Model V5.0 

��������	
��� 
�����
	���

���������	
���������

��������
��

������������������������������������������������������ ��������

������ ������ ���������� !��"��� ������������"��� ����

������������� ������������ ���������������������������

#������$����������

���������	
���
��%�

�&��
'���������
���

$�����������������������������

���������	
���
��%�

��(�('������������
��

��)����$����������������������������� ����������� !�������

������������

���������	
���
��*
��

�
'
����

��������������������� ������ !������������������������������

MEDINFO 2015: eHealth-enabled Health
I.N. Sarkar et al. (Eds.)

© 2015 IMIA and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License.
doi:10.3233/978-1-61499-564-7-574

574



Program [5]. 

A centerpiece of the OMOP project was the development of 

the OMOP Common Data Model (CDM) [4] which represents 

healthcare data from diverse sources in a consistent and 

standardized way (see Table 1). This CDM is a “strong” 

information model, in which the encoding and relationships 

among concepts are explicitly and formally specified. The 

OHDSI team has adopted and continued maintenance of this 

model and its associated vocabulary services. OHDSI’s 

overall approach is to create an open network of observational 

data holders, and require that they translate their data to the 

OMOP CDM. Each element in the participant's database must 

be mapped to the approved CDM vocabulary and placed in the 

data schema. In return, this approach creates a unique 

opportunity of implementing a number of existing data 

exploration and evidence generation tools and participating in 

world-wide studies because any given query can be executed 

at any site without modification. This enables multicenter, 

global analyses to be executed rapidly and efficiently using 

applications or programs developed at a single site. 

Data are retained at the participant's site, simplifying patient 

and business privacy issues. The team previously found that 

simply merging the databases is likely to give poor answers 

because of heterogeneity [6]. Instead, analyses are carried out 

locally and the results transmitted to the coordinating center, 

where they can be studied on a population level and 

aggregated as appropriate. 

OHDSI operates at several levels: infrastructure, data, 

methods, applications, and experiments. These levels serve 

both to support and inform the work of each other to ensure 

that the infrastructure and products support the mission. 

Rather than just creating a data network, OHDSI directly 

integrates researchers who use the network and data scientists 

who create the algorithms with the use cases for the data 

network. 

The group’s guiding principles are that the effort be:  

1. Evidence-based, such that OHDSI’s scientific research 

and development are driven by objective, empirical 

evidence to ensure accuracy and reliability; 

2. Practical, going beyond methodological research, but 

developing applied solutions and generating clinical 

evidence; 

3. Comprehensive, aiming to generate reliable scientific 

evidence for all interventions and all outcomes; 

4. Transparent, such that all work products within OHDSI 

are Open Source and publicly available, including 

source code, analysis results, and other evidence 

generated in all our activities; 

5. Inclusive, encouraging active participation from all 

stakeholders – patients, providers, payers, government, 

industry, academia – in all phases of research and 

development; and finally 

6. Secure, protecting patient privacy and respecting data 

Figure 1. ACHILLES. A tree map (top half) summarizes the content of the database, where the 

rectangle size indicates prevalence and color indicates average number of records per patient. 

The bottom half reports prevalence by year, age, and sex. 
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holder interests at all times. 

To achieve the principle of inclusivity, OHDSI is an open 

collaborative. Anyone who can give time, data, or funding is 

welcome, and participation in the operation of OHDSI is 

expected. Currently, participants come from around the world, 

including the United States, United Kingdom, Netherlands, 

Sweden, Italy, Korea, Taiwan, Hong Kong, and Australia.  

 

Software Tools 

OHDSI is building a suite of tools to faciliate data exploration 

and evidence generation. The first of these, ACHILLES 

(Automated Characterization of Health Information at Large-

scale Longitudinal Exploration System), is a browser-based 

visualization tool for reviewing a clinical database based on 

pre-extracted summary statistics from datasets in OMOP 

CDM format. ACHILLES enables characterization, quality 

assessment, and visualization of observational data; and 

provides users with an interactive, exploratory framework to 

assess patient demographics and the prevalence of all 

conditions, drugs, procedures, and observations stored in the 

dataset. The ACHILLES application and source code is 

available in the public domain [6] and a demonstration is 

hosted on the OHDSI Web site [7]. 

ACHILLES has two main components. The first component is 

implemented as an R package and runs securely within an 

organization’s local environment without disclosing any 

patient identifiable information. The R package generates 

summary statistics that describe the quality and content of the 

patient-level observational health database and provides 

features to perform a simple review or bulk export of the 

summary statistics in JSON data files. The second component 

of ACHILLES is implemented as an HTML5 / JavaScript 

website with a series of interactive reports that allow 

exploration and visualization of generated summary statistics. 

Summary statistics from multiple databases can be made 

available from a single installation of the ACHILLES website. 

Data owners have used ACHILLES to assess the quality of 

their database, looking for gaps that may signify upload errors. 

Other investigators have used ACHILLES to do an initial 

assessment of whether the database is likely to hold a 

sufficient number of cases of interest to be worth investigating 

further. Figure 1 shows a typical visualization for a researcher 

interested in primary malignant neoplasm of the female breast. 

As shown, ACHILLES displays the prevalence of the 

condition, the depth of data on those patients, the age 

distribution, the sex distribution (less relevant here), and the 

time of observation. Other current ACHILLES views show the 

temporal characteristics of the data (e.g., prevalence by 

month), quality reports, and treemaps of subsets of data where 

each box’s size and color represent different database metrics. 

Its data quality reports help the data owner curate the database 

and allow outsiders to review supported aspects of data 

quality. 

Additional OHDSI tools are in development. HERMES 

(Health Entity Relationship and Metadata Exploration System) 

is a web-based vocabulary browsing tool with the ability to 

search for a term and explore related concepts. PLATO 

(Patient-Level Assessment of Treatment Outcomes) provides 

predictive models that assess probability of a patient 

experiencing any outcome following initiation of any 

intervention, given his or her personal medical history. For 

example, a patient could enter his gender, age, primary 

diagnosis, and medication to check the prevalence of side 

effects to the medication. HERACLES (Health Enterprise 

Resource and Care Learning Exploration System) helps the 

user to build and explore cohorts to assess a specific clinical 

population across a wide-variety of clinical dimensions, 

including specialized analytics for performing clinical quality 

metrics. And HOMER (Health Outcomes and Medical 

Effectiveness Research) enables risk identification and 

comparative effectiveness studies, with real-time exploration 

of the effects of medical products. HOMER supports 

exploratory analyses for a wide variety of dimensions that 

serve as evidence for or against causality, such as the 
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consistency of findings. Consistency can be assessed across 

source datasets, analysis methods, or patient subpopulations. 

Figure 2 shows a prototype screen from HOMER, in which 

the relationship between a drug and adverse effect are 

explored across multiple dimensions. 

In addition to creating user-friendly software, OHDSI also 

engages in the development of advanced analytic methods, 

including making Bayesian regression feasible over large data 

sets, handling sparse coding, and performing hierarchical 

association mining. Finally, OHDSI has been a leader in 

application of empircal calibration techniques to healthcare 

datasets to account for the biases inherent in these data sources 

as another contribution to the transparency and integrity of 

observational data research. 

Research Network 

The goal of the Research Network is to lower barrier to 

performing large-scale collaborative research using 

observational data and to generate high-quality evidence 

through peer review across study design, execution, and data 

analysis. Data owners make data available in return for 

algorithms and tools and the ability to post queries to the 

network. OHDSI has developed a process for the development 

and execution of research studies across the data network. 

This process includes proposal by a collaborator, review by 

the community, and promotion to active project. Initial 

proposals typically comprise a basic protocol including 

objective, rationale, target population, and initial source code. 

Once posted to the OHDSI Research Forum [8], the proposed 

project will be reviewed by other collaborators to determine 

interest level as well as to generate suggestions for 

modification to the design, target phenotypes, or analytic 

methods. Projects that generate interest from multiple sites 

and produce a complete protocol and cross-tested code are 

promoted to an Active Project. All community members are 

invited to run the analysis on their local dataset and return the 

results (de-identified, aggregate) centrally. Analyses across 

several sites rely on CDM standardization of various data 

domains to common terminologies, such as SNOMED for 

diagnoses, RxNorm for drug ingredients and LOINC for 

laboratory results. OHDSI’s choice of standard terminologies 

does not limit who may participate because mappings and 

tools are supplied to translate from other terminologies. After 

a defined period, result submission is closed and the data are 

analyzed and presented back to the community. Based on 

these findings, publications and follow-up studies may result. 

OMOP previously demonstrated that databases from different 

sources can give vastly different answers [9]. A blind 

aggregation of the results may increase variance due to 

heterogeneity instead of decreasing it due to sample size. 

Therefore, depending on the research question and the 

participating sites, the collected results may simply be 

reported without aggregation, summarized, or, if sufficient 

homogeneity can be demonstrated, aggregated. 

Results 

OHDSI held its first annual meeting at Columbia University 

Medical Center in New York City on 16 and 17 of October 

2014. Fifty-eight participants reviewed the vision and goals 

giving rise to the creation of OHDSI and formed working 

groups to address the common data model, vocabulary, 

knowledge bases, estimation methods, phenotype generation, 

clinical characterization, and cohort definition. The outcomes 

of the meeting included the following: 

1. Confirmation of the commitment of data custodians to 

participate in federated research studies; 

2. Decision to open the database to queries from external 

researchers under a formal process; and 

3. Work progress on each of the working group areas. 

In preparation for the meeting, the OHDSI team surveyed 

current users of the OMOP data model. They found that 58 

existing OMOP databases have collectively converted 682 

million patient records to the OMOP CDM. This large number 

includes both patients and sources that are duplicated across 

databases and also includes databases that are not currently 

participating in the OHDSI Research Forum. Nevertheless, the 

total count demonstrates the feasibility of imposing a strong 

information model and executing a CDM conversion on a 

number of records that would represent a significant fraction 

of the world’s population. In other words, the OHDSI vision 

is, in fact, feasible today. Furthermore, we estimate that the 

actual number of patients currently available in the OHDSI 

Research Forum is over 200 million. 

OHDSI has just begun to distribute research queries. The first 

published OHDSI study used databases maintained by one site 

to carry out a medication-wide association study, assessing 

whether  drugs with similar function or structure cause similar 

side effects [10]. 

Discussion and Conclusion 

We envision a future where observational studies will inform 

clinical practice—by providing practice-based evidence—

using the unprecedented amount of available patient data and 

the use of computerized systems to process the data [11]. 

Feinstein et al. initiated the idea of using data on 678 lung 

cancer patients as an electronic ‘library of clinical experience’ 

to obtain a personalized prognosis [12]. We believe that it now 

should be possible to provide not only prognosis information 

but also provide estimates on the comparative effectiveness as 

well as patient level assesment of treatment options. 

We are not alone in this endeavor. For example, PCORnet 

[13] is designed to improve the national infrastructure for 

conducting clinical outcomes research. The network will 

enable a national capacity to conduct comparative 

effectiveness research efficiently and to learn from the health 

care experiences of millions of Americans. 

OHDSI is implementing such a collaboration internationally 

by building on the OMOP experience for observational 

research. The existence of multiple very large databases that 

use the OMOP Common Data Model demonstrates that a 

worldwide conversion of clinical data from all patients is in 

fact feasible. Previous success in algorithm development, 

software distribution, and evidence generation points to 

potential success in the overall evidence-generating OHDSI 

project. 
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Processing and Network Analysis 

Fabrício S. P. Kury, MD, James J. Cimino, MD 

National Library of Medicine, US National Institutes of Health, Bethesda, Maryland, USA 

Abstract 

The corrections (“stipulations”) to a proposed research study 

protocol produced by an institutional review board (IRB) can 

often be repetitive across many studies; however, there is no 

standard set of stipulations that could be used, for example, by 

researchers wishing to anticipate and correct problems in 

their research proposals prior to submitting to an IRB. The 

objective of the research was to computationally identify the 

most repetitive types of stipulations generated in the course of 

IRB deliberations. The text of each stipulation was normalized 

using the natural language processing techniques. An 

undirected weighted network was constructed in which each 

stipulation was represented by a node, and each link, if 

present, had weight corresponding to the TF-IDF Cosine 

Similarity of the stipulations. Network analysis software was 

then used to identify clusters in the network representing 

similar stipulations. The final results were correlated with 

additional data to produce further insights about the IRB 

workflow. From a corpus of 18,582 stipulations we identified 

31 types of repetitive stipulations. Those types accounted for 

3,870 stipulations (20.8% of the corpus) produced for 697 

(88.7%) of all protocols in 392 (also 88.7%) of all the CNS 

IRB meetings with stipulations entered in our data source. A 

notable peroportion of the corrections produced by the IRB 

can be considered highly repetitive. Our shareable method 

relied on a minimal manual analysis and provides an intuitive 

exploration with theoretically unbounded granularity. Finer 

granularity allowed for the insight that is anticipated to 

prevent the need for identifying the IRB panel expertise or any 

human supervision. 

Keywords:  

Cluster Analysis;  Natural Language Processing; Ethics 

Committees. 

Background 

For a majority of research proposal submissions the 

corrections to the text proposed by an Institutional Review 

Board (IRB), called “stipulations”, are often stereotypical [1, 

2]. Though these stipulations recur in a large number of 

protocols they can be categorized into a fewer common types. 

These repetitive problems can often be stylistic and editorial 

rather than regulatory [2], indicating that common problems, 

though undesirable, might be have an easy resolution. 

Automating the detection of stipulation-producing conditions 

in research proposals could streamline the review process. It 

could even be used to help researchers to correct the issues 

before submiting  their proposals to the IRB.  The existing 

work on identifying repetitive IRB stipulations was based on 

manual review [1] and thus burdensome to reproduce, limited 

in its breadth (total number of protocols and stipulations 

analysed), and low on granularity (how specific the results 

were). In this study we present a semi-automated and 

reproducible method for identifying repetitive stipulations, 

which allows intuitive exploration of its results, relies on 

minimal manual work, and does not use commercial software. 

Introduction 

This study sought to develop a method that identifies the most 

frequently occuring IRB stipulation types and is easily 

reproducible at other institutions using open access software. 

We used an approach to design a method for text clustering 

suitable to the stipulations’ corpus. 

A wealth of algorithms exist for text clustering [3]. However, 

they are either available as programming libraries for use in 

larger applications or as features of specialized commercial 

software that are rarely optimized for the characteristics 

inherent to very small texts – as are the individual IRB 

stipulations (which are often single sentences). Moreover, 

each algorithm has different tradeoffs and configurable 

parameters [3] that require advanced expertise. The available 

metrics for assessing the quality of the generated clusters is 

also an advanced topic. Effective visualization of the results is 

a task disconnected from the clustering itself. 

The modeling of our text clustering task as a network cluster 

represented a way around the referred hindrances. The 

network analysis community is mature and provids a wealth of 

free software [4] with graphical user interfaces.Likewise, 

network clustering is a well-developed field of research with 

an array of free, and sometimes peer-reviewed, algorithms for 

use within the various network analysis suites. If a network 

could be built to truthfully represent the similarities of 

stipulations, its node clusters would represent the text clusters 

in graphical and user-friendly manner. 

Method 

Our methodology has five consecutive parts: A) Raw data 

retrieval and parsing; B) normalization of the text of the 

stipulation; C) construction of a network based on their 

similarities; D) identification of clusters in the network; and 

E) summarization the clusters for easier reporting. Parts A, B 

and C were performed by one Java program written for this 

study. Parts D and E were done manually using Cytoscape [7], 

a free network analysis software. 

Raw data access and parsing 

The raw data source for this study was the Combined 

Neurosciences (CNS) IRB database maintained by the NIH's 

Protocol Tracking and Monitoring System (PTMS), which 

was launched in 2005 but contains data dating back to 1999. 

As of December 15th, 2014, the PTMS database contained 

786 protocols for the CNS that had been reviewed in 442 

meetings of the three CNS IRB panels and with stipulations 

entered in the system. 
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Table 2 – Examples stipulations and normalization 

Stipulation After normalization Similarity to above
1

 

Check/specify the benefit level. specifi benefit level - 

Provide a plan to increase recruitment of minority 

participants. 

provid plan increas recruit minor particip 0.0 

Clarify the accrual ceiling. Provide a rationale for the request 

for the increase ceiling. 

clarifi accrual ceil provid rational request 

increas 

0.091020 (rounded) 

Clarify the new accrual ceiling. clarifi accrual ceil 0.273721 (rounded) 

State that Christopher Humphrey
2

 will not obtain consent. obtain consent 0.0 

State whether Dr. Johnson
2

 will obtain consent. obtain consent 1.0 

State who obtains consent. obtain consent 1.0 

1

 TF-IDF Cosine Similarity with IDF weights as computed from our corpus of 18,582 stipulations. 
2

 Fictitious names.

Table 1 – Examples of preferred synonym mappings 

Term Preferred synonym 

GUIDELINE RULE 

GUIDELINES  RULE 

HEADACHE CEPHALALGIA 

VII 7 

VIII 8 

TOOTHS TEETH 

TOOTH TEETH 

MALIGNANCY NEOPLASM 

NEOPLASTIC NEOPLASM 

MALIGNANT NEOPLASM 

In PTMS, all stipulations produced for a given protocol in a 

meeting are stored as a continuous narrative text. The 

structured text of the stipulations (each stipulation is written 

on a new line), enabled the use of regular expressions to parse 

and separate them individually. The proportion of incorrectly 

parsed stipulations was auite low because of their dissimilarity 

to all others, those would tend to not interfere with the rest of 

the results. The availability of separated stipulations was 

therefore assumed for this study. 

Normalization of the stipulation text 

To mitigate the inherent variability of the natural language, 

each stipulation was normalized into a set of non-repeating 

terms ( “a bag of terms”). The normalization process focused 

on preserving the conceptual content of the stipulation subject 

while systematizing the ways in which the content could be 

verbalized by removing minor details. The repeating terms in 

small text strings of varying structures were not likely to 

represent different core concepts and therefore were 

considered only once.  

The normalization part made principal use of the freely 

available Stanford Core NLP (SCNLP) library for Java [5]. In 

a six-step process, the normalization 1) removed personal 

names and dates identified by SCNLP’s Named Entity 

Recognizer; 2) converted terms to their preferred synonyms, 

using a list of 9654 mappings from a previous unpublished 

work of our group (Table 1); 3) converted words to their 

lemmas as per the SCNLP’s ‘lemmatizer’; 4) removed 475 

stop words that likely have a grammatical function; 5) applied 

the Porter Stemmer [6] to all terms; and 6) used the "\W" 

regular expression in Java to remove punctuation, tabs, special 

characters, etc. Table 2 provides examples of stipulations, 

their normalized versions, and calculated similarities. 

Construction of an undirected weighted network based on 

the similarities among the stipulations 

A network node, with a unique ID, was created for each 

stipulation . The nodes were numbered cardinally (1, 2, 3,…) 

wothout regard to the order of their creation. Each node also 

contained a “Stipulation property”, with the original 

unmodified stipulation text that it represents, to allow its 

reading from the network analysis software. The TF-IDF 

Cosine Similarity algorithm [3] was then used to calculate the 

similarity (a number from 0 to 1) between each normalized 

stipulation to each one of the others. An undirected link (or 

“edge”) was created between two similar nodes with a weight 

property that is a mathematical inverse of the calculated 

similarity (������ �

�

��������	


). Links with similarity lower 

than a predefined minimum similarity threshold (MST) were 

not created. Though the network clustering algorithm used in 

part C takes the link weight into consideration when 

identifying the clusters, links with similarity lower than a 

predefined minimum similarity threshold (MST) were not 

created to expedite the processing. After iterative testing the 

MST was set at 0.15, which, while imperceptible to human 

reader, significantly reduced the total number of links in the 

network. 

Identication of clusters in the network 

The similarity-interlinked stipulation network is produced as a 

GraphML file by the Java program, which is then loaded into 

the free Cytoscape [7] software for the final task of identifying 

the clusters. In Cytoscape we opted to use the free plugin 

ClusterONE, which provides the official implementation of a 

peer-reviewed algorithm [8] to identify overlapping clusters in 

weighted networks. 

We configured ClusterONE parameters so as to deem a 

stipulation repetitive if it appeared in more than 10% of all the 

782 protocols, making our minimum cluster size to be 79. We 

left all other parameters at the predefined levels. We would 

only accept clusters with a p-value 	 0.05, as calculated by 

the Mann-Whitney U test provided by ClusterONE. As 

preconfigured in ClusterONE, the clusters were allowed to 

overlap each other. 

Summarization of the clusters 

As the task of manually reviewing the entire content of each 

cluster would be prohibitive, undermining the reason of using 

computational methods in first place, the summarization of 

each cluster also had to be carried out computationally. From 

the network analysis perspective this is a simple task. Since 

the links are weighted according to the corresponding 

stipulation similarity, it follows that the nodes with the highest 

weighted closeness centrality (WCC, Figure 2) correspond to 

the stipulations with closest similarity to all other stipulations 

in the cluster. Therefore, each cluster identified in part D was 

cloned as a separate network; we then used the free Cytoscape 

plugin CytoNCA [9] to calculate WCCs. If two clusters 

happened to share the same highest WCC node, they were 

merged using the union merge command in Cytoscape, which 

recognized identical nodes by their identical ID numbers 

preventing their duplication. From each of the final clusters, 

the node with the highest WCC was reported in Table 3. 
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Table 3 – Types (Groups) of repetitive stipulations identified in our studied corpus 

 Node with highest weighted closeness centrality Occurrences
1

 Cluster quality
2

1 Revise language to reflect the Board's determination of unanticipated problem and adverse 

event reporting requirements for this protocol. Language will be provided by IRB staff. 

196 0.872

2 Assure that the new investigator has completed NIMH HSPU consent training before obtaining 

consent. 

82 0.608

3 Provide FDA documentation for the IND when it becomes available. 236 0.602
3

4 Provide a rationale for the upper age limit. 100 0.59

5 Change the protocol risk level to more than minimal risk. 159 0.586

6 Provide a plan to improve recruitment of minority subjects. 159 0.556

7 Correct typographical errors. 121 0.546

8 Specify the total amount of blood drawn for this study and what the blood will be used for. 118 0.545

9 Clarify and make consistent the number of patients and healthy volunteers. 120 0.544

10 Change the classification of these events to a serious unanticipated problem and a serious 

deviation, per the IRB's determination. 

91 0.54

11 Clarify where samples and data will be stored. 144 0.538

12 Clarify the compensation sections. 145 0.53

13 Update standard language for MRI procedure and risks. 174 0.511

14 Make the accrual numbers consistent across all documents. 185 0.505
3

15 Submit FDA annual report. 103 0.503

16 Provide the rationale for excluding minors. 136 0.479

17 Change "your can" to "you can". 87 0.472

18 Go over the statistical review with Dr. Miller
4

 and clarify the analysis plan. 92 0.471

19 Add inclusion and exclusion criteria. 239 0.469

20 Correct the contact information for Dr. Miller
4

. 99 0.448

21 Add information about pregnancy testing in minor females. 198 0.44

22 Change "will not" to "may not" provide direct benefits. 110 0.439

23 Adverse Event Reporting, clarify which expected drug effects will not be reported as adverse 

events. 

178 0.436
3

24 Update the protocol and consents to the current CNS templates by the next CR. 93 0.432

25 Specify who will be responsible for individual subject safety monitoring. 84 0.413

26 Update the list of investigators. 94 0.408

27 Specify which investigators can obtain consent for this study, and provide their qualifications. 114 0.396

28 Work with IRB staff on simplifying language. 221 0.389
3

29 Specify the risk and benefit levels. 118 0.365

30 Make sure information about genetic testing is consistent with the protocol. 104 0.361

31 Make study population numbers consistent with CR memo and protocol. 88 0.347

1

 Numbers are approximate and Groups can overlap each other. 
2 

As measured by ClusterONE [8]; 

3 

Value of the biggest cluster before merging. 4: Names are fictitious. 

 

Figure 2 – Group 7, example of a dense cluster, 

demonstrating low variability in the wording of the 

stipulations included. Node with highest WCC (in yellow): 

“Correct typographical errors.” 

 

Figure 1 – Group 31, example of a sparse cluster, 

demonstrating high variability in the wording of the 

stipulations included. The node with highest WCC is 

colored in yellow: “Make study population numbers 

consistent with CR memo and protocol.” 
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Results 

We parsed 18,582 stipulations from 786 protocols and 442 

IRB meetings (examples in Table 2). A network with 124,219 

links was generated for the minimum TF-IDF Cosine 

Similarity seting of 0.15.  When seen in its entirety the 

network was cluttered and opeque, with no visual clusters. In 

the first execution, ClusterONE identified 36 clusters larger 

than 79 nodes, 29 of them with a p-value below 0.001, six 

below 0.05, and one above 0.05 (0.083) which was discarded. 

Four cluster pairs were found to share their node with highest 

WCC and were therefore merged (clusters 3, 14, 23 and 28 in 

Table 3). The cluster quality, as measured by ClusterONE 

(with the stronger connections being inside the cluster), 

ranged from 0.347 to 0.872. Altogether, the 31 final clusters  

(after merging 4 of them) contained 3,870 stipulations (20.8% 

of the corpus) produced for 697 (88.7%) of all protocols in 

392 (also 88.7%) of all the CNS IRB meetings with 

stipulations entered in the PTMS. 

Discussion 

Modeling the problem as a network permitted instant visual 

assessment and exploration of the results. The visualization of 

the clusters in link (edge)-weighted layouts, which position 

each node according to its links and their weights, provides 

intuitive insight about the collective characteristics of the 

stipulatons and the existance of the cluster subgroups. Without 

a visual resource it is cumbersome to assess the variation 

among the stipulations.  

Defining 79 repetitions (over 10% of all protocols) to deem a 

stipulation stereotyped was a conservative approach. Reducing 

that parameter to 40 resulted in 96 initial clusters with p-value 

	 0.05 (out of a total 105), however, the smaller clusters pose 

unnecessary separate representations of the same core term as 

understood by a human reader. This minimum cluster size 

parameter, as well as the others provided by ClusterONE, can 

be used for deeper investigation: for example, to subdevide an 

initial large cluster into smaller ones using lower minimum 

cluster sizes (Figure 3). 

Limitations 

The text in Table 3 may be taken as a representation of the 

stipulation types, however, there may be other variations. For 

example, Group 5 contained stipulations stating the exact 

opposite of the one cited in the Table, and Group 15 included 

the same stipulation for other specific cohorts such as HIV-

positive persons, cognitively impaired persons, persons who 

cannot give consent, and so on. Figure 3 provides an example 

of exploring the internal variability of a group. The granularity 

of the final results is theoretically indefinite with visual 

navigation, however, the realization of the presence of sub-

clusters is not as easy due to their proximity. Nevertheless, the 

proximity of similar stipulations facilitates identification of 

sub-clusters by trial-and-error. 

The boundaries of the clusters and sub-clusters are often not 

precise (compareGroups 16 with 19, and 22 with 29 in Table 

3). The cluster-size, therefore, is an approximation. These 

imperfections were not investigated in this study beyond the 

cluster quality measurements provided by our chosen plugin 

ClusterONE. 

The network analysis is only as meaningful as the links 

between the nodes that represent the conceptual similarities 

between the stipulations. While the TF-IDF Cosine Similarity 

algorithm provides different weights for the words according 

to the frequency of their occurrance the stipulation text 

variability was essentially lexical. More elaborate methods for 

quantifying the semantic similarity between pieces of text do 

exist [10], however, their computational efficiency is not 

practical to cross-compare thousands of text strings (in this 

study, the production of the GraphML file took the Java 

program about 45 minutes on a dual-core 3.33 GHz/8 GB of 

RAM desktop computer). Finally, the use of a preferred 

synonym dictionary for reducing the lexical variablity – an 

extremely fast implementation approach available at our 

laboratory – can introduce a layer of semantic matching 

between the words; but a more robust and appropriate method 

would be to use a lexical database, such as WordNet, to get a 

normalized common denominator calculating the word-level 

similarity [11]. 

Clinical research implications 

The high incidence of stereotyped stipulations in a majority of 

the protocols indicates insufficiency of the review process 

before submition to an IRB, and the repetition types suggest 

that their management does not require IRB-level expertise. 

Our method relies on a minimal manual effort and is expected 

to be reusable at other institutions. Our group will be glad to 

share our written Java program upon request. 

Clinical research informatics implications 

Several of the most recurring stipulation stereotypes can be 

computationally identified from the research protocol text. For 

example, Groups 7 and 17 in Table 3 could be resolved using 

spellcheck. Group 13, which demands the use of standard 

language, could be resolved by algorithms that identify the 

missing expressions. Group 28 could be addressed by a 

software that gauges the level of vocabulary and raises an alert 

 

Group 5 with sub-cluster (in yellow) as identified by running 

ClusterONE again with minimum cluster size of 25. 

 

Node with highest WCC in sub-cluster (in yellow): “Specify 

the risk category for minor participants.” 

Figure 3 – Sub-clustering Group 5. 
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if it exceeds a predefined. Others (8, 9, 11, 14, 19, 27, 29) 

could be addressed by more elaborate protocol authoring tools 

involving structured data entry of the elements causing the 

stipulations. 

Conclusion 

We have successfully identified the most repetitive IRB 

stipulation types at lexical level with a hybrid approach that 

consists of computational algorithm using a free network 

analysis s/w and some manual effort. Our method allows 

indefinite breadth of investigation and granularity (detailing) 

amenable to a lay user thorough intuitive visual exploration. 

The knowledge, and subsequent resolution of, the most 

common problems can help authors to avoid delays in their 

protocol approvals. The IRBs can improve their own 

efficiency by developing strategies to identify the repetitive 

problems in protocols before initiating a review meeting. We 

believe that some of the most repetitive problems we have 

identified warrant further interest on the usefulness of 

computational analysis of the research protocols. 
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Abstract 

CAPriCORN, the Chicago Area Patient Centered Outcomes 

Research Network, is one of the eleven PCORI-funded 

Clinical Data Research Networks. A collaboration of six 

academic medical centers, a Chicago public hospital, two VA 

hospitals and a network of federally qualified health centers, 

CAPriCORN addresses the needs of a diverse community and 

overlapping populations. To capture complete medical 

records without compromising patient privacy and 

confidentiality, the network created policies and mechanisms 

for patient consultation, central IRB approval, de-

identification, de-duplication, and integration of patient data 

by study cohort, randomization and sampling, re-

identification for consent by providers and patients, and 

communication with patients to elicit patient-reported 

outcomes through validated instruments. The paper describes 

these policies and mechanisms and discusses two case studies 

to prove the feasibility and effectiveness of the network. 

Keywords:  

Patient-Centered Outcomes Research; Comparative 

Effectiveness Research; Electronic Health Records; Data 

Collection; Data Linkage; Aggregation; Data Sets; 

Deidentification;Re-identification; Consent. 

Introduction 

PCOR, CER and PCORnet 

The Patient-Centered Outcomes Research Institute (PCORI) 

was established following the US Patient Protection and 

Affordable Care Act in 2010. PCORI’s mission is to advance 

and support Patient-Centered Outcomes Research (PCOR), 

which “helps people and their caregivers communicate and 

make informed healthcare decisions, allowing their voices to 

be heard in assessing the value of healthcare options.” [1] 

In particular, PCOR: 

• Encompasses comparative effectiveness research 

(CER) on interventions to inform decision making. 

• Addresses individuals’ (especially patients’ and care-

givers’) preferences and autonomy. 

• Studies a diversity of settings and populations. 

• Seeks to balance stakeholders’ concerns, including 

burden to individuals and availability of resources. 

One principal action of PCORI is to support 11 Clinical Data 

Research Networks (CDRN) and 18 Patient-Powered 

Research Networks (PPRN). Both kinds of research networks 

are seen as infrastructure-building projects, with specific 

structural, process and outcome goals to prove the feasibility 

and usefulness of the networks. CDRNs focus on major 

academic medical centers: apart from demonstration of viable 

infrastructures, CDRNs demonstrate their value by conducting 

research in a number of specific conditions. Each network 

nominates the conditions on which it will work. However, 

longer term sustainability for the infrastructure can only be 

achieved through success in early studies, and proving to the 

research community that the network represents a valuable 

resource that is worth both exploiting and supporting through 

further funded studies and grant proposals. PPRNs focus on 

specific conditions that are of concern to patients, care 

providers, and patient advocacy organizations. Many networks 

have formed around existing formal or informal networks of 

support and advocacy groups. 

Overarching the CDRNs and PPRNs, PCORI established a 

supra-network, PCORnet, that acts as a collaboration venue, 

clearing house, and policy-development body. Best conceived 

of as a network of networks, PCORnet ensures that the 

infrastructures created by the different CDRNs and PPRNs 

will remain interoperable and responsive both to researchers’ 

needs and to the expectations of patients, care providers and 

advocates. 

CAPriCORN 

One of the CDRNs, CAPriCORN, represents an alliance of 

Chicago institutions collaborating in recognition of the need 

for pre-competitive comparative effectiveness research (CER) 

in their highly diverse community—diverse both in the type of 
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institutions involved and, importantly, in the populations they 

serve. CAPriCORN is not typical of CDRNs, although it 

shares many characteristics. Some of its unique features 

provide a model for collaboration in environments where, for 

example, patient populations at different institutions overlap, 

where nevertheless a full picture of each patient’s health 

record is necessary for meaningful research results. 

Data for sharing within CAPriCORN—and in the wider 

community at a later stage—will be in a HIPAA-compliant, 

de-identified format. Two working groups (WG), Informatics 

WG and Ethics and Regulatory WG, devised a federated data 

architecture, a data model with appropriate standards, and a 

designed data flow engineered to ensure that no protected 

health information (PHI) is released other than under strictly 

controlled conditions and, at the same time, maintaining the 

research value of the data that is released. De-identified data 

will be released on a study-by-study basis. A statistically 

benchmarked process is used to generate a pseudonymous 

identity for each patient in such a way that distributed 

patients’ records across different providers in the network can 

be matched and integrated. The records are not brought 

together into a single central database, but are instead put in a 

virtual repository – by allowing distributed queries across the 

different systems through the validated mechanism of 

PopMedNet [4, 5]. Consent will be sought when access to 

PHI, or directly to the patient for patient-reported outcomes, is 

necessary. 

Methods 

Population 

CAPriCORN comprises a network of six academic medical 

centers (University of Chicago, University of Illinois, 

Chicago, Loyola University, NorthShore University 

HealthSystem, Northwestern University and Rush University 

Health), the Alliance of Chicago’s Federally Qualified Health 

Centers, a major public hospital, Cook County Hospital, and 

two Veterans Affairs hospitals, VA Edward Hines and VA 

Jesse Brown. Geographically, these institutions serve the 

greater Chicago metropolitan area and are available to a total 

population of approximately 9.5 million. (In addition to these 

“data-providing” institutions, 22 other organizations 

contribute research, patient advocacy, and infrastructure 

services to CAPriCORN. Their role is described below.) 

CAPriCORN institutions together held 2,860,000 covered 

lives in electronic health records. A preliminary analysis of 

seven of the ten institutions indicated 6,923,111 patients, of 

whom 1,465,285 were registered with a primary care provider; 

however, after de-duplication, the numbers were 5,741,268 

and 1,242,380 unique patients respectively. Thus some 20.6% 

of patients are associated with more than one institution, and 

even among the primary populations, there are 18% of patients 

with more than one PCP registration. This appears to be 

symptomatic of deprivation in the inner city, where economic 

necessity requires individuals to move opportunistically from 

provider to provider.  

The racial breakdown of the primary population is 47.5% 

Caucasian, 27.9% African American and 14.9 Hispanic, with 

just over 9% in other categories. Of this population, 59.3% are 

female, 40.7% male. The mean age is 50 with a standard 

deviation of 17.9. 

De-identification and De-duplication 

While fragmented care may be suboptimal, research on 

comparative effectiveness of treatments requires as accurate 

and as complete a record of each patient’s health status and 

episodes of illness as can be reconstructed, if meaningful and 

valid results are to be achieved. With multiple records for up 

to 20% of patients, de-duplication is strongly indicated. The 

means of achieving this lie in a method of de-identification. 

In the US, there is currently little prospect of a single unique 

patient identification code. Where health information 

exchanges have been instituted, it is necessary to implement 

an “enterprise master patient index” (EMPI), but even these 

are rare because of a number of concerns, principally privacy 

and security, and economics and sustainability. Nevertheless, 

prior experience was sufficiently encouraging to suggest that a 

specific design and implementation in the Chicago area would 

be worthwhile. This prior knowledge and experience provided 

a fundamental cornerstone for the CAPriCORN network. 

The de-identification algorithm comes from Kho et al [2, 3]. 

The algorithm uses a set of strictly personal identifiers, i.e., 

nothing that may be institution-specific, to generate up to 17 

different combination strings and uses a statistically selected 

subset of these to construct a “hash-ID.” The hashing 

algorithm is not reversible, but its high specificity allows 

patients who have multiple records to be discovered, albeit 

anonymously. 

Organizational Design 

CAPriCORN is led by a Principal Investigator at the Chicago 

Community Trust, an organization focused on civic leadership 

and philanthropy. A Steering Committee is the decision-

making body, whose composition was designed around the 

natural concerns of a network to conduct and facilitate patient-

centered outcomes and comparative effectiveness research 

across a number of healthcare institutions. The Steering 

Committee also reflects the underlying architectural design of 

the infrastructure and the projected governance and regulatory 

framework of that infrastructure. 

Clinical Data Research Networks are intended to be open to 

external collaboration, explicitly designed to be open to 

patient concerns, and subject to all the normal ethical and 

regulatory processes that apply to human subjects and social 

science research. These are, respectively, reflected in the 

network’s External Researcher Committee, Patient and 

Clinician Advisory Committee, and Chicago Area Institutional 

Review Board (CHAIRb). All these committees define 

processes and workflows for patient and carer consultation, 

the triage of internal and external research proposals, the 

handling of data requests, the release of data, and the 

consenting process prior to any re-identification of and contact 

with patients. 

Critical to the infrastructural design are two “honest broker” 

roles in the network. Other than in very specific, precisely 

defined circumstances involving only consented patients, 

these organizations hold no protected personal health 

information (PHI) but handle the “de-identifiers”, principally 

the hash-IDs for de-duplication, and subsequent to the 

definition of specific condition cohorts, a second level of 

pseudonymization, the cluster-IDs, which are randomly 

generated “per study, per hash-ID” thus avoiding any 

unintended crosstalk between independent studies. 

The principles, explicit and implicit, that guided this design 

are: 

• All studies, including those submitted as “proof of 

principle” for the network, along with new and 

external proposals, will be subject to triage by the 

Patient and Clinician Advisory and External 

Researcher committees, then subject to review by 

CHAIRb, with the ultimate decision resting with the 

Steering Committee. 
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The patient whose hash-ID is “xyz123” was identified as 

having disease D and having partial records at UI and RU. We 

note that 

(i) the hash-ID is in reality a more complex object (cf. [2]); 

(ii) this may not be the complete record for this patient. 

5. The five collections { hash-ID }, one for each study, are 

returned to all the institutions for cohort verification.  

This is necessary, because, for example, a patient with an 

anemia record at one hospital (RU) may turn out to have a 

record at another hospital (UI) that does not mention anemia. 

Nevertheless, a complete record for that patient must include 

the partial records from both institutions. 

6. Each institution checks the lists against its reference 

hash-ID list and so completes each patient’s record if 

necessary. 

For the sake of illustration, suppose now that we have found 

the patient above has also been seen at yet another hospital 

(CC) for an unrelated condition. The vector now becomes: 

 

Disease D AL CC UC UI LU NS NU RU VH VJ 

 

hash-ID           

xyz123 0 1 0 1 0 0 0 1 0 0 

 

We can now confidently compile a complete record of the 

patient. 

7. At this point, HB2, as an honest broker, must do two 

more de-identification steps:  

a. disguise the institutions  

b. replace hash-IDs with non-derived ids for the 

patients; these are the cluster-IDs. 

For the first step, HB2 randomly assigns pseudonyms to the 

institutions, say: 

 AL CC UC UI LU NS NU RU VH VJ 

 ff dd aa jj bb ii cc ee hh gg 

and these are then indexed as: 

 aa bb cc dd ee ff gg hh ii jj 

 UC LU NU CC RU AL VJ VH NS UI 

 

The example patient now appears as: 

 

Disease D aa bb cc dd ee ff gg hh ii jj 

 

hash-ID           

xyz123 0 0 0 1 1 0 0 0 0 1 

 

c. The hash-IDs for each study cohort can now be 

replaced with unique cluster-IDs. 

 

Our example patient now appears as: 

 

Disease D aa bb cc dd ee ff gg hh ii jj 

 

cluster-ID           

D-900093 0 0 0 1 1 0 0 0 0 1 

Now, only possession of the table converting hash-IDs to 

cluster-IDs can enable anyone to re-identify the patient. 

Distributed Queries 

With cohort cluster-IDs collected, HB2 routes data requests 

through the distributed query service to the institutional data 

marts (IDMs). Locally, each institution will determine if the 

proposed query against its IDM is acceptable, allow the query 

to execute, and even then scrutinize the results before 

releasing them. Both in sending the requests and as results are 

received, HB2 can match cluster-IDs to hash-IDs, so that even 

a clinician researcher working on a project in their own 

specialty may be able to view expanded records of their own 

patients without recognizing them as their own. This provides 

a very high standard of de-identification. 

Re-identification 

Once particular studies based on entire cohorts are launched, 

re-identification of subsets of patients will most likely be 

necessary. Having received approval both from the Steering 

Committee (with advice from PCAC and ERC) and 

permission to proceed from CHAIRb, a researcher may 

request the Communication Center to randomly select a 

possibly weighted sample from across institutional or other 

populations for re-identification. The researcher will also be 

able to submit, through HB2, a data request for controls. 

Subject to CHAIRb’s approval, institutional processes can be 

employed to gain provider consent and from there patient 

consent to participate in a study. Given the cluster-IDs of the 

patients in the study group, the Communication Center can 

alert institutions to the hash-IDs of patients to be approached 

for re-identification. In some cases, the Communication 

Center will also provide institutions with the means to collect 

patient-reported outcomes. 

In the case of patients attending multiple institutions, which 

institution (or more precisely, which provider) should consent 

the patient for an identified study may be complex. A variety 

of algorithmic approaches is possible, including some that 

may work well but are computationally expensive. This may 

take the form of querying the system for the number of 

encounters at each institution in the last year (complex, but 

likely to reflect the patient’s expectation) or it may suffice to 

look where the patient is registered for primary care 

(inexpensive, but may be irrelevant). The present ruling of 

CHAIRb only constrains the approach to be through a 

provider who is actually involved in the patient’s care. 

Results 

Approximately at the halfway point in the project, 

achievements across a number of fronts include: 

• Establishment of a sound governance structure, 

including a common central IRB, with data use and 

business associate agreements in place. 

• Establishment and launch of a Patient and Clinician 

Advisory Committee with a clear role in the review, 

triage, and approval of new research proposals and a 

comprehensive manual for its operations. 

• Approved design for the technological infrastructure, 

including a data model designed for ease of 

distributed query as well as with model evolution in 

mind. 

• Approved processes and workflows now increasingly 

described and approved in protocols. 
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• Preliminary tests of the de-identification process and 

the distributed query machinery. 

• Preliminary phenotyping in all five study cohorts 

proposed at project submission (see below). 

Preparatory phenotyping for a number of other 

studies, including incidental findings in osteoporosis, 

the national aspirin trial, bariatric surgery, antibiotics 

and childhood weight, bisphosphonates, and others. 

• The de-identification and de-duplication processes in 

CAPriCORN are increasingly being reviewed as a 

model to be replicated across other CDRNs. 

The internal organization of the network lends itself well to 

establishing CAPriCORN as a corporate entity; this would no 

doubt present new challenges, but is under consideration. 

Discussion 

The data model deployed at institutions to construct a data 

mart. Based on model variables, five phenotyping algorithms 

were devised and tested at multiple sites to identify 

overweight and obese patients (as required of all CDRNs); 

ambulatory patients suffering from asthma and in-patients 

with anemia (the two common disease cohorts); and patients 

with recurrent Clostridium difficile infection (RCDI) and 

sickle-cell disease sufferers (the two rare conditions). 

In preparation for all these studies (and other anticipated 

future studies, including the PCORnet-inspired Aspirin trial 

and various collaborations with other CDRNs and PPRNs) the 

central IRB, CHAIRb, reviewed a Master Protocol which 

serves as a prefix to all specific study protocols. 

Extract-Transform-Load (ETL) processes were undertaken 

against a number of different proprietory EHR systems. Some 

of these were shared publicly (e.g., through an EHR vendor’s 

community sharing portal, thus conforming with requirements 

of commercial confidentiality). ETL logic was shared among 

all data-contributing sites to ensure compatibility. 

The CAPriCORN data model is a superset of the PCORnet 

common data model against which external requests will be 

formulated. This model produces a straightforward mapping 

of data and requests from PCORnet to CAPriCORN. 

Additional data models influence the central PCORnet design, 

such as (Mini-)Sentinel, OMOP, i2b2 and others, and studied 

with a view to establishing correspondences should 

collaboration make a translation between CAPriCORN and 

another data model desirable. 

Among the proposed cohort studies, the case of RCDI 

provides a convenient example of a hard test-case for the 

infrastructure. The study has not yet been completed, but 

based on data stored according to the data model and 

addressing queries to pre-existing institutional data 

warehouses rather than the institutional data marts, accurate 

cohort counts have been achieved. 

Index cases of Clostridium difficile (CDiff) infection were 

identified, either by the presence of a diagnosis code or by 

laboratory test results. The first difficulty arises in recognizing 

resolved CDiff infection: how to differentiate between 

refractory and recurrent infection. If there is no encounter with 

CDiff code, laboratory test or relevant medication within 

eighteen days of date of diagnosis or of positive test result, the 

infection is assumed to have cleared. Any further infection in 

18 to 56 days post index date is recorded as recurrence. 

Infections later than 56 days are considered new rather than 

recurrent. 

One of the key challenges to CAPriCORN’s distributed 

architecture will be the identification of recurrence across 

institutions. This challenge has not yet been attempted, but 

will be among the first studies that the system will address. 

The cohort is anticipated to be relatively small and the patient 

cases moving from one institution to another, while at risk of 

recurrence of CDiff, should be fewer still, so that discovery of 

such cases will represent success with truly rare events. 

Conclusion 

Along with ten other CDRNs, CAPriCORN is at the halfway 

point of its “Phase I” life span and is ready to test its systems 

with real use cases. The infrastructure was designed to allow 

for evolution in the data model and increasing complexity of 

queries in the future. Five submitted cohort studies are 

currently being processed through stages of the CAPriCORN 

workflow, and a number of new study proposals are being 

prepared. 

Sustainability of the architecture will be demonstrated through 

a number of additional research studies that had not been 

considered at the proposal stage. These studies provide a 

valuable challenge to CAPriCORN’s proposal triage, patient-

centeredness, and external researcher engagement workflows. 
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Abstract 

This paper presents CA²JU, a hardware/software tool that 

aims to help individuals with severe speech or language 

problems in their communication in order to promote their 

social and digital inclusion. CA²JU is composed of two 

applications: CA
2

JU Accelerated, which makes typing faster 

by suggesting potential words to the user; and CA²JU 

Illustrated, which automatically converts a sentence of words 

into a sequence of pictographic symbols, allowing a user 

familiar with the symbols to verify whether the written 

sentence is correct. We have implemented, evaluated in a 

controlled scenario, and deployed CA²JU in a real 

environment with children with cerebral palsy. In the 

controlled settings, the results confirm CA²JU Accelerated 

speed up typing by reducing the number of clicks made by 

users, and CA²JU Illustrated obtained high accuracy by 

suggesting the correct pictograms from sentences. In the real 

scenario, the two use cases show that the children improved 

their communication and linguistic abilities. 

Keywords: 

Natural Language Processing; AAC; Web Interface. 

Introduction 

Communication is a key attribute for a human being. It is 

fundamental for expressing necessities and desires, enabling 

access to information, and socialization. Because of that, when 

a person lacks the power of communication, it is frustrating 

for her and for people around her. As a consequence, many 

assistive technologies have been proposed to deal with these 

limitations such as, for instance, Augmentative and 

Alternative Communication (AAC) [1],[2],[3]. According to 

the American Speech and Hearing Association [4]: AAC is a 

research and educational area of clinical practice for Speech 

Therapists who aim to “compensate and facilitate, temporarily 

or permanently for the impairment and disability patterns of 

individuals with severe expressive and/or language 

comprehension disorders”. AAC allows communicative 

interactions of individuals with speech impairment, helping 

them in the process of language building and school 

interaction, which are fundamental for learning. 

Natural language processing can have an important role in 

AAC [5]. For instance, it can reduce the input necessary to 

produce a text, increasing the communication speed; it can 

add semantics to written text to improve its comprehension 

etc. For instance, [1] described an English language word 

prediction tool that has a virtual keyboard. Mihalcea and 

Leong [6] proposed a system for the construction of pictorial 

representations by sentences. Finally, Nakamura and Zeng [7] 

described a text-pictogram conversion system to assist the 

creation of illustrated education for patients. Unfortunately, 

these and other initiatives focused primarily on the English 

language, lack proper integration between the software and the 

needed hardware, and do not provide an updated and intuitive 

Web interface which actually aids both the patient and 

therapist to use the software. 

This paper presents the assistive tool called CA²JU, a 

hardware/software solution that aims to improve the 

communication in Brazilian Portuguese of children with 

cerebral palsy. The hardware is the interface of the system 

with the users. It allows the children with disabilities to 

provide the input to the software. The software is composed of 

two applications: CA²JU Accelerated and CA²JU Illustrated. 

CA²JU Accelerated predicts the next words to be typed by the 

user. It uses a NLP technique known as language modeling to 

perform this task. We implemented two different approaches 

for this task: N-gram and HMM. CA²JU Illustrated allows 

users to select pictograms to create sentences by converting 

sequences of pictograms into written sentences. To perform 

this task, it uses different NLP techniques such as Stemming 

and Name Entity Recognition to clean and add semantics to 

the sentences. 

We evaluated CA²JU in a controlled setting and the results 

show that: (1) CA²JU Accelerated considerably reduced the 

number of clicks needed to be performed by the users to write 

sentences, where  HMM showed a superior performance over 

N-gram; and (2) CA²JU Illustrated demonstrated  a high 

accuracy of suggesting the correct sequence of pictograms 

from known sentences. We also report two use cases showing 

the experience of children with cerebral palsy using CA²JU. 

The child who used CA²JU Accelerated presented a great 

improvement in her communication and linguistic abilities. 

Initially, the child produced meaningless texts but, after many 

sessions using the application, she was able to write sentences 

with some semantic structure. The other child, who used 

CA²JU Illustrated, could communicate more effectively and 

improved his linguistic knowledge after starting to use the 

application. 

The remainder of this paper is organized as follows. In Section 

3, we explain CA²JU in detail, showing its input devices, 

architecture and the techniques used to perform its tasks. In 

Sections 3 and 4, we present the experimental evaluation of 

the deployment of CA²JU Accelerated and CA²JU Illustrated, 

respectively. We conclude  Section 5 with our final remarks. 

The Tool CA²JU 

As we mentioned before, CA²JU is composed of two 

applications: CA²JU Accelerated and CA²JU Illustrated. In 

this section, we describe them in more detail. 
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CA²JU Accelerated 

CA²JU Accelerated aims to speed up text input in Brazilian 

Portuguese of children with cerebral palsy. It does so by using 

word prediction to suggest to users the next word to input [8]. 

Figure 1 presents the user interface of CA²JU Accelerated. It 

contains a virtual keyboard used to input text, and a list of 

suggested words for the sentence currently being  typed. 

 

Figure 1 - Interface of CA²JU Accelerated 

Language models are probabilistic models commonly used for 

word prediction. In this paper, we implemented two types of 

language models: N-gram and Hidden Markov Models 

(HMM). 

Word prediction using N-gram 

The joint probability of a given sentence S composed by W1
 ... 

W
n
 words can be calculated using the chain rule: 

P (W1 , W2  . . . Wn ) = P (W1 )P (W2 | W1 ) . . . P (Wn | W1 . . . Wn-1)   (1) 

Since it is not computationally feasible to keep the whole 

previous context for all words, we limit the previous context 

of a word W to a fixed number of N-1 words. As a result: 

P(W
n
�W

1
...W

n- 1
) ≈ P(W

n
�W

n-N+1
... W

n- 1
)      (2) 

This is known as the N-gram model [9]. The assumption is 

that knowing the fixed previous context of W is enough to 

predict the probability of W (Markov assumption). For 

bigrams (N=2), for instance, the context is the immediately 

preceding word. Using bigrams, the joint probability presented 

in equation 1 becomes:  

P(X
1
,X

2 
...X

n
) ≈ P(X

1
)P(X

2
�X

1
)...P(X

n
� X

n- 1
)             (3) 

To calculate the N-gram conditional probability, we use 

Maximum Likelihood Estimation (MLE). For bigrams, we 

have: 

P(W
n
�W

n�1
) = C(W

n-1
,W

n
) / C(W

n-1
)               (4) 

where C(W
n-1

,W
n
) is the number of times the words W

n-1
 and 

W
n
 appear together in the corpus, and C(W

n-1
) the frequency of 

W
n-1

 in the corpus. 

Word prediction using HMM 

Another way to perform word prediction is using Hidden 

Markov Models [10]. In this work we have implemented the 

first order HMM, in which the current state depends only on 

the previous state and not on  all previous states, so we can 

compare with the word prediction algorithm using N-GRAM, 

and then decide which algorithm to use. Hidden Markov 

Models is a temporal probabilistic model, where the state of 

the process is characterized by a single discrete random 

variable. In our case, the possible values of the variable 

representing the state are the parts of speech of the Portuguese 

language. The model is composed of a set of state variables:  

X
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N
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A set of evidence variables: 

E
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An array of evidence A
1K

 output variable probability 

belonging to the state X
i
, X

i
 for each state: 

A
1k

 = [P(E
1
)  P(E

2
)  ...  P(E

k
)]                      (9) 

To perform word prediction, we classify the input word 

according to its grammatical class, Part of Speech Tagging 

[9], then consult the matrix presented in equation (8) 

regarding the part of speech resulting, and then get  the 

possible variables of evidence that we have. 

CA²JU Illustrated 

CA²JU Illustrated allows users to convert a sentence, written 

in Brazilian Portuguese, into an ordered pictogram 

representing the meaning of the sentence. Its goal is to help 

children with cerebral palsy in reading and writing learning, 

since it allows the child familiar with pictograms to verify 

whether the written sentence is correct by looking at its 

corresponding pictogram sequence. In addition, the 

application provides information about the words such as their 

part-of-speech tag, synonyms and the entity they belong to 

(e.g. if it is a place, an organization or a person), which can 

help them  learn these concepts. Figure 2 presents the user 

interface of CA²JU Illustrated. 

 

Figure 2 - CA²JU Illustrated’s interface 

Given a written sentence S, CA²JU Illustrated, first applies the 

RSLP Stemmer algorithm [11] in the words of S, so that 

suffixes of each word are removed. Next, it performs 

stopword removal, whose goal is to keep only the meaningful 

words in S. Since our original stopword removal, using a list 

of words, removed meaningful words, we used a Naïve Bayes 

classifier to identify important parts of the sentences: subject, 

verb and object (SVO), as well as greeting expressions, which 

we want to keep in the sentences. 

The resulting sentences, with SVO information, are used to 

map to pictograms. The algorithm searches for the maximum 

sequence of words in each SVO portion in the sentence that 
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maps to a pictogram in a given mapping dataset. If no 

pictogram is found, it does a similar process looking at the 

root words, identified by the RSLP Stemmer algorithm, 

instead of the actual words. If still no pictogram is found, a 

not-found pictogram is presented.  

Last, CA²JU Illustrated runs a Name Entity Recognizer (NER) 

[9] to identify entities such as place, organization and person. 

From the tagged entities, CA²JU Illustrated is now able to add 

entity information to their respective pictograms. For the NER 

detection, we used a logistic regression model, also known as 

maxent [12]. Maxent performs a linear combination of 

predictor variables (features) to perform the classification. 

More specifically, it calculates the probability of that an 

instance x is member of a class c in the following way: 
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'
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|                      (10) 

Where Wc is the weight matrix of the features associated to the 

class c, and C is the set of classes. The instance x is classified 

in the class with the highest probability. 

During training, the algorithm finds the model, represented by 

W, with the largest entropy from all models that fits the 

training data. To train the classifier for our task, we used the 

corpus of the Golden Collection of HAREM [13], which 

contains 225,000 words. 

Buccal Input Device and Virtual Keyboard 

The input module is composed of a hardware system for 

detecting the opening and closing of the mouth, signal 

conditioning, and the filtering and communication with the 

computer. The central element of the detector is the module 

composed of a magnet and a transducer that detects the 

magnetic field generated by the magnet into electrical signals.  

The virtual keyword works in the following way. Initially, its 

cursor keeps switching between the left half of the virtual 

keyboard and the right half (see Figure 1). After receiving an 

input from the buccal device, the cursor vertically keeps 

changing from line to line on the chosen half. After a second 

input in the buccal device, the cursor keeps changing 

horizontally, going over each letter on the chosen line. Finally, 

the user can select a desired letter by moving the buccal 

device when the cursor is on the letter. 

 

Figure 3 – Buccal Input Device 

Experimental Evaluation of CA²JU Accelerated 

It is difficult to assess word predictor softwares because many 

factors that have influence in the writing time are related to 

not only the software but also the user (user familiarity and 

level of disability) and the user environment. 

Data Description 

We used a generic corpus and personalized corpora for each 

user in Portuguese for this evaluation. The generic corpus 

used was Bosque Sintático [14], which has 14,844 words 

taken from generic news articles. The personalized corpora 

were obtained from social media conversations, e-mail 

messages, scientific works, blog posts of 8 users without 

disabilities. Table 1 presents information about these data.  

Table 1– Information about the personalized corpora 

User Number of words

1 15476 

2 2795 

3 16793 

4 6084 

5 33353 

6 17426 

7 13514 

8 113211 

 

Metrics and Test Set 

To evaluate the different word prediction strategies, we use 

the writing speed of the users. For that, we use a metric called 

Keystroke (KSR) which is defined as follows: 

                         Ksr = (1-KP/KA)*100                           (11) 

KP is the number of inputs on the sensor needed to write the 

sentence using word prediction, and KA is the number of 

inputs without word prediction. We also used the HR metric, 

which calculates how many times the user selected a word 

from the suggested list. These metrics were used to calculate 

how the approaches’� perform over one sentence per user (see 

Table 2). 

GRAM and HMM Results 

Table 2 presents the results for the N-Gram model and Table 3 

the results for the HMM model. 

Table 2 - Generic=G, Personalized=P 

User Sentence 

Size 

Ksr in G HR in 

G 

Ksr in P HR in P

U1 92 28,26% 3 39,13% 6

U2 66 18,56% 4 48,49% 7

U3 90 29,17% 7 68,06% 15

U4 89 14,61% 3 32,58% 12

U5 104 32,77% 11 33,04% 12

U6 129 14,73% 8 48,84% 14

U7 99 43% 7 51,60% 11

U8 114 15,79% 5 71,28% 18

 

Table 3 - Generic=G, Personalized =P 

Name Sentence 

Size 

Ksr in G HR in 

G 

Ksr in P HR in 

P 

U1 92 34,17% 4 52,28% 10

U2 66 23,29% 4 66,66% 7

U3 90 33,43% 7 70,62% 15

U4 89 19,91% 4 46,34% 15

U5 104 37,58% 12 64,56% 16

U6 129 16,14% 8 54,91% 13

U7 99 48,38% 9 71,75% 14

U8 114 27,81% 8 71,92% 18

 

The results show that both word prediction models, N-gram 

and HMM, reduce the number of clicks for all users. In 

addition, the personalized corpora using HMM outperformed 
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N-gram in all cases. Another interesting result is that the size 

of the corpus not necessarily implies the reduction of clicks. 

For instance, user 5 has a worse result than user 7 but the 

corpus of user 5 (33353 words) is much bigger than user 7 

(13514 words). 

Use case of a teenager with cerebral palsy 

We  now show a successful use case of CA²JU Illustrated with 

a user with severe quadriplegic mixed cerebral palsy who we  

in this section call user M. After 74 sessions performed by the 

Speech and Hearing Department at Federal University of 

Sergipe, user M presented a great improvement in her writing 

abilities as we describe next.  

In each session, the speech and language therapist worked 

with user M using CA²JU Illustrated along with linguistic 

activities. Before using CA²JU Illustrated, user M could not 

write due to her motor conditions. The first words produced 

by user M were meaningless, as one can read from the 

therapist report: "[...] we tested the virtual keyboard and user 

M wrote disconnected letters and then we asked whether she 

was writing something or just playing with the keyboard. User 

M smiled, looking excited and delighted with the possibility 

of handling the computer by herself "(12 °� Excerpt care; 

13.08.12). 

After understanding the operation of the system, user M wrote 

a single word when she wanted to convey some information 

and as she got more familiar with the system, she started to be 

able to tell stories using disconnected words, which were 

understandable for those who were mediating the story 

creation. Here is what the therapist reported from a story 

written by user M that she could understand: "[...] The story 

was that on holiday somebody had traveled to Los Angeles to 

play football. He had gone with his girlfriend who was a 

cheerleader. His team whose name was "ESFLAISSDL" had 

won "ERREST". It was interesting to note that she deleted 

letters a few times while writing these strange names to 

convince us that they actually existed "(Excerpt from 32 °�

session; 19.11.12). 

After a few more sessions, M. felt the need to better structure 

her writing in order to allow a more effective communication, 

not only with people close to her, but also to any other person. 

This is the therapist’s repost regarding that: “[…] we realized 

a progress, a change in the writing of user M, since in 

previous sessions, user M had never worried about placing the 

pronoun + verb + noun to build a complete sentence" (Excerpt 

the 48th session; 11.04.13).  

Experimental Evaluation of CA²JU Illustrated  

Testing Scenarios 

We evaluated CA²JU Illustrated with 10 users without 

disabilities as follows.  First, the users were trained with 

respect to the pictograms by showing them some pictograms 

in sentences and their respective meanings. We then converted 

10 sentences into sequences of pictograms, hiding the word 

associated with each pictogram. These sequences of 

pictograms were presented to the users, asking them to write 

associated sentences. Finally, we measured the similarity 

between the correct sentences and the written sentences by the 

users using the metric presented in Section 4.3.  

Dataset and Metrics 

The pictogram dataset used in the experiments contains 

13,013 colored pictograms from CATEDU [15]. 

The metric used was the Levenshtein distance [16], which 

calculates the similarity between two sentences based on the 

number of character operations (i.e. insertions, deletions or 

substitutions) needed to change one word into the other. The 

Levenshtein distance is calculated by the following formula: 
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Results 

Tables 4 and 5 show the results for the 10 users and the 10 

sentences.  

Table 4 –Results from sentence 1 to 5 

Users Sent.1 Sent.2 Sent.3 Sent.4 Sent.5 

User1 84,31 66,67% 100,0% 75,00% 62,22%

User2 56,00 100,0% 95,65% 83,33% 100,0%

User3 67,92 83,33% 35,00% 71,21% 100,0%

User4 30,00 100,0% 20,00% 20,41% 83,78%

User5 50,00 45,83% 73,91% 46,29% 54,34%

User6 40,00 62,50% 95,65% 65,71% 59,45%

User7 60,00 100,0% 61,76% 86,53% 89,18%

User8 72,00 100,0% 95,65% 42,26% 100,0%

User9 16,00 100,0% 41,66% 56,34% 100,0%

User10 34,00 100,0% 50,00% 25,49% 100,0%

Avg. 42,68 85,83 66,93 57,26 84,90

 

Table 5 - Results from sentence 6 to 10 

Users Sent.6 Sent.7 Sent.8 Sent.9 Sent.10 

User1 81,48 58,82% 76,47% 62,90% 75,00%

User2 95,45 61,76% 82,97% 62,29% 75,00%

User3 98,18 58,82% 75,00% 64,70% 75,00%

User4 89,74 17,65% 72,09% 61,01% 100,0%

User5 41,66 23,52% 64,28% 57,62% 20,00%

User6 80,55 17,64% 54,76% 57,62% 40,00%

User7 94,44 52,94% 100,0% 59,32% 75,00%

User8 98,18 61,76% 95,23% 34,92% 75,00%

User9 62,04 61,76% 88,09% 66,10% 35,48%

User10 75,00 20,58% 100,0% 50,00% 100,0%

Avg. 81,67 43,53 80,89 57,65 67,05

 

The numbers show that the similarity between the sentences 

created by the users was fairly similar to the correct ones. For 

instance, only 2 out 10 users had an average similarity lower 

than 0.5. These results confirm that CA²JU Illustrated is really 

able to present the meaning of sentences in sequences of 

pictograms. Another observation is that for certain sentences 

the similarity among users varies a lot. This can indicate the 

users might have different interpretations of the pictograms, 

and they might need to be disambiguated in some way. 

Use case of a teenager with cerebral palsy 

User G is a 12-year-old male teenager, diagnosed with severe 

quadriplegic mixed cerebral palsy. He does not speak, neither 

studies at a special school. He has weekly speech and 

language therapy sessions where one of the goals is to teach 

him how to use CA²JU Illustrated. During the sessions where 

we used the software, user G understood well its 

functionalities. He interacted with CA²JU Illustrated by 

kicking a sensor device (see Figure 4). Using this input 

device, user G is able to select pictograms to form sentences. 

 

 

(12) 
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Figure 4 – User G using the device. 

The use of CA²JU Illustrated has positively contributed to his 

communication, improving his linguistic structure. We plan to 

allow him to use CA²JU Illustrated in other environments such 

as his home and school. 

Conclusion 

We presented in this paper CA²JU, our AAC tool composed of 

CA²JU Accelerated, which helps users with disabilities to type 

text by suggesting the next word, and CA²JU Illustrated, 

which helps users to compose sentences by using pictograms.  

We evaluated both applications in controlled scenarios, as 

well as in real ones, with children with cerebral palsy. For 

CA²JU Accelerated, the results showed word prediction 

reduced the number of clicks needed to create a text, and its 

use by a teenager with disabilities helped improve his 

linguistic skills and communication. The results of CA²JU 

Illustrated confirm that it creates meaningful sequences of 

pictograms and also helped a teenager with cerebral palsy to 

improve his communication. 
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Abstract 

Physicians are required to interpret, abstract and present in 

free-text large amounts of clinical data in their daily tasks. 

This is especially true for chronic-disease domains, but holds 

also in other clinical domains. We have recently developed a 

prototype system, CliniText, which, given a time-oriented 

clinical database, and appropriate formal abstraction and 

summarization knowledge, combines the computational 

mechanisms of knowledge-based temporal data abstraction, 

textual summarization, abduction, and natural-language 

generation techniques, to generate an intelligent textual 

summary of  longitudinal clinical data. We demonstrate our 

methodology, and the feasibility of providing a free-text 

summary of longitudinal electronic patient records, by 

generating summaries in two very different domains – 

Diabetes Management and Cardiothoracic surgery. In 

particular, we explain the process of generating a discharge 

summary of a patient who had undergone a Coronary Artery 

Bypass Graft operation, and a brief summary of the treatment 

of a diabetes patient for five years. 

Keywords:  

Summarization; Natural Language Generation; Temporal 

Abstraction; Knowledge Representation. 

Introduction 

Increasingly, large amounts of clinical data accumulate during 

the process of managing patients, in particular, chronic 

patients. To make diagnostic and therapeutic decisions 

regarding an individual patient, physicians increasingly need 

support to assist them in quickly comprehending the 

longitudinal clinical course of that patient, preferably a free-

text summary of the quality that would be produced by a 

knowledgeable clinician. A high level of summarization, 

however, requires more than just enumerating the diagnoses 

made, the procedures performed, the medications 

administered, and the results of the laboratory tests taken. An 

intelligent analysis requires also an explicit representation and 

application to the data of relevant clinical knowledge. 

Visualization is an effective approach to facilitate analysis and 

presentation of high volume data, specifically when dealing 

with huge amounts of data [2]. However, other findings 

showed that graphical representation is not always more 

effective than other methods, and in the medical domain, 

clinical decision-making was not necessarily improved by the 

use of a graphical display. For example, studies have shown 

that a graphical representation is not always more effective 

than other methods [3], and that in the case of large and dense 

graphs, common when high level complex decision making is 

required, graphical representation has marked disadvantages 

[4]. Other studies have demonstrated that graph interpretation 

requires complex cognitive processes [5, 6] and that errors can 

be made even when interpreting simple graphs [7, 8]. More 

recent work [9] compared the interpretation of business 

process descriptions presented in a graphical notation and in 

an alternative textual notation. Their work has demonstrated 

an increased understanding of the process when the textual 

model was read by many different users, while the graphical 

representation showed an increased understanding only in 

trained readers. A study in the medical domain [10] has shown 

that when dealing with large volumes of complex clinical data, 

a textual presentation might even be advantageous over a 

graphical one, for the purpose of certain clinical tasks.  

The Natural Language Generation (NLG) task deals with the 

generation of natural language from a machine-language form 

input [13]. Although the NLG task has been implemented in 

different domains [14], in most of the implemented systems 

the data are relatively well-defined, not requiring advanced 

data analysis techniques. Furthermore, in the case of the 

summary of small data sets, only brief summaries are 

produced, which significantly reduces the complexity of many 

NLG tasks. In the medical domain, existing NLG systems are 

far from optimal [14]. A more recent NLG system [15], which 

focuses on decision support, also performs temporal data 

abstraction; however, the abstraction process is relatively 

simple, and does not consider different contexts when 

determining the importance of an event. In addition, it 

considers only short and pre-defined periods of data. Dealing 

with different periods of time, especially longer periods, as is 

common in chronic-disease patients, requires additional 

temporal-information handling techniques. 

Our objective is to provide an intelligent verbal (free-text) 

summary of electronic patient records. These records include 

time-stamped data that have accumulated during an extended 

time period, such as during hospitalization, or over years of 

medical care. Such summaries might help care providers in 

their daily tasks, and support several decision-making 

processes.  

In a preliminary study [1], we had proposed an architecture 

that supports a process of transforming longitudinal data into 

an intelligent, concise, text-based summary. In the current 

study, we have implemented the proposed architecture as a 

prototype system, the CliniText system. In this paper, we 

describe the inner workings of the CliniText system, using 

detailed examples of how each module contributes to the 

process of automatically transforming time-based data into a 

free-text summary. To be concrete, we will focus on the 

conversion of a typical case in the electronic cardiothoracic 

surgery MIMIC-II public database, into a free-text discharge 

summary, and on the generation of a summary of the 

management of a diabetes patient, given his five year 

electronic record in a collaborating health maintenance 

organization (HMO). 

The input to the CliniText system includes longitudinal patient 

data and domain-specific knowledge. The output of the system 

MEDINFO 2015: eHealth-enabled Health
I.N. Sarkar et al. (Eds.)

© 2015 IMIA and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License.
doi:10.3233/978-1-61499-564-7-594

594



is a condensed textual summary of the patient’s data. We opt-

ed to use only numeric or structured input data, because that is 

the input type usable by the temporal-abstraction method that 

we use to interpret the data. Including textual segments would 

require methods such as natural language processing, to first 

analyze and understand the text. Furthermore, the accuracy of 

such methods is far from 100%, but the requirement for highly 

accurate output is of major importance in the medical domain.  

Methods 

Our input data arrives from a time-oriented clinical database. 

The required medical knowledge is specified through a 

graphical knowledge specification tool called Gesher [16] 

using a Temporal Abstraction Knowledge (TAK) schema we 

developed. We define both declarative (e.g. What is mild-

anemia in a pregnant women) and procedural (e.g. How to 

manage the patient, by administering two drugs in parallel) 

knowledge, necessary in the abstraction process. The 

knowledge is also exploited in other modules of the system.  

We implemented the CliniText system using a framework 

composed of several modules, each performing a specific task. 

The architecture of the system, composed of six main 

modules, is displayed in Figure 1. 

 

Figure 1. The architecture of the Clinitext System. Knowledge 

is used by the temporal abstraction module to abstract the 

data. Additional knowledge is used in further modules to 

perform abduction, pruning and document structuring of the 

data.. Dashed horizontal arrows = control/data flow; Bold 

vertical arrows = knowledge flow 

The flow of the data between the components defines the 

workflow of the process; longitudinal raw data coming from 

the time-oriented database is abstracted by the Temporal 

Abstraction module, adding abstract data to the original raw 

data. Additional data is inferred through abduction in the 

Abductive Reasoning module. Raw, abstract and abducted data 

are then pruned in the Pruning module, responsible for 

selecting the important and domain-relevant data, leaving only 

the information that will appear in the final text. The 

Document Structuring module structures these data, 

determining the order they should appear in the final text. The 

Microplanning component groups and prepares the structured 

data to the expected format by the Surface Realization 

module, which finally realizes the data into the final text.  

We shall now describe each component and its role in the 

process, using two example patient records: one who had 

undergone a coronary artery bypass graft operation, and one 

who had been followed for five years due to diabetes. 

Temporal Abstraction (TA) 

The TA step is responsible for the performance of the 

abstraction of time-oriented data. In the implementation of this 

module, we used a variation of the IDAN temporal-abstraction 

mediator [17], which implements Shahar’s Knowledge-Based 

Temporal-Abstraction (KBTA) method [11]. Our input to the 

TA module, is time-stamped raw concepts (e.g., red blood-cell 

[RBC] values).  

Abductive Reasoning   

Not all important concepts, such as events or actions 

performed, can always be found in the input data. However, in 

some cases, these events can be inferred by a process of 

abduction from the existing data, with a high probability, 

albeit not necessarily with complete certainty. For example, 

knowing that a Swan-Ganz catheter (SG) is used to measure 

the pulmonary artery systolic/diastolic pressure (PAP) 

concept, even though the event of inserting a SG (SG-in) does 

not appear in the database we can hypothesize that the event 

SG-in occurred through an instance of the PAP concept in the 

database. 

We can say that knowing that concept C
1
 enables the 

existence of concept C
2
, within a certain time, ∆t, allows, 

given the existence of C
2
 in the database, with a timestamp t

2
, 

the abduction of C
1
 with a timestamp between t

2
-∆t and t

2
, as 

shown in Figure 3. In general, of course, the abduction process 

involves uncertainty. Formally, assuming for simplicity only 

one enabled or associated item per concept, we compute ahead 

of time, for every i, P(C
i
[t
2
-∆t

i
] | C

2
[t
2
]): The probability of 

each concept C
i
, given the concept C

2
, t

2
 (timestamp of C

2
), 

Prior
i
 (a-priori probability of each related concept C

i
), 

P(C
2
[t
0
+∆t

i
] | C

i
[t
0
]) (the probability of C

2
, given C

i
) and ∆t

i
 

(the [past] interval of time during which C
i
 can hold, given C

2
. 

For simplification, we consider only a uniform probability 

measure). The computation is then a simple temporal-

extension of Bayesian diagnostic problem solving [18]. 

 

Figure 2. An abduction example. A: The knowledge: concept 

C1 is followed by concept C2 within a period of ∆t. B: The 

abduction process: Concept C2 at t2 allows the abduction of 

concept C1 with a timestamp between t2 and t2-∆t 

From a knowledge representation point of view, the abduction 

knowledge typically links declarative data items (e.g., 

measurements) in the patient's record, to procedural data that 

enabled the data's existence, although other combinations are 

possible. An example of linking two instances of procedural 

data is the abduction from the event “syringe-insertion,” of the 

event “skin-sterilization” 5 to 10 seconds before; an example 

of abducting a declarative datum from a procedural one is that 

administration of antibiotics in certain contexts suggests the 

existence or the suspicion of infection. The relationship 

between the concepts can be either causal (A causes B) or 

associative (A typically occurs before B).  

To perform abduction, we need to explicitly represent 

abduction knowledge in the KB. For example, we need to 

specify beforehand in the procedural knowledge for each 

event (e.g. SG-in) what are the declarative concepts (e.g. PAP) 

that it enables or is associated with, and what is the 

probability/strength of this relation (e.g., are there other events 

that could also generate this declarative concept?). For 

example, the event SG-in (whose prior probability is quite 

low) enables PAP with P(PAP|SG-in) = 0.95. Furthermore, in 

the ICU, it is the only method used to measure PAP. Thus, 

regardless of the low prior probability and the association 

strength, in the ICU context, P(SG-in|PAP) = 1.  

In our case, we enable the inference of the existence of a 

procedural action (e.g. SG-in) by the existence of a declarative 

concept (e.g. PAP). Since we deal with the medical domain, 

we abduct only concepts that have a probability that is close to 

certainty, to avoid as much as possible the generation of 

[t2,t2-∆t]
C1 C2∆t t

C1 C2

t2A B
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incorrect summaries. We denote events abducted from 

declarative concepts as inferred interventions.  

Table 1 shows several interventions, inferred through 

abduction, for a cardiothoracic surgery record.  

Table 1. Declarative concepts used to generate “inferred 

interventions”. An intervention can have modifiers (e.g.  

“inserted” or “removed”), according to the value of the raw 

concept from which it was deducted (e.g., certain PAP values 

indicate non-measurement) 

Raw concept(s)  

Inferred inter-

ventions  

# instances 

[PAP S/D] SG catheter  1 

[CVP], [A.BP] Arterial Line 3 

[Airway Size], [ETTMark] Artificially breathing  1 

Pruning 

After enriching our original data with abstractions and inferred 

interventions, we need to select what information is important 

and what should be removed to avoid overloading the user.  

We prune the data by using general heuristics and several 

“independent” parameters (e.g., text length, detail level, 

profiles, time-period, etc). We use pruning-heuristics, which 

define which data should be pruned, and maintaining 

heuristics, defining which data instances should be maintained 

(and which override the pruning-heuristics). 

The current maintaining heuristics include: (1) data instances 

that must be described; these are determined according to the 

domain, although certain events appear in every domain, such 

as death of the patient; and (2) maintaining extreme raw data 

values. In this case, even though they have an abstract value, 

we might want to maintain the raw data also.  

Document Structuring 

After considering which data will appear in the final text, we 

define how these data will be presented. In the Document 

Structuring (DS) module it is decided how much information 

will be expressed in each phrase, in which order the facts will 

appear, how they will be organized into paragraphs, etc. The 

structure of the final text varies according to the output format 

expected as well as the domain.  

We use two approaches for the DS: a top-bottom approach, 

which defines the main structure of the final text (e.g. division 

of paragraphs), and a bottom-up approach, which groups and 

combines events until all the events are linked together, by 

using appropriate discourse relations.  

The output of the DS module resembles a tree. We prepare 

ahead of time, for each domain, a “stub” of the tree which 

includes the main textual segments in that domain, in a top-

bottom approach. We build up from the pruned data a set of 

intermediate nodes that we try to link to the most appropriate 

node in the pre-prepared stub, in a bottom-up fashion. We call 

the leaves of the tree Document-Messages and the inner-nodes 

of the tree Document-Blocks. The tree has some parts that are 

more structured, part of the “stub” pre-defined, and others that 

are more flexible, with their structure affected and defined by 

the patient’s data. An example of the trees used in both, the 

cardiac and diabetes, domains can be seen in Figure 3. 

Document-blocks can be rigid or flexible. For example, in the 

cardiac domain, the Document-blocks: “Admission Details”, 

“Operation Admission”, “ICUOutDischarge”, and “Discharge 

Details”  have a rigid structure, which was mostly defined 

previously, while the blocks “Operation Procedure Routine” 

and “Operation Recovery” are more flexible and their context 

will be determined and modeled based on the patient’s actual 

instances of data associated with them. Document-Messages 

can be generic, such as in the case of Drug-Message, 

Intervention-Message, or Data-Message, or specific, such as 

Admission-Message, PrevDiseases-Message, and 

ICUAdmission-Message. 

Structured-blocks will be populated with the specific 

Document-Messages associated with it. In the cardiac domain 

for example, the structured section “Admission Details” will 

be populated with Document-Messages: Admission-Message 

and PrevDiseases-Message. Each specific Document-Message 

has specific data associated with it. Less-structured blocks 

may contain further Document-Blocks as well as generic 

Document-Messages. The creation of further Document-

Blocks is affected by contexts that the data may generate. For 

example, the less-structured Document-block 

OperationRoutine will have further Document-Block children 

generated by the contexts associated with a specific operation 

event. Note that in general, the TA process applied by the 

KBTA method in the first step already generates (in addition 

to the temporal abstractions) all domain-specific contexts as 

well.  

 

Figure 3. The document structuring tree in the case of the 

cardiothoracic surgery domain. The Document Structuring 

module structures the final text into a tree. The tree defines 

how the data will be presented – the order, the paragraphs 

division and also the relation between events. (Gray 

rectangles are Document-Block objects, white rectangles are 

Document-Message objects. Document-Blocks can contain 

one or more Document-Messages or Document-Blocks.) 

Dashed-lined blocks represent flexible segments whose 

structure is defined by the data. Non-dashed blocks represent 

rigid segments of the text, whose structure was pre-defined 

The structure of the Document Structure tree establishes the 

structure of an operation discharge summary for any given 

patient that has gone through an operation. To produce a 

Discharge Summary specific for a given patient, we need to 

populate the tree with the patient’s data. After populating the 

tree, by traversing the tree in a Depth First Search, we 

generate the order of the events in the final text. 

Microplanning  

In the Microplanning step, we (1) define the words and syntax 

structures that are used by the final text generator, (2) perform 

aggregation of the data, and (3) generate referring expressions.  

In the aggregation process, we define how much information 

will be expressed in each sentence. In the aggregation process, 

the semantic order has preference over the chronological order 

that was kept until now. Taking into consideration semantic 

considerations, we group together messages according to their 

type (drug, intervention or data message types).  

In the case of drug messages, for example, we group together 

different (drugs) with the same value. For example, instead of:  
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"drug X was started, drug Y was started and drug Z was 

stopped" we will have: “drug X and Y were started and drug Z 

was stopped". Note that messages are grouped only if they 

occur within the same context, although not necessarily during 

the same time.  

The exact format of the Microplanning output depends on the 

expected format of the step following it, Surface Realization.  

Surface Realization 

Surface Realization is the module responsible for generating 

the final text. Consequently, this step is language dependent, 

and observes the grammar rules of the language chosen. We 

opted to implement the Surface realization module using the 

existent Java module “SimpleNLG” [19].  

The realization of the text is done per section. Sections were 

defined within the tree structure, during the DS step. When the 

tree is flattened, the sections are kept and the flattened list of 

messages is divided into these sections. Each section is 

realized separately and in the same order it appears in the 

flattened list. One section might have sub-sections (generated 

by contexts). For example, the OperationRoutine section has 

two contexts: “Early-postCABG day” and “Late-postCABG 

day”. Each context (or sub-section) is also realized separately.  

Each section has a relationType (defined in the DS step) 

defining how messages within the section are related. For 

example the "sequence" relation defines that they should be 

realized one after the other, while the “causal” relation defines 

a cause-effect relationship between the messages. 

Preliminary Evaluation 

In the cardiothoracic surgery domain, we used data from the 

Multiparameter Intelligent Monitoring in Intensive Care II 

database (MIMIC-II) [20]. There are two types of data in the 

MIMIC-II database: clinical data (numeric and textual) and 

bedside monitor waveforms. We used only the first type, and 

mainly numeric data. Textual data were used only to compare 

our generated text to the original discharge summary. We 

focused on data of patients in the cardiac domain, more 

specifically on patients that went through a CABG procedure. 

Our current evaluation was purely technical, judging the 

feasibility of the overall process, and comparing the generated 

text to the MIMIC texts, without involving any users yet.  

The diabetes dataset, provided as part of collaboration with an 

Israeli health-maintenance organization, contains data that 

were collected each month from 2002 to 2007. The dataset 

contains six measurements, including hemoglobin A1c, blood 

glucose level, and cholesterol values, and the medications the 

patients purchased, including oral hypoglycemic medications, 

cholesterol reducing statins, and beta blockers, with a mean of 

39.5 records per patient. In this dataset, there was no 

corresponding human text to compare our summary to; 

nevertheless, the generated text allows one to judge the 

general quality of the text (readability, soundness, etc.). 

Results 

Table 2 compares the generated text summary for the 

cardiothoracic example record with the original human-

generated discharge summary found in the public database we 

used. Part of the original summary could not be reproduced, 

since there was no data in the database that would support it. 

Presumably, such parts were written using some external data 

source, or perhaps textual progress notes. 

Table 2. A comparison between the human- and CliniText-

generated text, in the cardiothoracic surgery domain. Striked-

through text between brackets [text] indicates text parts that 

cannot be generated, i.e., without supporting electronic data. 

Bold text on the right (left) column indicates data that were 

not explicitly mentioned in the other column, although they 

could have been 

The human discharge 

summary 

The CliniText discharge 

summary 

(1) “On **3285-5-17**, the 

patient was brought to the 

Operating Room for a redo 

coronary artery bypass 

grafting [times two and aortic valve 

replacement.] 

(2) The patient [tolerated the 

procedure well and] was 

transported intubated to the 

PACU in stable condition on 

a Levophed drip, Milrinone 

drip, and a Propofol drip. The 

patient had atrial wires and a 

chest tube. 

(3) On postoperative day #1, 

the patient was continued on 

his Levophed drip and 

Milrinone drip over night. 

The patient was extubated 

over night and was on a nasal 

cannula of 4 Lungs: oxygen 

saturation 95% on room 

air. The patient's vital signs 

were otherwise stable. 

(4)  The patient had a post-

operative hematocrit of 26.8; 

otherwise laboratory values 

were all within normal limits. 

[The patient was encouraged to be out 

of bed.] Drips were weaned. 

[The patient was started on his 

Plavix.] 

(5) On postoperative day #2, 

the patient was off all drips, [ 

was started on Aspirin 325 per day 

and Captopril 6.25 t.i.d.] 

[…] 

(6) The patient was trans-

ferred to the floor . 

(1) “On the 15/05/2005 Mr.97, a 

married, 82 years old patient, was 

admitted to the hospital. The 

patient's previous history includes 

peripheral_vascular disease(s). 

(2) �On the 17/05/2005 the 

patient went through a "CABG" 

operation and was admitted to the 

ICU. 

(3) In the first hours following 

the CABG procedure, propofol, 

levophed and milrinone were 

started. Swan-ganz catheter, ar-

terial line, chest tube, atrial 

wires and vent wires were insert-

ed, artificially breathing was 

started, heart rhythm was Paced. 

The patient's hematocrit, arterial 

bp and spo2 were Low, tempera-

ture was Afebrile and his urine 

source was through an external 

catheter.  

(4) Later on, propofol was 

stopped. O2 delivery device was 

Nasal Cannula, heart rhythm was 

Normal sinus and blood transfu-

sion was given. The patient's O2 

Flow State was 3 then 4 ; hemato-

crit and urine output were Low. 

(5) On post-oper day #1, the 

patient's Arterial BP State re-

mained Low and Hematocrit State 

remained Low ; o2 flow was 2. 

Levophed and milrinone were 

stopped. […] 

(6) The patient was discharged 

from ICU on 21/05/2005. The 

patient was discharged from hos-

pital on 23/05/2005.” 

 

Below we bring the text generated from the longitudinal 

example record in the diabetes domain (this particular 

database did not include human-generated text for 

comparison): 

“Mr.1111 is a male diabetes patient in the age group: 75-84. He was 

monitored and treated in our clinic between Aug-2002 to Jan-2004. 

His Creatinine_State and Albumin-State level were normal from Jun-

2002 to Jan-2004. To decrease the bloodPressure the patient re-

ceived calcium channel blockers, beta blocking agents, ace inhibitors 

and thiazides. Due to infection, the patient received sulfonamides. To 

decrease the glucose the patient received metformin. Glucose de-

creased from Jun-2002 to Jan-2004 from grade_3 to grade_2...”. 

Judging by examples we have gone through, the overall pro-

cess is quite feasible and shows definite promise, but we have 

learned from our current preliminary experiments that much 

additional domain knowledge needs to be added. 

Discussion 

In the cardiothoracic surgery domain, it can be noted that in 

the CliniText summary text, there are data items that do not 

appear in the original text. If some of these data are redundant, 
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we could prune them by defining additional heuristics in the 

pruning step, for example.  

Another interesting point to be observed is that in the original 

text the levels of abstraction varies as compared to the levels 

of abstraction that appear in the CliniText summary, in which 

we always strive to have a uniformly high level of abstraction 

(e.g. “hematocrit = 22.3” vs. “hematocrit state = Low”). 

Allowing the user to interactively navigate into the raw 

concepts that the abstraction was abstracted from can provide 

them with lower levels of abstraction when required. We are 

currently adding this capability. 

Note that the original text, produced by humans, may contain 

wrong information.  In our example (Table 2), it is stated in 

paragraph #6 that the patient was discharged from the ICU, 

and in paragraph #7 the error is corrected by saying that the 

patient was actually kept in the ICU due to bed availability. 

Such errors cannot occur in the CliniText summary, if the data 

are correct. On the other hand, when there are erroneous data, 

we cannot avoid generating an incorrect text. An additional 

layer of data validity checks could be added to the process to 

clean the data before the text starts to be generated.  

One of the advantages of having a discharge summary text 

being produced automatically is that the output format is 

structured and does not depend on subjective factors (e.g. how 

tired is the physician writing it, or how many discharge 

summaries she already wrote). Furthermore, the information 

to be included or omitted has been defined by objective 

consistent criteria, resulting in an objective data-and-

knowledge-based summary. Finally, adding several surface 

realization modules might enable the future generation of 

multi-lingual summaries of the same record. 

The knowledge acquisition step when applying the system to a 

new medical domain is an essential step of the process. 

Although the representation of the knowledge in our 

knowledge-representation language allows reuse and easy 

update of the knowledge, and is supported by a previously-

evaluated graphical medical knowledge-engineering tool [16], 

it still requires a collaboration between a medical expert, who 

provides the medical knowledge, and a knowledge engineer 

who converts the knowledge into knowledge instances. 

The main purpose of building the described prototype was to 

demonstrate the feasibility of creating a system that can 

generate a complex knowledge-based textual summary of 

arbitrarily long time-oriented clinical data, in different 

domains. We showed that it is possible to produce a readable 

textual summary, and include the main events and data, using 

domain knowledge. We intend to evaluate the CliniText 

system regarding the quality of the generated text and 

functionality of the summary for relevant pre-defined tasks. 

We described a new generalized architecture for generation of 

free text summaries of longitudinal clinical data. In our 

system, the input data are allowed to be (1) heterogeneous, 

which makes the NLG task significantly more complex, (2) of 

high density, which means that the summaries will not be 

brief, and (3) longitudinal, with unlimited duration. Unlike the 

approach we took, most existing approaches are not based on 

the use of complex knowledge specific to the application 

domain, and thus cannot automatically create meaningful 

domain-specific interpretations. Furthermore, these systems 

cannot decide what data or interpretations are potentially 

redundant by using a robust domain-specific knowledge base 

and a formal interpretation theory. Moreover, existing systems 

do not have the capability for interactive exploration of the 

resulting text summaries at various domain-specific, 

semantically meaningful levels of abstraction, a capability for 

which our system provides the infrastructure.  

Conclusion 

An architecture such as implemented in the CliniText system 

can be used to summarize longitudinal clinical data using rich 

domain knowledge. Further evaluation is needed to assess the 

quality and functionality of the generated text. 
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Abstract 

Knowledge of the left ventricular ejection fraction is critical 

for the optimal care of patients with heart failure. When a 

document contains multiple ejection fraction assessments, 

accurate classification of their contextual use is necessary to 

filter out historical findings or recommendations and 

prioritize the assessments for selection of document level 

ejection fraction information. We present a natural language 

processing system that classifies the contextual use of both 

quantitative and qualitative left ventricular ejection fraction 

assessments in clinical narrative documents. We created 

support vector machine classifiers with a variety of features 

extracted from the target assessment, associated concepts, 

and document section information. The experimental results 

showed that our classifiers achieved good performance, 

reaching 95.6% F
1
-measure for quantitative assessments and 

94.2% F
1
-measure for qualitative assessments in a five-fold 

cross- validation evaluation. 

Keywords: 

Heart Failure, Ventricular Ejection Fraction, Medical 

Informatics, Natural Language Processing 

Introduction 

Ejection fraction is a measure of the percentage of the blood 

in a heart ventricle that is expelled during contraction. 

Knowledge of the left ventricular ejection fraction (LVEF) is 

critical for the optimal care of patients with heart failure. 

Multiple life-prolonging treatments for patients with heart 

failure (HF) have been demonstrated in randomized trials that 

enrolled patients with an LVEF below 40%. The LVEF is 

needed to determine if patients will benefit from treatment and 

ensure that these treatments are prescribed to the appropriate 

patients.  

The U.S. Veterans Healthcare Administration (VHA) 

Consortium for Healthcare Informatics Research (CHIR) 

Translational Use-Case Project for Ejection Fraction (TUCP-

EF), and the Automated Data Acquisition for Heart Failure 

(ADAHF) research project aimed at the automated extraction 

of LVEF mentions, LVSF (left ventricular systolic function) 

mentions, and their associated quantitative and qualitative 

assessments, as described in the following examples: 

• LVEF mentions (e.g., “left ventricular ejection 

fraction”, “VISUAL ESTIMATE OF LVEF”, “EF”) 

• LVEF quantitative values (e.g., “~0.60-0.65”, “0.45”, 

“50%”) 

• LVEF or LVSF qualitative assessments (e.g., 

“NORMAL”, “mildly decreased”, “SEVERE”) 

• LVSF mentions (e.g., “Global left ventricular systolic 

function”, “systolic dysfunction”, “LVSF”) 

When determining the current and most reliable LVEF 

assessment in a clinical note, identifying the contextual use of 

these assessments is important. For example, those that are 

mentioned as recommendations or historical values can be 

ignored or used for historical reference for longitudinal 

evaluation, and knowing whether an assessment was a 

summary,  interpretation or a measurement can be used to 

prioritize the values used for document-level LVEF 

assessment. For this study, we focused on classification of the 

contextual use of LVEF quantitative and qualitative 

assessments into five different categories: summary, 

interpretation, technical measurement, recommendation, or 

past finding.  

To our knowledge, this is the first attempt at LVEF 

assessment contextual use classification in HF, however 

several studies have focused on classification of similar 

specialized purpose, such as tumor status [1], lung cancer 

stages [2], and medication prescription status classification 

[3]. More for local context recognition and analysis, several 

Natural Language Processing (NLP) systems have been 

developed that focused on the negation or other assertions of 

medical concepts. For negation classification, rule-based 

systems like Negfinder [4] and NegEx [5] have been 

introduced. They used regular expressions with trigger terms 

to determine whether a medical term was negated. In BioNLP-

2009 [6] and CoNLL-2010 [7-8] Shared Tasks, detecting 

negations (and their scope) in the natural language text was 

the focus. Kilicoglu and Bergler [9] compiled negation cues 

from the corpus and detected the negation using dependency-

based heuristics. Morante et al. [10] implemented two stages 

of negation scope detection: sentence- level classification and 

phrase level with memory-based learning. 

Assertion classification was the focus of the 2010 i2b2 NLP 

challenge [11]. The defined task consisted in choosing the 

status of medical problems by assigning one of the six 

categories: present, absent, hypothetical, possible, conditional, 

or not associated with the patient. Several studies then used 

this challenge data and showed that machine learning 

approaches [12-14] performed better than handcrafted rule-

based systems. 

In the following sections, we will describe the methods we 

used for context classification and present our experimental 

results with feature contribution analysis. 
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Materials and Methods 

We approached the contextual use classification task as a 

supervised learning problem. The classifier is given a LVEF 

assessment as input and must assign one of the five context 

categories as output. We created Support Vector Machine 

(SVM) classifiers with a variety of lexical features extracted 

from the target assessment, associated concepts, and section 

titles.  

The TUCP-EF corpus of clinical notes used for this task 

consists of echocardiography reports, radiology reports, and 

other note types in the VHA developed using the Text 

Integration Utility (TIU) software [15]. These clinical notes 

were manually annotated for LVEF and LVSF mentions and 

assessments along with the contextual use of these 

assessments. We defined each category of contextual use, as 

explained below: 

Contextual Use of Assessments 

Summary 

Any assessment is appearing in the summary of important 

findings in the study. Summary is the short and concise 

briefing of the study, as the contrast to the usually detailed and 

lengthy interpretation. Examples: 

• FINAL IMPRESSION: “Normal” LV function 

• EF “55-65%”. 

Interpretation 

Any assessment generated based on a clinician’s synthesis of 

the echocardiography machine metrics and reading of the 

ultrasound images using expert clinical judgment. This 

assessment usually appears in the body of the echo report as 

detailed findings or impressions. Examples: 

• Systolic function is “normal” with estimated ejection 

fraction “60%”. 

• LVEF appears “mildly reduced” (“35-40%”). 

Technical Measurement 

Any metrics that appear to be taken directly from the 

echocardiography machine readings. This indicates that the 

assessment is calculated using various algorithms from the 

technician’s measurement. Examples: 

• Ejection fraction is calculated at “42%”. 

• LVEF (Teichholz): “33%” 

Recommendation 

Any assessment generated as part of decision support 

messages or reminders. This is not an assessment associated 

with the actual patient, but rather serves as a recommendation 

or instructional guidelines. Examples: 

• Please contact primary care provider should patient’s 

ejection fraction fall under “40%”. 

• If “severe” systolic dysfunction is observed in studies 

with limited visual, please repeat the study within -

two days. 

Past Finding 

Any assessment from a previous echocardiography study. This 

reflects the patient’s past LVEF assessments and is not the 

value estimated from the current study. Examples: 

• No significant change from a previous study (“50-

55%”). 

• Compared to the last echo,the systolic function has 

reduced from “normal” to mildly decreased. 

Data Description 

The TUCP-EF corpus includes 3,060 clinical notes from three 

different components of the VistA electronic health record 

files [15]: echocardiography laboratory reports (1140 reports, 

from 16 VHA medical centers sampled at random), the 

radiology package (720 reports, from 5 medical centers 

sampled at random), and TIU (1200 reports, from 17 sites 

sampled at random). Among these 3,060 reports, 1,465 reports 

contained at least one of our concepts of interest (i.e., LVEF 

or LVSF mentions or assessments) and were selected for this 

project. 2,185 quantitative assessments and 1,278 qualitative 

assessments were manually annotated. The distributions of 

contextual use categories are displayed in Table 1. No 

qualitative assessment was annotated as technical 

measurement, recommendation or past finding. 

Table 1 – Distribution of contextual use categories 

Contextual use 

Quantitative Qualitative 

Count % Count % 

Summary 944 43.2 811 63.5 

Interpretation 927 42.4 467 36.5 

Tech. measurement 296 13.6 0 0.0 

Recommendations 10 0.5 0 0.0 

Past finding 8 0.4 0 0.0 

All 2,185 100.0 1,278 100.0 

 

Two of the contextual use categories (Summary and 

Interpretation) accounted for nearly 85% of the quantitative 

assessment instances in the data set, while the other three 

classes were relatively infrequent.  

For qualitative assessments, a heart failure expert identified 

terms used to describe the left ventricular function and 

provided quantitative EF ranges to correspond to each term, as 

shown in Table 2. To enhance the consistency of assessments, 

we normalized and grouped each qualitative assessment into 

six ranges (<30%, 25-35%, 30-40%, 35%-45%, 40-50%, and 

>50%) and used a list of assessment terms for this purpose. 

This numerical range was assigned when the assessment 

contained one of the assessment terms.  

Table 2 – Qualitative assessment ranges and terms 

Range Terms 

<30% Severe 

25-35% moderate to severe 

30-40% Moderate 

35%-45% mild to moderate 

40-50% Mild 

>50% normal, borderline low, lower limits of 

normal, hyperdynamic, preserved 

 

We also normalized each quantitative value with the same 

ranges. To assess the consistency of assessments, we 

compared each pair of assessments in a document with the 

normalized ranges. 73 clinical notes (about 5% of the corpus) 

contained assessment pairs that did not agree with each other 

(i.e., their ranges were different), even when not considering 

the pairs with overlapping ranges (e.g., one assessment with 

25-35% and the other with 30-40%.)    
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Contextual use classification is crucial to determine which 

assessment to use to determine the document-level LVEF, 

especially when multiple assessments have different ranges. 

When selecting the document-level LVEF, recommendations, 

and past findings were excluded, and the following order was 

used to prioritize the assessments: 

summary (quantitative) > summary (qualitative) > 

interpretation (quantitative) > technical measurement 

(quantitative)  > interpretation (qualitative) 

In the next section, we describe how the feature vectors were 

extracted from clinical notes and which feature set was 

utilized for contextual use classification. 

Methods 

We built a NLP information extraction application with two 

pre-processing components and SVM classifiers, as depicted 

in Figure 1. Pre-processing includes a tokenizer and a section 

detector.  

Clinical 

notes

Section detector

Tokenizer

Feature extractor

SVM classifiers

Feature 

vectors

 

Figure 1 – Application architecture for feature extraction and 

classification of contextual use  

The tokenizer is based on regular expressions and splits the 

text in groups of alphanumerical characters separated by white 

space characters. For clinical note section detection, we 

randomly selected 150 documents (about 10% of the corpus) 

and compiled the list of section headers related with the 

concepts of interest. A phrase was detected as a section header 

when it contained the following keywords: impression, 

summary, findings, conclusion, assessment, interpretation, 

results, and note. 

Machine Learning Classification Features 

Features extracted from pre-processors are listed below: 

• Lexical: A bag-of-words representation of lexical 

features included the assessment term itself, uni-grams 

and bi-gams of five words preceding it, and five 

words following it. 

• Concept position: We created two binary features to 

represent whether the occurrence of the assessment 

was the only one in the document, and whether any 

preceding assessment existed before the target 

assessment in the document. We also defined a feature 

representing the assessment location normalized by 

the document length. 

• Related concept: We created features for mentions 

related to the target assessment. We captured the 

nearest LVEF or LVSF mentions. The mention term 

itself, uni-gram and bi-gams of five words preceding 

it, and five words following it were used for this set of 

features. We also computed the distance by counting 

the words between the target assessment and the 

nearest mention. 

• Section: We detected the phrases containing the 

section header keywords listed above. Titles of the 

nearest section, the nearest previous section, and the 

nearest following section were used as section 

features. 

Contextual Use Classification 

We trained two multi-class SVM classifiers, one for 

quantitative assessments, and the other for qualitative 

assessments, both using the LIBLINEAR software [16]. The 

quantitative assessment classifier assigned one of the five 

contextual use categories: summary, interpretation, technical 

measurement, recommendations, and past finding. Due to the 

absence of annotations in all five categories, the qualitative 

assessment classifier only made a binary decision between 

summary and interpretation categories. 

Experimental Results 

Feature Contribution 

For training and then testing our approach, we performed a 

five-fold cross validation with the TUCP-EF corpus to 

measure the contribution of each of the four subsets of 

features explained above. Table 3 shows the cross- validation 

results when cumulatively adding each set of features.  

Like other previous contextual classification tasks (e.g., 

negation detection and assertion classification), using only 

lexical features provided a good baseline for quantitative 

assessments classification. However, the lexical features were 

less helpful for qualitative assessment classification. 

Surprisingly, using only section features allowed for an F
1
-

measure of 94% with qualitative assessments. It showed that 

global features such as section titles could be more beneficial 

than the local lexical features for qualitative assessments when 

there are not many distinguishable cue words in the context 

window surrounding the assessment mention. 

Table 3 – Feature contribution: F
1
-measure (%) 

Features Quantitative Qualitative 

1. Lexical 90.3 78.3 

2. Concept position 57.2 77.2 

3. Related concept 78.2 80.2 

4. Section 80.9 94.0 

1 + 2 91.9 85.9 

1 + 2 + 3  91.6 86.9 

All (1 + 2 + 3 + 4)  95.6 94.2 

 

Using concept position features for qualitative assessments 

performed better than for quantitative assessment. Most 

summary assessments were mentioned later in the document 

than other assessments. The features extracted from the 

nearest LVEF or LVSF mentions were used to mitigate the 
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limited window size of lexical features. These related concept 

features helped more than lexical features for qualitative 

assessments and gave about 2% higher F
1
-measures. 

Combining features, especially with section features, allowed 

for substantially better performance than with models trained 

with only individual sets of features. Using a chi-squared test 

to measure statistical significance, the performance of the full 

feature system (All, 1 + 2 + 3 + 4) was significantly better 

than the systems with other feature combinations (p < 0.001), 

but not significantly better than the system using only section 

for qualitative assessments (p = 0.801). 

Classification Results 

As seen in Table 4, the classification of summary, 

interpretation, and technical measurement quantitative 

assessments showed good performance with over 95% F
1
-

measures. The recommendation category benefitted the most 

from lexical features with 90% F
1
-measure even with few 

instances (only ten examples). However, the classifier 

performed very poorly with past finding assessment. No past 

finding assessment was correctly classified with highly 

unbalanced class probabilities, indicating that there is ample 

room for improvement for this category.  

Overall, our classifiers achieved good performance, reaching 

95.6% F
1
-measure for quantitative assessments and 94.2% F

1
-

measure for qualitative assessments in a five-fold cross- 

validation evaluation. 

Table 4 – Classification results (%): recall (R), precision (P), 

and F
1
-measure (F) 

Contextual use 

Quantitative Qualitative 

R P F R P F 

Summary 95.9 96.1 96.0 95.7 95.2 95.5

Interpretation 95.8 94.7 95.2 91.7 92.4 92.0

Tech. measurement 97.0 97.3 97.1  

Recommendations 90.0 90.0 90.0  

Past finding 0.0 0.0 0.0  

All 95.6 95.6 95.6 94.2 94.2 94.2

 

Table 5 displays counts of true positives (bolded), false 

positives, and false negatives of each category in a confusion 

matrix. Even though detecting sections played an important 

role in both quantitative and qualitative assessment 

classification, some summary assessments under the section 

titles that were not captured by our section detector were 

misclassified as interpretation assessments. Summary 

quantitative assessments were often misclassified as 

interpretation assessments with 39 false negatives and 32 false 

positives. 

Table 5 – Confusion matrix [True positives are bolded] 

Contextual use 

Classified as 

Summ Inte Tech Reco Past 

Quantitative     

  Summary 905 39 0 0 0 

  Interpretation 32 888 7 0 0 

  Tech. measurement 0 8 287 1 0 

  Recommendations 0 0 1 9 0 

  Past finding 5 3 0 0 0 

Qualitative     

  Summary 776 35    

  Interpretation 39 428    

 

We observed that many technical measurement assessments 

were preceded by a colon mark (':') in the corpus. When there 

is no punctuation between a LVEF and a quantitative 

assessment, for example in “EF 57%”, the assessment was 

misclassified as an interpretation assessment. Several past 

finding assessments were misclassified as summary or 

interpretation assessments. Future improvement possibilities 

to reduce these errors include defining features capturing date 

expressions near the quantitative assessment for this past 

finding category.  

Conclusion 

This study demonstrated that the local context of quantitative 

and qualitative LVEF assessments could be successfully 

classified using multi-class SVM classifiers. We showed that 

our application performed well for both quantitative and 

qualitative assessments with various local and global features. 

We observed that lexical features and section information 

features contributed the most to this good performance. 
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Abstract 

In this study we have developed a rule-based natural language 

processing (NLP) system to identify patients with family 

history of pancreatic cancer. The algorithm was developed in 

a Unstructured Information Management Architecture 

(UIMA) framework and consisted of section segmentation, 

relation discovery, and negation detection. The system was 

evaluated on data from two institutions. The family history 

identification precision was consistent across the institutions 

shifting from 88.9% on Indiana University (IU) dataset to 

87.8% on Mayo Clinic dataset. Customizing the algorithm on 

the the Mayo Clinic data, increased its precision to 88.1%. 

The family member relation discovery achieved precision, 

recall, and F-measure of 75.3%, 91.6% and 82.6% 

respectively. Negation detection resulted in precision of 

99.1%. The results show that rule-based NLP approaches for 

specific information extraction tasks are portable across 

institutions; however customization of the algorithm on the 

new dataset improves its performance. 

Keywords:  

Natural language processing, Unstructured Information Man-
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Introduction 

There has been a slow annual increase in the incidence of 

pancreatic cancer between 2000-2009 worldwide, in contrast 

to the decrease for most other major cancers. Pancreatic 

cancer is one of the deadliest cancers, with approximately 

73% death rate among patients within the first year of their 

diagnosis [1]. It is estimated that 46,420 (23,530 men and 

22,890 women) will be diagnosed with, and 39,590 (20,170 

men and 19,420 women) will die of, cancer of the pancreas in 

2014. Pancreatic cancer has several risk factors such as 

obesity, smoking, and alcohol intake, but its exact causes are 

not yet known. Screening the general population for early 

identification of pancreatic cancer is infeasible, and there is no 

reliable test for its early detection. Screening high-risk 

populations might be effective in reducing mortality. It is 

estimated that 10% of pancreatic cancers have a familial basis 

[2]. One first-degree relative (parents, siblings or children) 

with pancreatic cancer increases the risk 7-9 fold, and three or 

more first-degree relatives with pancreatic cancer increase the 

risk 17-32-fold [3]. Risk is also increased if a first-degree 

relative diagnosed with pancreatic cancer before age 50 [4].  

Another group of patients that are at risk of having pancreatic 

cancer is patients with pancreatic cysts [5]. In our previous 

work, we developed natural language processing (NLP) 

techniques to identify patients with pancreatic cysts from 

clinical notes [6-8]. In this study, we are focusing on 

identifying patients with family history of pancreatic cancer 

using a rule-based algorithm.  

Much of the information in clinical notes is in free text format, 

making it a challenge for secondary use of clinical data. 

Information extraction (IE) attempts to structure and encode 

the information buried in free text clinical notes. Statistical 

machine learning and rule-based approaches have been used in 

the development of IE techniques. Machine learning 

approaches require annotated training examples and lack 

portability. Rule-based approaches on the other hand perform 

very well when a task involves a specific subdomain or a 

limited number of named entities [9]. Although, rule-based 

approaches are cumbersome to implement, they have been 

widely used in clinical NLP. In this study, we have developed 

a rule-based method to identify patients with family history of 

pancreatic cancer and assessed the generalizability of our 

algorithm on a different institutions than it was originally 

developed.   

Related Work 

Family history identification consists of various steps, 

including section segmentation, relation discovery between 

family members and diagnosis, and negation detection.  

Automatic identification of section headers in clinical notes is 

an important preprocessing step in the family history 

extraction. Argumentative zoning is a closely related task that 

attempts to classify each sentence of a scientific article into 

one of seven sections of “background”, “other” (other 

researchers’ work), “own” (author’s work), “aim”, “textual” 

(textual organization of the paper), “contrast” (work 

weaknesses of others) and “basis” (authors’ work based on the 

work of others) [10]. Sequential tagging approaches such as 

Naïve Bayes (NB) and maximum entropy (MaxEnt) models 

have been used in solving this problem. MaxEnt model of 

Merity et al., achieved 96.88% F-Score [11]. Another closely 

related task is the classification of sentences, in abstracts of 

scientific articles, into separate sections such as introduction, 

methods, results, and conclusion. Machine learning algorithms 

such as SVM, Hidden Markov Models (HMM), and 

Conditional Random Fields (CRF) have achieved accuracies 

ranging from 90-94.3% [12-14]. 

In clinical domains, researchers have developed an algorithm 

called SecTag that uses a combination of NLP techniques, and 

rules-based and Naïve Bayesian scoring methods to identify 

section headers [15]. Section header terminology in this work 

was developed using the Quick Medical Reference (QMR) 

knowledge base, Logical Observation Identifiers Names and 
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Codes (LOINC), and various other resources with data models 

similar to UMLS
 

[16]. Similar to argumentative zoning, 

sequential tagging algorithms have also been used in clinical 

section segmentation. Li et al. used HMM to label sections in 

clinical notes to one of 15 possible known section types 

achieving per section accuracy of 93% and per-note accuracy 

of 70% [17]. Tepper et al. used two methods: A one-step 

approach that segmented and classified sections in one step, 

and a two-step approach that used two different models for 

section segmentation and classification. In the one-step 

approach, they used the MaxEnt sequential tagging model to 

identify if a line was in the beginning, inside, or outside (BIO) 

of a section category. In the two-step approach, they used 

again MaxEnt sequential tagging to first label each line with 

BIO tags, and then used a separate classification algorithm to 

label each section with appropriate section categories. The 

two-step approach outperformed the one-step approach with 

precision, recall, F-measure of 90.0-97, 90.4-96.7, 89-96.8 

(%) respectively, on three different datasets
 

[18].  

Once a family history section is identified and sentences 

within this section are parsed, the next step is to associate the 

diagnosis with the correct family members. Both rule-based 

and dependency parsers have been used to associate family 

members with diagnoses concepts. Goryachev et al. developed 

a rule-based algorithm using tokens such as “comma”, “and”, 

“dot”, “patient has”, “patient had” to assign diagnosis 

concepts to family members [19]. Their method achieved 

higher precision and recall in comparison to a dependency 

parser based algorithm used in another study [20].  

Nearly half of the sentences related to family history were 

negated. Negation detection has been an inevitable step in 

processing clinical notes that has attracted much attention 

[21]. NegEx is one of the most commonly used negation 

algorithms in clinical NLP [22]. Several other negation 

identification algorithms (such as NegExpander [23], 

NegFinder [24], ChartIndex [25], DepNeg [26] and DEEPEN 

[7]) have also been developed using context-free grammar and 

dependency parsing to improve negation detection accuracy.  

To our knowledge, none of the previous work in family 

history identification consider all of the steps involved in this 

task. Friedlin et al. reported sensitivity of 93% and positive 

predictive value of 97% in extraction of family history, but 

their method only considers family histories reported under 

the family history section and not those buried under various 

other sections in clinical notes
 

[27]. It also doesn’t extract 

exact family members and classify family members as 

primary, secondary, and unknown relatives. Goryachev et al’s 

work does not examine the negation status of diagnoses found 

under the family history section [19]. Lewis et al. reported that 

only 2% of sentences with a family member term were 

negated compared to 17% of sentences reported under the 

family history section being negated. Although they stated 

their interest to identify negation in their future work, they 

have not analyzed negation in their latest work [20].  

PancPro is a Bayesian modeling framework used to assess the 

pancreatic cancer risk of patients with family history of 

pancreatic cancer [28]. However, it does not use NLP 

techniques to extract family history information from clinical 

notes, so information was collected using a questionnaire.  

Materials and Methods  

Data Source 

The study was approved by the Institutional Review Board 

(IRB) protocol of each institution separately. Below are the 

descriptions of each institution dataset. 

Indiana University (IU) 

Clinical notes of patients who visited Sidney and Lois 

Eskenazi Hospital in Indianapolis during March-December 

2013 were used in this study. On average, 7,270 patients 

visited the hospital each month with a range of 80 to 95 

thousand reports for all patients during that month. A detailed 

description of the dataset has been previously published [8]. 

The dataset was randomly divided into 60% for training and 

40% for testing. 

Mayo Clinic  

We used Mayo cancer registry data to obtain a list of patients 

with pancreatic cancer. There were a total of 3,573 patients in 

the registry, out of which 2,923 had a family history section in 

their clinical notes. Clinical notes for those patients were 

extracted from the Mayo Clinic data repository, and text from 

the family history section of those notes form the second data 

set.   

Methods 

Clinical reports are organized into sections with headers such 

as “Physical Examination,” “Medication,” “Family History.”  

Usually a patient’s family history is reported under the family 

history section of the narrative reports. However, this is not 

always the case. It is sometimes mentioned in the patient’s 

history, diagnosis, or other sections. Based on this 

understanding, we divided family history identification into 

two parts: In the first part, the patient’s family history, which 

is reported under the family history section, was identified. In 

the second part, the family history section was removed from 

the clinical note and any mention of a family history in other 

sections was identified. The first part consisted of three sub-

parts: 1) section header detection, 2) family members and 

diagnoses identification, and 3) relation discovery between 

family members and diagnoses.  

Section header detection 

A rule-based algorithm based on the SecTag terminology was 

developed to identify the clinical notes sections for the IU data 

set. While at Mayo, clinical notes are CDA 1.0 compliant, 

wherein sections have been codified. Although SecTag 

terminology is a large-scale effort to assemble an exhaustive 

list of terminologies used as section headers of clinical notes, 

due to lack of standard and universal convention there are still 

terms used in other institutions that are not found in the 

SecTag terminology list. For instance, section headers such as 

“Past Medical, Social, Family History” and “Social and 

Family History” were used in IU clinical notes, but were not 

available in the SeTag terminology. We added these terms to 

our dictionary list to identify family history sections.  

Family member and diagnosis identification 

After a family history section was identified, sentences report-

ed under this section were detected using Ytex sentence detec-

tor [29]. A list of keywords indicating pancreatic cancer con-

cepts and family members were collected using UMLS 

metathesaurus [30] and manual review of a random set of clin-

ical notes. This dictionary was then used to identify family 

member and pancreatic cancer concepts within a sentence. 

Relation Discovery 

Associating family member with pancreatic cancer in a 

sentence with only one family member is trivial, e.g.:  

A. “Notable for a father with what sounds like cirrhosis, 

colorectal cancer, as well as pancreatic cancer, and 

alcohol abuse.” 

However for sentences with more than one family member, 

this task is challenging (e.g. Sentence B): 
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B. “The only cancers in her family include a first cousin 

on her mother's side with breast cancer in her xxx, as well 

as a paternal aunt who had pancreas cancer in her xxx, 

and her brother who died of pancreas cancer at the age 

of xxx.” 

We developed a set of rules that divides the sentence into sub-

sentences based on tokens such as “,”, “;” or “, and” and 

associate family member and disease in each sub-sentence.  

For example, in sentence “B”, after dividing the sentence to 

three sub-sentences, we could link “paternal aunt” and 

“pancreas cancer” in the sub-sentence “as well as a paternal 

aunt who had pancreas cancer in her xxx”, and the terms 

“brother” and “pancreas cancer” in the sub-sentence “and her 

brother who died of pancreas cancer at the age of xxx” 

If the pancreatic cancer concept was found with no family 

members in sentences under the family history section, the 

general term “family history” was assigned to the concept.  

In order to identify family history of pancreatic cancer 

mentioned other in sections of the report, the family history 

section was removed and the same algorithm was applied 

where at least one family member must be mentioned. 

An NLP system using UIMA framework, shown in Figure 1, 

was developed to accommodate the above steps. First, two 

blocks in the UIMA pipeline are ‘report separator’ and 

‘metadata annotator’ that extract each report’s main body and 

its metadata information, such as report name, ID, date and 

patient medical record number. Reports’ main bodies were 

then used as an input for the next block of code where family 

history sections were detected. After the family history section 

was extracted, the section was split into sentences and family 

member and diagnosis were identified. We used our 

previously developed negation algorithm called DEpEndency 

ParsEr Negation (DEEPEN) to find out the negation status of 

diagnosis concepts in a sentence
 

[31]. DEEPEN improves the 

NegEx algorithm by double-checking the negation status of 

concepts using a nested chain of dependency relations 

between negation words and desired concepts within a 

sentence. Finally, all the extracted information (including 

patient medical number, report name, report date, the sentence 

containing the concept, the diagnosis concept, and related 

family members) was found in the sentence, and their negation 

status was stored in a database.  

 

Figure 1- Analysis engines developed in the UIMA pipeline to 

identify patients with family history of pancreatic cancer. 

Results 

Table 1 shows the performance of the system on the IU 

training and testing sets. The system output consists of patient 

medical record number, sentence, diagnosis, family member 

and negation. The results were evaluated as correct or 

incorrect by two independent reviewers with inter annotator 

agreement of 95.9%. A result is correct if pancreatic cancer is 

associated with the correct family member and negation status 

of the diagnosis was identified accurately. Any errors in these 

finding were considered as an incorrect instance. We also 

considered hypothetical cases (i.e. a sister may have had 

pancreatic cancer.) as incorrect. If pancreatic cancer related to 

patient or a non-blood relative (e.g., wife or husband) was 

mentioned, it was considered as irrelevant. 

 

Table 1- IU dataset evaluation. 

Train  Correct  Incorrect Irrelevant  Precision 

Affirmed  22 7 2 75.9 

Test Set  Correct InCorrect Irrelevant  

Affirmed  14 2 2 88.9 

Negated 2 0 0 100% 

 

We applied the same algorithm to the Mayo clinic dataset 

without any modifications (Table 2). Precision is defined as 

the number of correct instances over the total of correct and 

incorrect instances. As shown, the performance of the system 

has been consistent across the two institutions.  

Table 2- Mayo dataset evaluation.  

 Correct  InCorrect Irrelevant  Precision 

Affirmed  519 72 32 87.8 

Negated 438 4 2 99.1 

 

In order to ensure that we did not miss any patient with family 

history of pancreatic cancer, 100 reports were selected 

randomly and manually reviewed. Table 3 shows the result of 

our algorithm to incorporate missing patterns in these reports: 

Table 3- Result of Mayo dataset evaluation after system 

customization. 

 Correct  Incorrect Irrelevant  Precision 

Affirmed  550 74 34 88.1 

Negated 443 4 2 99.1 

 

Another batch of 100 reports were randomly selected from the 

Mayo dataset excluding the first 100 reports to manually 

review the family history of pancreatic cancer. There was no 

missing pattern in the second set of randomly selected reports. 

In relation discovery evaluation, true positives were 

considered as instances where the pancreatic cancer concept 

was assigned to the correct family member in the sentence. 

False negatives were any family member relation that was 

missed by the system. A wrong family member assignment 

was considered a false positive. 

There were total of 268 patients with a family history of 

pancreatic cancer out of 3,573 patients with pancreatic cancer 

in the Mayo Clinic’s data set. Figure 2 shows the number of 

patients identified with first, second, or third degree relative. 

 

Figure 2- Number of identified patients with one or more 1
st

, 

2
nd

, or 3
rd

 degree relative. 
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Table 4- Results of family member identification. 
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True Positive False Positive False 

Negative 

579 190 53 

Precision Recall F-Measure 

75.3 91.6 82.6 

Discussion 

In this work, we have developed an NLP system in a UIMA 

framework with multiple analysis engines, including section 

segmentation, negation detection, and relation discovery to 

identify patients with a family history of pancreatic cancer 

from clinical notes.  

We have developed our system on an IU dataset. The IU 

dataset consisted of any patient who visited the Eskenazi 

Hospital during 10 months for any reason. Due to low 

incidence of pancreatic cancer with a familial basis, we had a 

very low number of patients at IU compared to the Mayo 

Clinic dataset. Clinical notes at the Mayo Clinic are CDA 1.0 

compliant; therefore, section detection developed at IU was 

not used for the Mayo Clinic dataset. We also did not consider 

the family history mentions in other sections of clinical notes, 

other than family history in Mayo Clinic dataset. 

We can classify the errors in our system as follows:  

1. Sentence Detector 

Sentences “C” and “D” show two examples of instances 

where sentence detector fails to identify the correct boundary 

of a sentence and therefore the pancreatic cancer concept was 

improperly assigned to multiple family members. 

 

C) “Father deceased xx-xx 

colon polyp   pancreatic cancer   heart disease   alco-

hol abuse   depression 

mother 

mother alive 

heart disease   asthma   stroke/tia   high cholesterol   

arthritis  depression 

brothers 

2 brothers alive 1 brother deceased 

colon polyp   asthma 

sisters 

2 sisters alive 

osteoporosis 

famhx updates (cvi) 

high blood pressure – yes” 

 

D) “His brother died of pancreatic cancer at the age of 

xx. A sister has a history of breast cancer.” 

 

2. Complicated Family Relations  

Sentences “E”, “F”, and “G” show examples of family rela-

tion where multiple family member terms were used to show 

the relation. As we did not have these complicated instances 

of relationship in our dictionary set, our system related each 

family member term to the pancreatic cancer separately. For 

instance, in sentence “E” pancreatic cancer was related to 

mother, sister, and granddaughter. Sentence “H” shows an 

example where semantic inference is needed to infer that pan-

creatic cancer is related to the mother. 

E) “Recently she found out about her mother's sister's 

granddaughter who was diagnosed with pancreatic 

cancer at the age of xx.” 

F) “He had an uncle that was actually a half-sibling to his 

mother that died of pancreatic cancer.” 

G) “He had one cousin on the patient's father's side of the 

family (the cousin was the son of the patient's father's 

brother) who had pancreas cancer at age xx.” 

H) “Her son (our patient) found her deceased about xx 

p.m. a postmortem examination showed cause of 

death was due to multiple blood clots and she was 

found to have a widespread pancreatic cancer.”  

3) System Failure  

As mentioned in the relation discovery section, a set of rules 

was developed to divide the sentence into sub-sentences. 

When there are multiple family relation terms in a sentence 

such as sentence “I”. Each family relation term was then asso-

ciated with the pancreatic cancer concept within the sub-

sentence. In sentence “I,” “pancreatic cancer” is associated 

with “paternal grandfather,” but it failed to associate the 

“mother” and “father” with the pancreatic cancer concept in 

the sub-sentence “his mother, father,” because there is no 

pancreatic cancer concept in the sub-sentence. 

I) “His mother, father, and paternal grandfather died 

from pancreatic cancer.” 

There were few instances where co-referencing was needed to 

extract the right family relation (see sentence “J”). Our current 

system does not handle co-referencing. 

J) “She has one son living and one deceased. the one that 

is living has a recent diagnosis of pancreatic cancer, 

and three daughters.” 

Conclusions 

Pancreatic cancer is referred to as silent killer due to its few 

sign and symptoms until it is in well-advanced cancer stages. 

Screening the general population for pancreatic cancer is not 

feasible because of its low incidence and the lack of effective 

screening tests. Pancreatic cyst and family history of 

pancreatic cancer represent two windows of opportunity for 

early detection of pancreatic cancer. We have developed a 

rule-based algorithm to identify patients with a family history 

of pancreatic cancer retrospectively from their clinical records. 

Development of clinical NLP system requires resources, such 

as domain experts to develop guidelines, nurse abstractors to 

create gold standards, and researchers/programmers to 

develop and analyse the system. Although rule-based methods 

highly depend on the natural language that they have been 

developed on, this study shows that as long as the rules are 

kept simple and generalizable, we can transfer an algorithm 

developed in one institution to other institutions. 

Future steps involve refinement of the family relation 

discovery rules, especially regarding the sentence detection 

algorithm. A risk stratification method will also be developed 

based on the number and degree of family relations to assess 

patients’ risk of having cancer and a surveillance strategy will 

be designed to follow up with patients according to their risk. 
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Abstract 

Angiotensin Converting Enzyme Inhibitors (ACEI) and 

Angiotensin II Receptor Blockers (ARB) are two common 

medication classes used for heart failure treatment. The 

ADAHF (Automated Data Acquisition for Heart Failure) 

project aimed at automatically extracting heart failure 

treatment performance metrics from clinical narrative 

documents, and these medications are an important 

component of the performance metrics. We developed two 

different systems to detect these medications, rule-based and 

machine learning-based. The rule-based system used 

dictionary lookups with fuzzy string searching and showed 

successful performance even if our corpus contains various 

misspelled medications. The machine learning-based system 

uses lexical and morphological features and produced similar 

results. The best performance was achieved when combining 

the two methods, reaching 99.3% recall and 98.8% precision. 

To determine the prescription status of each medication (i.e., 

active, discontinued, or negative), we implemented a SVM 

classifier with lexical features and achieved good 

performance, reaching 95.49% accuracy, in a five-fold cross- 

validation evaluation. 

Keywords: 

Heart Failure; Angiotensin Converting Enzyme Inhibitors; 

Angiotensin II Receptor Blockers, Biomedical Informatics; 

Natural Language Processing. 

Introduction 

Heart Failure (HF) is characterized by the inability of the heart 

to pump blood at a rate sufficient to answer metabolizing 

tissues’ needs. It is a frequent condition in the U.S. adult 

population, causing more hospitalizations than all forms of 

cancer combined [1]. HF treatment can include dietary and 

physical activity therapies and invasive therapies, but 

pharmacologic therapies are the most common. Among 

pharmacologic therapies, Angiotensin Converting Enzyme 

Inhibitors (ACEI) are a mainstay of treatment in patients who 

can tolerate them; for patients who cannot take these drugs, 

Angiotensin Receptor Blockers (ARB) agents offer an 

alternative. Assessment of the care HF patient’s benefit from 

relies on detecting evidence of current treatment with these 

medications in clinical notes, along with analysis of the status 

of these medications. This information, combined with the 

functional assessment of the left ventricular function, is a key 

component of HF treatment performance measures. 

This study was realized in the context of the ADAHF 

(Automated Data Acquisition for Heart Failure) project, a 

U.S. Department of Veterans Administration (VA) project that 

aims to automatically extract data for HF treatment 

performance measures from clinical notes. These performance 

measures include left ventricular ejection fraction (LVEF) 

assessments (their mention and measured values), medications 

(ACEIs and ARBs), or reasons not to administer these 

medications, as part of the Joint Commission National 

Hospital Quality Measures Heart Failure Core Measure Set 

the VA has adopted for use in Veteran care. 

Previous efforts have focused on detecting LVEF mentions 

and values in clinical notes and determining their abnormality 

(LVEF < 40%) [2-4].   

However, to assess whether each patient’s clinical record 

substantiates proper treatment for HF, active medications 

should be considered as well. In this study, we focused on 

ACEIs and ARBs detection and classification of the status of 

these detected medications. 

Clinical notes are mostly composed of unstructured text and 

have multiple different formats depending on specialties and 

institutions. Misspelled words and non-narrative text formats 

can be found in clinical notes, especially when directly typed 

into the system by healthcare providers. For example, one of 

the medications included in our study, “Losartan”, was found 

with the following issues: 

  “Lorsartan” (misspelled word) 

  “Losartan30 mg” (tokenization problem: missing 

whitespace) 

  “L [newline] osartan” (word wrapping problem: word 

wrongly split) 

These problems make medication detection based on a simple 

dictionary lookup more difficult.  

Medications can be mentioned in multiple contexts in clinical 

notes. Most are currently taken by the patient (i.e., active), but 

some can be mentioned in the patient medical history as 

discontinued, or even mentioned as specifically not taken by 

the patient, because of an allergic reaction for example. This 

contextual information, the status of the medication, therefore, 

needs accurate analysis, and we designated three different 

categories: active (the patient currently takes the medication), 
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discontinued (the patient remains off the medication or is 

temporarily taken off the medication), and negative (the 

medication does not pertain to the patient or is negated).  

The automatic extraction of medication information from 

clinical notes was the main task of the 2009 i2b2 NLP 

challenge [5]. It focused on the identification of medications 

and attributes including dosage, frequency, treatment duration, 

mode of administration, and the reason for the administration 

of the medication. Almost twenty teams participated in this 

challenge, and Meystre and colleagues built a system called 

Textractor that combined dictionary lookups with machine 

learning approaches and reached a performance of about 72% 

recall and 83% precision [6]. 

Patrick and Li trained a sequence-tagging model using 

conditional random fields (CRF) to detect medications with 

various lexical, morphological, and gazetteer features. Their 

tagger reached about 86% recall and 91% precision (the 

highest score in the challenge) [7]. 

No published research attempted prescription status 

classification, but some developed systems to recognize the 

context or assertions of medical concepts. Chapman and 

colleagues created the NegEx algorithm, a simple rule-based 

system that uses regular expressions with trigger terms to 

determine whether a medical term is negated. They reported 

77.8% recall and 84.5% precision for medical problems in 

discharge summaries [8]. Chapman and colleagues also 

introduced the ConText algorithm, which extended the NegEx 

algorithm to detect four context categories: negated, 

hypothetical, historical, and not associated with the patient 

[9]. 

Kim and colleagues [10] developed a Support Vector 

Machines (SVM [11])-based assertion classifier for the 2010 

i2b2 NLP challenge [12] and their system reached 94.17% 

accuracy by regulating un-balanced class probabilities and 

adding features to improve performance recognizing minority 

classes. Our system for medication status classification 

expanded this system with a simplified feature set. 

In the following sections, we will describe the methods we 

used for medication detection and prescription status 

classification and present our experimental results. 

Methods 

Materials 

The ADAHF project included the development of a large 

annotated corpus of clinical narrative text notes from patients 

with HF treated in a group of VHA medical centers in 2008. 

Each document in this corpus was annotated by two reviewers 

independently, and a third reviewer adjudicated 

disagreements.  

We randomly sampled 3,000 clinical notes from our training 

corpus. The most common clinical note types were progress 

notes, discharge summaries, history and physical notes, 

cardiology consultation notes, and echocardiogram reports. 

These 3,000 notes included 6,007 medication annotations 

(4,911 ACEIs and 1,096 ARBs). Medications annotated in our 

project included all ACEI and ARB preparations available in 

the U.S. The distribution of the most common medications 

annotated in our corpus is presented in Table 1. 

Each annotated medication was also assigned a status 

category: active, discontinued, or negative. Among annotated 

medications, 4,491 (74.76%) were active, 1,191 (19.83%) 

were discontinued, and 325 (5.41%) were negative. Even 

though the discontinued or negative status was not common, 

they have to be classified accurately. 

Table 1 – Most Frequent Medications with Term Variants 

Medication Type % Frequent term variants 

Lisinopril ACEI 39.9 Lisinopril 

ACEI ACEI 16.7 ACE, ACEi, ACE inhibitor 

Benazepril ACEI 16.2 Benazepril, Lotensin 

Losartan ARB 8.2 Losartan 

Fosinopril ACEI 6.0 Fosinopril, Fos 

Valsartan ARB 5.0 Valsartan, Diovan 

ARB ARB 4.5 ARB, Angiotensin receptor 

blocker 

Captopril ACEI 1.6 Captopril 

Enalapril ACEI 0.8 Enalapril 

Irbesartan ARB 0.4 Irbesartan 

Others  0.7  

Rule-Based Medication Detection: Our first approach was 

based on a dictionary lookup with pre-defined medication 

entries. We used a modified version of ConceptMapper,[13] a 

highly configurable UIMA [14] dictionary annotator.  

To build this baseline system (DL1 system), the dictionary of 

medication terms had to be manually built. For each ACEI and 

ARB medication, we included generic names, brand names, 

and other frequently used name variations (from RxNorm and 

clinical experts’ experience with clinical text). 

Misspelled medication names are common in our corpus. For 

example, “Lisinopril”, the most frequent medication had 21 

different misspellings in our corpus: 

Lisinipril Lisinoppril Lisnopril 

Lasinopril Lisiniprli Lisinopiril 

Lisinorpril Linsinopril Liinopril 

Linsopril Lisiniopril Lisiniprol 

Lisinoril Lisinorpil Lisinorpirl 

Lisinpril Lisionpril Lisniopril 

Lisnoril Lisonopril Loisinopril 

To improve the sensitivity of our detection and include 

misspellings, we added fuzzy string searching for spelling 

variant replacement (DL1 + fuzzy searching system). We 

used the edit distance (or Levenshtein distance)[15], the 

minimum number of single-character edits needed to 

transform one word into another, to check whether each text 

token was a spelling variant of our pre-defined medication 

terms. 

To reduce the number of false positive matches in a second 

version of our system (DL2 system), we only considered 

matched word tokens as medication name candidates when 

they met the following criteria: 1) the first character was 

matched or the last four characters matched one of our 

dictionary terms, and 2) the edit distance between the word 

token and one of our dictionary terms was less than two. 
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In addition to fuzzy searching for each word token, we also 

analyzed all tokens separated by a newline to reconstruct 

wrongly split words like “L [newline] osartan.” After removal 

of the newline character between two word tokens, treating 

them as a one word token, we considered them as a correctly 

reconstructed word if they met the two-step criteria specified 

above. 

These fuzzy searching strategies allowed detection of more 

medications even when they were misspelled or erroneously 

split by a newline character. 

Machine Learning-Based Medication Detection: The 

second approach for medication detection was based on 

machine learning methods. We built a token-based classifier 

without sequential learning. A sequential tagger requires 

sentences as inputs and predicts the sequence of labeled tags 

with probabilities. In a Hidden Markov Model [16], a popular 

choice for sequence tagging, transition probabilities from one 

tag to the next tag are considered when learning a model with 

a dynamic learning algorithm like Viterbi path [17]. 

In token-based learning, the tagger only predicts a label for 

each token, independently from the previous tags. We used 

LIBLINEAR[18] with a linear SVM classifier to train our 

token-based model (SVM system). We used lexical features 

(the word itself, two words preceding it, and two words 

following it) and morphological features (prefix and suffix up 

to length of five) with B-I-O tags (B denotes the beginning of 

a term, I a token inside a term, and O a token outside a term). 

Because the classifier predicts each tag independently from 

the previous tags, we did some post-processing (using a few 

heuristic rules) to avoid undesirable tag sequences like a “B-

ACEI” (token at the beginning of an ACEI name) followed by 

“I-ARB” (token inside an ARB name).  

Finally, we combined the rule-based and machine learning-

based methods by using DL2 system’s predictions as new 

features for the SVM classifier (SVM + DL2 system). The 

feature vector was augmented with the DL-II system 

predictions for the current token, the two previous tokens, and 

the two following tokens. 

Medication Status Classification: To classify medications as 

active, discontinued, or negative (details in the Introduction), 

pre-processing included tokenization with a modified version 

of the cTAKES [19] tokenizer. The prescription status 

classifier only used lexical features from the tokenizer (i.e., all 

word tokens). We also used LIBLINEAR for this task, with a 

wider context window than for medication detection (five 

preceding and five following words) and no morphological 

features. 

Metrics and Statistical Analysis: Accuracy of the detection 

of medications is reported using typical metrics for 

information extraction or retrieval: Recall (equivalent to 

sensitivity in this context; equals true positives/(true positives 

+ false negatives)), Precision (equivalent to positive 

predictive value on this context; equals true positives/(true 

positives + false positives), and the F
1
-measure (harmonic 

mean of recall and precision; equals 

(2*recall*precision)/(recall+precision) when giving equal 

weight to recall and precision). These metrics were macro-

averaged to obtain average values for each system (i.e., each 

metric was calculated for each document, and then averaged 

across all 3,000 documents). 

Descriptive statistics are reported with 95% confidence 

intervals. Statistical analysis to compare our different 

approaches to detect medications was realized using the 

Student’s t-test as well as the Mann-Whitney U test for its 

higher efficiency with non-normal distributions. 

Results 

Medication Detection: As an easily accessible baseline 

system for our evaluation, we used eHOST[20], the Extensible 

Human Oracle Suite of Tools, an open source text annotation 

tool, to detect medications with a pre-compiled dictionary of 

medication terms, as specified in our annotation guideline.  

Table 2 – Five-fold Cross Validation Results for Medication 

Detection (macro-averaged percentages)  

System R P F 

eHOST 83.7 ±1.1 87.2 ±1.1 84.8 ±1.1 

DL1 94.8 ±0.7 96.7 ±0.6 95.3 ±0.6 

DL1+fuzzy 

searching 

96.6 ±0.5
 

97.0 ±0.5 96.5 ±0.5 

DL2 99.2 ±0.3 98.6 ±0.3 98.7 ±0.3 

SVM 97.9 ±0.4 97.4 ±0.4
 

97.5 ±0.4 

SVM+DL2  99.3 ±0.2 98.8 ±0.3 98.9 ±0.2 

R=Recall, P=Precision, F=F
1
-measure. Percentages reported with 

95% confidence intervals 

This dictionary listed multiple terms for 44 different 

medications and general categories. eHOST reached moderate 

performance (Table 2, Figures 1 and 2).  

However, many medications detected by eHOST would be 

considered true positives if partial span matches were counted. 

For example, medication names are sometimes attached to 

punctuation in our corpus (e.g., “Losartan;”, “Losartan)” ) and 

punctuation (; or ) in the same examples) should be excluded 

for exact matches, but eHOST detected these medications with 

the punctuation characters. 

 

Figure 1 - Systems Recall Comparison 
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Figure 2 - Systems Precision Comparison 

Our first dictionary lookup system (DL1) reached good 

performance, especially for precision (96.7%). Adding fuzzy 

string searching to DL1 increased recall to 96.6%. When 

adding wrongly split words correction (DL2), recall reached 

more than 99% by detecting medication names that contained 

newline characters. 

When evaluating the machine learning-based system with a 

five-fold cross validation, the SVM classifier achieved lower 

recall and precision than the DL2 system, but closer to the 

DL1 system with fuzzy searching. SVM with DL2 output 

allowed for the best performance, with the highest recall at 

99.3% and a 98.9% F
1
-measure. 

Table 3 – Systems Recall Pairwise Comparison 

Recall eHOST DL1 DL1+F DL2 SVM 

DL1 * 

DL1+F * * 

DL2 * * * 

SVM * * * * 

SVM+DL2 * * * 0.368 * 

Precision eHOST DL1 DL1+F DL2 SVM 

DL1 * 

DL1+F * 0.411 

DL2 * * * 

SVM * 0.047 0.233 * 

SVM+DL2 * * * 0.306 * 

* <0.001 

 

As indicated in Table 3, pairwise comparison and statistical 

analysis of the results reported in Table 2 and Figures 1 and 2 

demonstrated that all differences were significant (p<0.001) 

except all metrics between DL2 and SVM+DL2 (p=0.306-

368), and precision between DL1 and DL1+fuzzy searching 

(p=0.411), and between DL1+fuzzy searching and SVM 

(p=0.233).  

 

Medication Status Classification: We also used a five-fold 

cross validation with the 6,007 medication annotations to 

measure performance of medication status classification 

(Table 4). The overall accuracy was 95.49%. Precision of 

each status was above 90%, and recall of the discontinued 

status was 86.23%. Interestingly, recall was higher than 

precision with the negative status, even though they were 

associated with only 5.41% of the annotated medications in 

our corpus. 

Table 4 – Five-fold Cross Validation Results for Medication 

Status Classification 

Medication Status R P F 

Active 98.0 96.3 97.1 

Discontinued 86.2 92.9 89.5 

Negative 94.2 93.3 93.7 

Overall 95.5 95.5 95.5 

R=Recall, P=Precision, F=F
1
-measure. 

Discussion 

The dictionary lookup approach for medications detection was 

very efficient, and the fuzzy string searching boosted 

performance, especially recall. The main advantages of this 

method is that there is no need for manually annotated training 

examples and processing is fast. With the SVM classifier, 

morphological features helped detect misspelled medication 

names but didn’t help with erroneously split medication 

names. We observed that  a machine learning-based method 

could be applied successfully to this task without an external 

medical knowledge base. But it didn’t add any significant 

performance improvement when compared to the improved 

dictionary-based and rule-based system (DL2). Overall, it and 

was probably not a worthy effort in our case, considering the 

requirement for annotated training examples to train the SVM 

classifier.  

Medication status classification was satisfactory, and even 

though performance with active and negative cases was quite 

good, there is ample room for improvement with the 

discontinued status. A total of 230 (71+159) active or 

discontinued cases were misclassified as the other class (Table 

5).  

Table 5 –Medication Status Classification Confusion Matrix 

 Classified as 

 Active Discontinued Negative 

Active 4403 71 17 

Discontinued 159 1027 5 

Negative 12 7 306 

One possible avenue for future work is to develop specific 

patterns or lexicons for this discontinued status, including 

terms like ‘hold’, ‘discontinue’, or ‘d/c’. Recognizing clinical 

document sections or detecting phrases mentioning why the 
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patient was not on the medication might play an important 

role as the classifier.  

Our experimentation with machine learning-based approaches 

to detect specific medications was limited to one method, 

SVMs. Other machine learning algorithms such as 

Conditional Random Fields have been successfully applied to 

similar tasks and could also be applied to detect ACEIs and 

ARBs.  

Conclusion 

This study showed that information extraction methods using 

rule-based or machine learning-based approaches could be 

successfully applied to the detection of ACEI and ARB 

medications in unstructured and somewhat messy clinical 

notes. We boosted medication detection performance with 

fuzzy string searching and combining the two approaches. The 

preliminary work to classify the status of each medication 

showed that the words surrounding medication names were 

the most beneficial features. 

Acknowledgments 

This publication is based upon work supported by the 

Department of Veterans Affairs, Veterans Health 

Administration, Office of Research and Development, 

HSR&D, grant numbers HSR&D IBE 09-069. The views 

expressed in this article are those of the authors and do not 

necessarily represent the views of the Department of Veterans 

Affairs or the University of Utah School of Medicine. 

References 

[1] Chen J, Normand S-LT, Wang Y, Krumholz HM. National 

and regional trends in heart failure hospitalization and 

mortality rates for Medicare beneficiaries, 1998-2008. JAMA 

2011; 306:1669–1678. 

[2] Garvin JH, DuVall SL, South BR, Bray BE, Bolton D, 

Heavirland J, Pickard S, Heidenreich P, Shen S, Weir C, 

Samore M, Goldstein MK. Automated extraction of ejection 

fraction for quality measurement using regular expressions in 

Unstructured Information Management Architecture (UIMA) 

for heart failure. J Am Med Inform Assoc 2012; 19:859–866. 

[3] Meystre SM, Kim J, Garvin J. Comparing Methods for 

Left Ventricular Ejection Fraction Clinical Information 

Extraction. AMIA Summits Transl Sci Proc, CRI 2012:138. 

[4] Kim Y, Garvin JH, Heavirland J, Meystre SM. 

Relatedness Analysis of LVEF Qualitative Assessments and 

Quantitative Values. AMIA Summits Transl Sci Proc, CRI 

2013:123. 

[5] Uzuner O, Solti I, Cadag E. Extracting medication 

information from clinical text. J Am Med Inform Assoc 2010; 

17:514–518. 

[6] Meystre SM, Thibault J, Shen S, Hurdle JF, South BR. 

Textractor: a hybrid system for medications and reason for 

their prescription extraction from clinical text documents. J 

Am Med Inform Assoc 2010; 17:559–562. 

[7] Patrick J, Li M. High accuracy information extraction of 

medication information from clinical notes: 2009 i2b2 

medication extraction challenge. J Am Med Inform Assoc 

2010; 17:524–527. 

[8] Chapman W, Bridewell W, Hanbury P, Cooper GF, 

Buchanan BG. A simple algorithm for identifying negated 

findings and diseases in discharge summaries. J Biomed 

Inform 2001; 34:301–310. 

[9] Harkema H, Dowling JN, Thornblade T, Chapman W. 

ConText: An algorithm for determining negation, experiencer, 

and temporal status from clinical reports. J Biomed Inform 

2009;42:839-851. 

[10] Kim Y, Riloff E, Meystre SM. Improving classification 

of medical assertions in clinical notes. HLT '11 Proceedings of 

the 49th Annual Meeting of the Association for 

Computational Linguistics: Human Language Technologies. 

2011: 311-316. 

[11] Boser BE, Guyon IM, Vapnik VN. A training algorithm 

for optimal margin classifiers. New York, New York, USA: 

ACM Press; 1992:144–152. 

[12] Uzuner O, South BR, Shen S, DuVall SL. 2010 i2b2/VA 

challenge on concepts, assertions, and relations in clinical 

text. J Am Med Inform Assoc 2011; 18:552–556. 

[13]ConceptMapper.  Available at: 

http://uima.apache.org/d/uima-addons-current/ 

ConceptMapper/ConceptMapperAnnotatorUserGuide.html 

[14] Apache UIMA. Available at http://uima.apache.org 

[15] Levenshtein VI. Binary Codes Capable of Correcting 

Deletions, Insertions and Reversals. Soviet Physics Doklady 

1966; 10:707. 

[16] Baum LE, Petrie T. Statistical inference for probabilistic 

functions of finite state Markov chains. The Annals of 

Mathematical Statistics 1966. 

[17] Viterbi AJ. Error bounds for convolutional codes and an 

asymptotically optimum decoding algorithm. Information 

Theory, IEEE Transactions on 1967; 13:260–269. 

[18] Chang C-C, Lin C-J. LIBSVM : a library for support 

vector machines; 2001. Available at: 

http://www.csie.ntu.edu.tw/~cjlin/libsvm.  

[19] Savova GK, Masanz JJ, Ogren PV, Zheng J, Sohn S, 

Kipper-Schuler KC, Chute CG. Mayo clinical Text Analysis 

and Knowledge Extraction System (cTAKES): architecture, 

component evaluation and applications. J Am Med Inform 

Assoc 2010; 17:507–513. 

[20] South BR, Shen S, Leng J, Forbush TB, DuVall SL. A 

Prototype Tool Set to Support Machine-Assisted Annotation. 

BioNLP '12 Proceedings of the 2012 Workshop on 

Biomedical Natural Language Processing 2012;130–139. 

Address for correspondence  

Stephane Meystre, University of Utah, Biomedical Informatics 

Department, 421 Wakara Way, Suite 140, Salt Lake City, UT 84108, 

USA

 

 

S.M. Meystre et al. / Heart Failure Medications Detection and Prescription Status Classification 613



Classifying the Indication for Colonoscopy Procedures: 

A Comparison of NLP Approaches in a Diverse National Healthcare System 

Olga V. Patterson, PhD
a,b

, Tyler B. Forbush, RCP
a

, Sameer D. Saini, MD, MS
c,d

, 

Stephanie E. Moser
d

, Scott L. DuVall, PhD
a,b

 

a

VA Salt Lake City Health Care System; 
b

University of Utah, Salt Lake City, UT;  

c

VA Ann Arbor HSR&D Center for Clinical Management Research; 
d

University of Michigan Medical School, Ann Arbor, MI 

 

Abstract 

In order to measure the level of utilization of  colonoscopy 

procedures, identifying the primary indication for the 

procedure is required. Colonoscopies may be utilized not only 

for screening, but also for diagnostic or therapeutic purposes. 

To determine whether a colonoscopy was performed for 

screening, we created a natural language processing system 

to identify colonoscopy reports in the electronic medical 

record system and extract indications for the procedure. A 

rule-based model and three machine-learning models were 

created using 2,000 manually annotated clinical notes of 

patients cared for in the Department of Veterans Affairs. 

Performance of the models was measured and compared. 

Analysis of the models on a test set of 1,000 documents 

indicates that the rule-based system performance stays fairly 

constant as evaluated on training and testing sets. However, 

the machine learning model without feature selection showed 

significant decrease in performance. 

Therefore, rule-based classification system appears to be 

more robust than a machine-learning system in cases when no 

feature selection is performed.    

Keywords:  

Natural Language Processing; Colonoscopy; Screening. 

Introduction 

Colonoscopy is a common procedure that aims to detect 

abnormalities of the colon through direct visual inspection [1]. 

One of the most common and important reasons to perform 

colonoscopy is to screen for colorectal cancer [2]. While 

regular colorectal cancer screening is widely recommended, 

recent studies have also raised concerns about overuse of 

screening colonoscopy [3]. As with any clinical procedure, 

colonoscopy carries risks of both minor and major 

complications, including death [4,5]. 

The appropriate timing of colonoscopy depends on the reason 

or indication for the colonoscopy. Previous studies of 

colonoscopy overuse have relied on administrative data to 

determine whether a colonoscopy was performed for a 

screening or non-screening indication [6]. But studies have 

repeatedly demonstrated that relying strictly on administrative 

codes achieves a relatively low accuracy for screening 

indication (sensitivity of 70.1% and specificity of 71.6%) 

[7,8]. And even when additional diagnostic codes were 

included in the algorithms, sensitivity went up only slightly to 

83% and specificity to 76% in the Department of Veterans 

Affairs (VA) clinical setting [9]. 

The Quality Assurance Task Group of the National Colorectal 

Cancer Roundtable recommends a list of key areas that should 

be covered in colonoscopy procedure reports, one of which is 

a detailed description of procedure indication [10]. Recording 

the data in structured format is not always supported by 

clinical information systems to the extent needed for proper 

documentation of patient risk factors. Thus, these clinical 

reports are commonly recorded in narrative format and stored 

as unstructured text. 

Background 

Data Sources 

As the largest integrated healthcare network in the United 

States, VA has health information on millions of Veterans for 

which it provides care. A benefit of the integrated healthcare 

system is seen in the comprehensive electronic medical 

record, the Veterans Health Information Systems and 

Technology Architecture (VistA), which was established in 

1990’s and is used across all VA healthcare facilities. Within 

the VA healthcare system, there are more than 1,400 hospitals, 

clinics, and nursing homes nationwide. Since US Veterans 

tend to receive a large proportion of their care within the VA 

system, the patient medical records contain a detailed history 

of care over the last 20 years. The records are aggregated into 

the VA Corporate Data Warehouse, which contains patient 

records from all VA facilities from October 1999 to present. 

These records are made available to VA-credientialed  

researchers with study approvals through the VA Informatics 

and Computing Infrastructure (VINCI), an analytic 

environment that combines access to nationwide VA patient 

records with computational resources and software tools.   

Even though common infrastructure and unique patient 

identifier enable integration of all data at the database level, 

individual sites have the flexibility to modify data entry in 

VistA through templates and forms [11]. Because of the strict 

requirement to comply with interoperability requirements for 

structured data, the variability among different sites mostly 

affects free text entries [12]. The divergence of installations 

across all sites and the large number of clinicians across all 

facilities result in inconsistent format and large amount of 

information recorded in clinical notes in the system [13]. This 

same variation exists in the way documents are named – 

making it difficult to  identify relevant documents.  

Colonoscopy indication is typically recorded in procedure 

reports in narrative format and is available for extraction with 

natural language processing (NLP). Document level 

classification is an NLP task that utilizes the information 

contained in a document to assign a label from two or more 

labels to each document. Since each colonoscopy report 

presents information about a single colonoscopy procedure, 

determining the indication for the procedure as recorded by 
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clinicians can be treated as a classification task. Each 

document can be classified as containing evidence of the 

purpose for the procedure as being average-risk screening 

(“Screening”) or high-risk screening, surveillance, or 

diagnosis (“Non-screening”). Detecting relevant documents is 

hindered by data entry variability and the lack of standard 

document titles, so another classification label, “Non-

colonoscopy”, was added to filter out documents that are not 

colonoscopy reports. A final classification label of 

“Unknown” was given when the indication of the colonoscopy 

was not given. 

Classification algorithms 

Detecting colonoscopy overuse at a population level and 

tracking the practice changes over time requires an automated 

system to perform extraction of colonoscopy indication from a 

heterogeneous dataset. A number of approaches have been 

used for document classification, including rules and a variety 

of supervised machine-learning algorithms [14]. Each of these 

approaches has its advantages and limitations.  

The heuristic rule-based approach (also called knowledge 

engineering) is one of the most established computational 

methods for document classification [15]. This approach 

utilizes expertise of language engineers to design lexicons and 

classification logic in a form of “if-then” decision tree 

specifically for the target domain. The advantages of such an 

approach are a) the classification logic is intuitive and 

understandable for humans, b) the algorithm is straightforward 

to implement, and c) model development does not require a 

large annotated corpus [16.17]. It has been suggested that rule-

based approaches can be applied on a new corpus without 

changes, because they rely on grammatical and lexical 

structures inherent to the specific natural language and not on 

distribution of specific features in the target corpus [18]. The 

main limitation of this approach is that the initial rule 

development is time-consuming and effort-intensive in case of 

a broad domain and highly variable language. However, the 

language used by clinicians is considered to be a sublanguage, 

and especially in such focused subdomain as colonoscopy, it 

can be expected to be lexically restricted [19]. 

Supervised machine learning approaches create a statistical 

model using computational methods applied on manually 

annotated corpora. The main benefit of this approach is that 

the resulting model is grounded in the objective mathematical 

representation of the target language. Availablitly of open 

source implementations of a number of algorithms in a variety 

of programming languages simplifies development of 

classification systems [20,21]. Minimization of the human 

effort requried in knowledge base development is often 

mentioned as a benefit of using a machine learning approach 

[15]. However, such a statement misrepresents the actual 

human effort required for successful implementation of a 

classification system. In order for the statistical algorithm to 

have a sufficient number of training examples, a relatively 

large number of documents have to be manually annotated. 

While generally speaking, the annotators’ time is less 

expensive than the time of a highly qualified clinical expert 

and knowledge engineer, the need for a large, consistently 

annotated corpus puts a high time and effort demand on 

annotators for planning, training, and adjudication tasks. At 

the same time, machine learning approaches do not eliminate 

knowledge engineering burden, but rather shift it to feature 

engineering [14]. The easiest and the most popular feature set 

to implement is known as a bag-of-words model that simply 

uses the lexical shape of all tokens in a document as binary 

features [22]. Such models result in a large and very sparse 

feature space because each distinct token in the whole corpus 

becomes a feature and each document has only a subset of the 

lexicon. However, in order to make classification more 

efficient and accurate, thoughtful feature selection is required 

[23]. Depending on the feature set, additional annotations 

might be needed, increasing the human effort [24]. Another 

drawback of machine learning approaches is that typically a 

model is highly dependent on the distribution of the classes in 

the training dataset, therefore, adapting the model for a dataset 

with a different distribution will likely lead to a decreased 

performance. From the end user perspective, the machine 

learning models are hard to interpret and appear to be “black 

boxes” that can be mistrusted by clinicians [25]. 

The Automated Retrieval Console (ARC) is an information 

retrieval system developed in VA that allows binary document 

classification by applying a supervised machine-learning 

algorithm on a set of features derived through NLP [26]. ARC 

utilizes the Apache Clinical Text Analysis and Knowledge 

Extraction System (cTAKES) to define features without the 

need for customization [27]. ARC evaluates feature 

combinations and allows the user to select the highest 

performing feature set or any of the other feature set 

combinations for the classification model. By packaging NLP 

and machine learning components into a unified application, 

ARC shifts users’ development focus to document selection 

and reference standard definition. Previous research has 

attempted to identify colonoscopy indication using ARC [28]. 

The dataset used, though, was manually selected to contain 

only pathology reports. The ARC model achieved sensitivity 

of 0.77 and specificity of 0.88 in classifying pathology reports. 

The manual selection of documents is only feasible for small 

projects and does not support ongoing monitoring of 

colonoscopy indications. 

This paper describes the development of rule-based and 

machine-learning based models for classifying clinical 

documents with the type of indication for colonoscopy. The 

performance of these models is also compared with the use of 

ARC. 

Methods 

Manual Annotation 

In order to create a system that is able to handle a continuous 

stream of heterogeneous data, the study cohort included all 

patients who underwent a colonoscopy procedure at the VA 

facilities in fiscal years 2009 to 2012, as identified using 

administrative procedure codes. We created a set of metadata 

filters using an iterative process of manual review to exclude 

notes with extremely low probability of being a colonoscopy 

procedure note. These filters were tuned to be inclusive of 

notes with any indication of relevance and were designed to be 

scalable for future large-scale implementation of the system. 

The filters excluded notes authored by staff of unrelated 

specialties, and included only notes created within a 

reasonable time frame of the procedure. From this enriched 

corpus, 2,000 notes were selected for manual annotation, 

ensuring that all VA facilities that perform colonoscopies were 

represented in the sample. Each document was independently 

reviewed by 2 chart abstractors and classified as  “Screening”, 

“Non-screening”, “Non-colonoscopy”, or “Unknown” using 

an open-source annotation tool eHOST [29]. Reviewers 

annotated the text span that was most informative in 

determining the classification. The annotators achieved inter-

annotator observed agreement of 0.76 across all classes and 

0.79 on Screening. Annotation disagreements were 

adjudicated by a gastroenterologist. Annotator inconsistency 

was noted when the same phrase was marked as being 

indicative of different categories. The conflicting documents 

were reviewed again by the gastroenterologist, and the 
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classification discrepancy was resolved. In addition, 1,000 

documents were selected randomly from the enriched corpus 

and manually classified for validation. Table 1 presents the 

distribution of classifications in the training and validation 

sets.  

Algorithms 

The requirements of the project led us to develop a rule-based 

system as the core of a robust and accurate colonoscopy 

indications classification system. In order to compare 

performance of the final system to other approaches, though, 

we used the same annotated dataset to develop machine 

learning models.  

Table 1 - Class distribution in the training dataset of 2,000 

documents and validation dataset of 1,000 documents 

Document  Training Dataset Validation Dataset

label Count Proportion Count Proportion

Screening 417 0.209 182 0.182 

Non-screening 1018 0.509 388 0.388 

Non-colonoscopy 526 0.263 407 0.407 

Unknown 39 0.020 23 0.023 

 

Rule-based model (RB) 

Each document in the reference standard contained one 

annotation that reflected the human perception of the 

indication for the colonoscopy procedure. In addition to the 

class label, these annotations provided a string of text that was 

sufficient to make the label determination. We reviewed the 

distinct text strings in the annotated documents and created an 

initial rule set for classification. These rules were in the form 

of regular expressions to mark text containing evidence of 

colonoscopy indications and a logic module that analyzed the 

matches and applied heuristics to produce the document label. 

The first iteration system was applied on the reference set of 

documents and an error analysis was performed. Analysis of 

the mislabeled documents produced additional rules. Limiting 

indication phrase searches to only specific sections was 

determined to improve classification accuracy. Another rule 

set was added to filter out documents that were not 

colonoscopy reports. After implementing the additional rules, 

another error analysis was performed to confirm the 

improvement in performance. The last iteration focused on 

improving section segmentation and optimizing classification 

rules.  

The final system was developed as an NLP pipeline based on 

the VINCI Leo framework, a set of libraries that enables rapid 

development and more efficient utilization of  the 

Unstructured Information Management Architecture 

Asynchronous Scaleout (UIMA AS) [30,31].  

The system has the following modules: 

• Document type detection determines whether the 

document is a colonoscopy report or not based on  

mentions of other procedures or keywords such as 

“planned procedure”, “informed consent”, or “pre-

procedure assessment”.  

• Indication section identification was implemented as a 

two-step process and detects the beginning and the end of 

sections likely to contain colonoscopy indication if the 

document is a colonoscopy report. Keywords such as 

“indication”, “reasons for colonoscopy”, and “preoperative 

diagnosis” were used to find the beginning, and “consent”, 

“complications”, or double blank line to find the end of the 

section.  

• Screening indication detection uses keywords and phrases 

within indication sections that are common to documents 

classified as “Screening”. 

• Non-screening indication detection uses keywords and 

phrases within indication sections that are common to 

documents classified as “Non-screening”. 

The rule-based classification labeled documents based on the 

presence of identified keywords and phrases.  If a document 

contained evidence that it was not a colonoscopy report, the 

document was labeled as “Non-Colonoscopy”. If a document 

was determined to be a colonoscopy report, contained an 

indication section, and contained any mention of increased 

risk, it was labeled with the “Non-screening” class. If the 

document contained only mentions of average risk, the 

document was labeled with the “Screening” class. If the 

document contains an indication section, but the system did 

not find any evidence that the colonoscopy report was either 

for screening or non-screening purposes, the document was 

labeled as “Unknown”. 

The system can accept narrative text either from a database or 

as text files and can output the document names and their 

corresponding labels to a database or a comma-delimited file. 

This rule-based approach will be referred to as RB. 

Full document SVM model (ML1) 

The first supervised machine-learning model was developed 

using a bag-of-words feature set. Bag-of-words is a commonly 

used classification approach that minimizes the need to 

perform expert-driven feature selection by using the presence 

of the specific words in a document. The feature set in these 

models are high-dimensional, because each feature stands for 

a distinct lexical form found in the corpus. The feature sets for 

this approach used the words from the entire document, which 

resulted in an average of 286 features per document. A 

support vector machine (SVM) is a machine-learning 

algorithm capable of processing large feature sets in multi-

class classification tasks. LIBSVM, an open-source Java-

based implementation of the SVM algorithm, was used to train 

a document classifier [20].  

In order to use machine learning capabilities of the VINCI Leo 

architecture, a pipeline was developed to transform documents 

into their bag-of-words feature representation, to apply 

LIBSVM on the resulting feature set, to store the SVM model, 

and to apply that model on a new set of documents. The model 

created by this system will be referred to as ML1. 

Limited context SVM model (ML2) 

A second supervised machine-learning algorithm was 

developed to focus just on the indication section. By 

narrowing the feature set to only words contained in the 

indication section, algorithm efficiency and, possibly, 

accuracy could improve. The indication section identification 

functionality of the rule-based system was first applied to the 

document and a second SVM model was created that used a 

bag-of-words approach only of those words within the 

indication section. The size of the limited context feature set 

was reduced to an average of 9 features per document. The 

model created by this system will be referred to as ML2. 

ARC 

In order to compare expert-driven and computationally driven 

feature selection, we decided to use ARC to determine the best 

feature set for classification. One of the main limitations of 

ARC is that it is designed to automatically create binary 

classification models (not multi-class models). Therefore, we 

had to modify the classification problem to “Screening” versus 

all other categories. Applying ARC on the reference dataset 

resulted in a number of models that had various performances 
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based the selected features sets. Training ARC and 

determining the best feature set took over 14 hours to 

complete on the 2,000 training documents. The best-

performing feature set was selected for the final model. The 

systems performances were measured using the standard 

definitions for  document classification tasks as outlined in the 

figure below. 
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Figure 1 – Formulas used for performance analysis 

Results 

The models were run on the training dataset, and the training 

performance is presented in Table 2. ARC failed to process 3 

files and they were excluded from the analysis. The four 

approaches were also applied to the validation set, and the 

standard performance metrics are presented in Table 3. The 

binary classification (“Screening” vs. all other labels) is 

presented in order to compare the models that allow multi-

class comparisons with ARC. 

Table 2 – Performance of four models on “Screening” versus 

other labels classification on training data 

 RB ML1 ML2 ARC 

True positive  397 411 406 333 

True negative  1537 1579 1574 1478 

False positive  46 4 9 107 

False negative  20 6 11 82 

Accuracy  0.967 0.995 0.990 0.906 

PPV  0.896 0.990 0.978 0.757 

NPV 0.987 0.996 0.993 0.947 

Sensitivity  0.952 0.986 0.974 0.802 

Specificity  0.971 0.997 0.994 0.932 

Table 3 – Performance of four models on “Screening” versus 

other labels classification on validation set 

 RB ML1 ML2 ARC 

True positive 161 119 152 144 

True negative   792 793 786 785 

False positive   26 25 32 33 

False negative   21 63 30 38 

Accuracy 0.953 0.912 0.938 0.929 

PPV  0.861 0.826 0.826 0.814 

NPV 0.974 0.926 0.963 0.954 

Sensitivity  0.885 0.654 0.835 0.791 

Specificity  0.968 0.969 0.961 0.960 

 

We used the standard definitions of classification performance 

metrics. Because of a narrow and fairly straightforward task 

definition (and large number of training cases), all four 

systems performed with a similar level of accuracy, but the 

rule-based system slightly outperformed others. The 

specificity of all four systems was not significantly different. 

However, sensitivity of the full document bag-of-words SVM 

model of 0.654, compared to the sensitivity of the rule-based 

system of 0.885, represents a significant difference (p<0.01). 

As the result, the overall accuracy of the rule-based model on 

test set was also significantly better than the accuracy of ML1 

model.  In addition to measuring accuracy, we also recorded 

the processing time required to evaluate the test dataset by 

each of the models. Processing with ARC took over one hour, 

and the other three models processed the 1,000 documents in 2 

to 3 minutes. 

Discussion 

The overall system accuracy is only one of many factors to be 

considered when deciding what computational approach to use 

for the design of a document classification system. Depending 

on the purpose of the system, requirements for scalability, 

flexibility, processing efficiency, and available skill set of the 

research personnel have to be taken into account. We aimed to 

create a system capable of processing a large number of files 

and flag them with one of three labels. This goal set the 

following system requirements:  1) The system must be able to 

handle multi-class labeling; 2) The system must be able to 

process a large number of documents; and 3) The system must 

be relatively easy to update and maintain. 

The demand for manual effort spent annotating reference 

standard, creating classification heuristics, and engineering a 

feature set varies by approach, and it must be considered. The 

narrow problem scope and the restricted nature of the clinical 

subdomain limited the language variability, making it feasible 

to develop classification rules manually. 

The effect of feature selection on the performance of machine 

learning system emphasizes need for the thoughtful feature 

selection. The model that performed the best on the training 

set was the SVM model created on the full document ML1, 

achieving almost perfect accuracy. However, the same model 

performed the worst on the testing set and achieved 

significantly lower level of accuracy as compared to the 

training set (p<0.01). The main reason for such a large change 

in performance from training to testing datasets is overfitting. 

The ML1 model captured the idiosyncrasies of the training set 

notes and their distributions, but may have encoded features 

that are not meaningful for the overall problem. Even simple 

but meaningful feature selection is able to substantially 

improve performance of a machine learning model as 

illustrated by the difference in performance of ML1 and ML2 

models on the validation set. 

While ML2 and ARC both performed feature selection and 

achieved comparable level of accuracy, the amount of time 

consumed by ARC to perform classification was substantially 

longer. The reason for this additional processing time is that 

ARC runs documents through the default pipeline of cTAKES 

which results in a large number of features being generated 

that may not be used for classification.  

Limitations 

The main goal of the model comparison performed for this 

study was to compare the performance of the rule-based NLP 

system to performance of other models that could be created 

with a minimal investment of time. As a result, we created 

three machine learning models with different feature sets. 

Testing results between the rule-based system and the three 

machine learning systems show performance increase when 

expert time was invested in rule development. Performance 

comparison between ML1 and ML2 illustrates performance 

increase when expert-driven feature selection was performed 

at the cost of expert time to engineer the feature set. While the 

ARC model also employed feature selection, ARC’s feature 

set was completely computer generated. ARC performance 

can be compared to the rule-based NLP system performance 

to illustrate the performance trade off when using a general-

purpose tool as compared to a project specific custom tool. 
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Conclusions 

NLP can be successfully used to detect colonoscopy procedure 

indications even in case of unknown document type. While 

machine learning systems are commonly regarded as the holy 

grail of computational analysis of text, achieving acceptable 

performance and interpreting the results is challenging. The 

results of this study indicate that narrow domain and limited 

scope problems are well suited to be evaluated using heuristic 

rule-based models rather than machine learning algorithms 

without thoughtful feature engineering.  

Availability of off-the-shelf machine learning tools, such as 

ARC, makes these methods attractive for research projects. It 

may be in the combination of off-the-shelf and project specific 

customization using which the efficiency and accuracy can 

best be optimized. 
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Abstract 

Clinical terminologies and ontologies are often used in 

natural language processing/understanding tasks as a method 

for semantically tagging text. One ontology commonly used 

for this task is SNOMED CT. Natural language is rich and 

varied: many different combinations of words may be used to 

express the same idea. It is therefore essential that ontologies 

and terminologies have a rich set of synonyms. One source of 

synonyms is Wikipedia. We examine methods for aligning 

concepts in SNOMED CT with articles in Wikipedia so that 

newly-found synonyms may be added to SNOMED CT. Our 

experiments show promising results and provide guidance to 

researchers who wish to use Wikipedia for similar tasks. 

Keywords:  

Ontology; Natural Language Processing; Terminology 

Introduction 

Automated understanding of text within the medical domain 

relies heavily upon the coverage of clinical terminologies. 

One such terminology, SNOMED CT, has been used 

extensively for such tasks [1-10]. An observation which has 

been noted by researchers examining SNOMED CT’s 

coverage of clinical problem lists is that it could benefit from 

a more expansive set of synonyms [11]. 

As of the March 2014 English release, SNOMED CT contains 

403,465 concepts, organized into several hierarchies covering 

medicine and medicine-related domains. Each of the 403,465 

concepts contains at least two textual representations – one 

which includes one of a few dozen semantic types for 

disambiguation purposes, and one without. To these, there are 

added 230,863 synonyms which generally consist of 

alternative names, abbreviations, and shortened forms. 

Wikipedia [12] is a community-maintained encyclopedia, 

covering topics in nearly every imaginable domain. It has a 

large number of articles related to medicine and science [13], 

and its scientific articles are of similar quality as Encyclopedia 

Brittanica [14]. Subdomains of its medicine-related articles, 

such as mental health, have been shown to have similar 

accuracy when compared to curated web sources [15]. As of 

December 2014,
1

 Wikipedia contained over 4.6 million 

articles in English. One source of synonyms in Wikipedia is 

page redirects.  

Wikipedia is being used increasingly often in medicine. In 

certain subdomains it has shown to be useful as a patient 

education resource [16]. In 2009, 28% of pharmacists reported 

using Wikipedia for drug information [17]. It has also been 

                                                           

1

 We use version 20140614 in this study. 

shown to be useful in monitoring infectious disease [18]. 

Wikipedia is being used in medical research with increasing 

frequency. Google Scholar finds about 20,300 results for the 

terms “wikipedia” and “medical” since 2013, and only an 

extra 1,400 since 2010.  

Every article in Wikipedia is tagged with one or more of over 

900,000 categories, which form a directed graph 

(“hierarchy”). Unfortunately, Wikipedia’s “hierarchy” of 

categories “is barely useful for ontological purposes” [19]. 

For example, Cath lab is a page in the category Cardiac 

procedures. A cath lab is certainly a place where a cardiac 

procedure may be performed, but it is not itself a cardiac 

procedure. Indeed the categorization of pages is often more 

similar to a collection of related topics, rather than a rigorous 

ontological classification. For this reason, the ontology 

alignment techniques which have previously been used with 

SNOMED CT (such as [20, 21]) are not helpful.  

We develop a method for automatically matching SNOMED 

CT concepts to Wikipedia articles based on lexical matches 

between synonyms from both, using heuristics, and through 

alignment of useful portions of the Wikipedia category 

hierarchy with SNOMED CT semantic types. Previous 

research has categorized Wikipedia articles as being either 

health-and-clinically related, or not, using the Wikipedia 

category hierarchy [22].  

Elkin et al. [8] have used a set of 2.5 million synonyms 

created through a knowledge engineering process in the iNLP 

system. They used word synonyms such as cancer for 

neoplasm, then propagated the synonym through all concepts 

using the original word, creating new term synonyms. So, the 

synonym cancer of tonsil is added for neoplasm of tonsil. One 

issue with this approach is that many of the synonyms may 

never appear in actual text. Wikipedia redirects, on the other 

hand, are created because they are believed likely to occur. 

We are, of course, not the first to extract synonyms from 

Wikipedia (see [23] for one of the earliest examples), but we 

believe we are the first to attempt to enhance SNOMED CT 

synonymy using heuristic based extraction methods with 

Wikipedia. 

Methods 

Wikipedia’s redirect pages (henceforth, redirects) have no 

content; they only automatically redirect the user to a specific 

page. Redirects are designed to get the user to the most 

appropriate page given their search. Redirects may be: 

alternative names; plurals; closely related words; pointers 

from adjectives/adverbs to the noun form; less or more 

specific forms of names; abbreviations; alternative spellings 

and common misspellings; alternately punctuated forms; 

alternative capitalizations; and subtopics within a larger article 
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[24]. Page redirects appear to be the most common way to 

derive synonymy from Wikipedia.  

There are other methods for deriving synonymy using 

Wikipedia. Bolded words in an article’s lead section are often 

synonyms according to the Wikipedia Manual of Style [25]. 

Analysis of links between pages, and more complex linguistic 

analysis of the page may also be used. In this paper we focus 

on redirects, but recognize that the other options may be 

useful, and leave analysis of them to future work. 

SNOMED CT concepts are matched with Wikipedia articles 

through lexical matches. For example, in Figure 1 you can see 

that SNOMED CT contains the concept Entire helicis major 

muscle (body structure) with two synonyms. One of those 

synonyms, Helicis major, is also in Wikipedia. Wikipedia 

then  contributes two new synonyms: Musculus helicis major 

and Large muscle of helix.  

 

Figure 1 - A match between SNOMED CT and Wikipedia 

We first performed an initial evaluation using the naïve 

matching strategy described above, generating the set of 

matches between SNOMED CT concepts and Wikipedia 

articles. We found that simply matching synonyms from 

SNOMED CT and Wikipedia does not produce very good 

results (see the Results section). However, analysis of the 

initial results led to the development of several heuristics, 

including a mapping between SNOMED CT semantic types 

and Wikipedia category “hierarchies”. We hypothesized the 

heuristics and the mapping would improve the results. 

In the remainder of this section, we discuss some 

preliminaries about Wikipedia’s category hierarchy and what 

methods we used to make use of it. Then, the problems found 

with the initial evaluation are presented and solutions 

proposed. Finally methodology we used in the final evaluation 

is presented. 

Wikipedia Categories 

Every page in Wikipedia is a member of one or more 

categories, defined by the community according to the 

categorization guidelines [26]. Categories are organized into a 

directed graph which contains cycles, and includes edges 

between “hierarchies” from higher to lower level categories. 

The category graph also allows for multiple inheritance: a 

subcategory may have more than one supercategory. This 

structure is illustrated in Figure 2. These characteristics are so 

prevalent that often the closure of subcategories of an upper 

level category is all or most of Wikipedia.  

To overcome these difficulties with the category graph, we 

use two independent approaches, with the results later 

combined. The first approach is naïve – it simply determines 

if the subcategorical closure of a category is all or most of the 

categories in Wikipedia. If it is, it recursively navigates up to 

d levels below the initial category, at each step checking again 

if the subcategorical closure is all or most of the categories in 

Wikipedia. At the point where the subcategorical closure is  

 

 

Figure 2 - An illustration of the structure of the Wikipedia 

category “hierarchy”. 

not all or most of Wikipedia, or depth d is reached, the 

algorithm cuts subcategory links. For this study, we used d=2.  

The second approach we use is similar to that of [22]: using a 

breadth-first approach we traverse the graph down from the 

top-level category (Articles) assigning each category a number 

for its depth. If a category has a subcategory which has a 

depth less than that of the category itself, that relation is 

removed.  

Alignment 

During careful analysis of the initial results, we determined 

that poor matches and synonyms occurred for five reasons. 

For each of these we have proposed a solution. 

1. Problem: Many incorrect matches between SNOMED CT 

and Wikipedia (those where none of the resulting 

synonyms are relevant) occur because a SNOMED CT 

synonym matches with a Wikipedia redirect for a page 

outside the appropriate domain.  

Example: The SNOMED CT concept articular surface of 

bone has the synonym joint. In Wikipedia, joint is 

polysemous. One use is for drugs, where synonyms such 

as dooby are found. 

Solution: We use the mapping in Table 1 to ensure the 

domain is maintained. Only the included semantic types 

are matched on. We require 50% of an article’s categories 

to be in the SNOMED CT semantic type of choice. This 

value was chosen based on work by [22] categorizing 

health data in Wikipedia. 

2. Problem: Related, but incorrect, redirects often are exact 

matches of other SNOMED CT terms.  

Example: In Wikipedia, cutaneous sarcoidosis redirects to 

the article sarcoidosis. In SNOMED CT, these are two 

distinct (but related) concepts. 

Solution: Eliminate redirects which match other SNOMED 

terms from the results. 

3. Problem: Acronyms are very polysemous, even within 

subdomains.  

Example: The acronym ED can stand for: eating disorder, 

effective dose, emergency department, erectile 

dysfunction, and others. 

Solution: Acronyms are excluded from match criteria, but 

not results. 

4. Problem: If there are more than 10 new synonyms found 

for SNOMED CT terms outside substances, products, 

disorders, and observable entities, the new synonyms are 

often unreliable. 

Example: The SNOMED CT concept Malus (the genus for 

apple trees) when matched against Wikipedia results in 47 

new “synonyms”, many of which are subtypes like Malus 

domesticus, parts such as Appleblossom or even related 

topics like apples and teachers. Out of the 47, only 5 were 

actual synonyms. 

Solution: These are removed from the results. 
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5. Problem: Some subhierarchies of SNOMED CT semantic 

types contain data not within Wikipedia, and any matches 

will likely be incorrect.  

Example: The subhierarchy adjectival modifier below 

qualifier value contains many adjectives, while adjectives 

are not well covered by Wikipedia 

Solution: The subhierarchies adjectival modifier, and 

specific site descriptor are excluded. 

Final Evaluation Methodology 

Evaluation was performed again after the solutions in the 

Alignment section were applied. Two researchers, DRS and 

PLE, independently created the ground truth used in this 

study. One-hundred matches and all of their resulting 

synonyms were randomly sampled and scored. Both 

annotators classified each new synonym as either being: 

correct; incorrect, but a subtype; incorrect, but a supertype; 

incorrect, but related otherwise; or incorrect and unrelated. If 

a synonym was incorrect but also would never occur in the 

domain it was excluded from the evaluation results. If a 

synonym was correct, annotators would classify the synonym 

as one of: morphological variant – those which a stemmer 

would find equivalent; spelling variant; capitalization variant; 

shortened or extended form; eponym; structured coding; or 

word or term synonym. The number of correct and incorrect 

synonyms found by DRS and PLE were compared using 

Cohen’s kappa coefficient to measure inter-annotator 

agreement (κ=.77).  Discrepancies between the two annotation 

results were examined by DRS, and the most correct 

annotation result was accepted. If a most correct option was 

not obvious, DRS and PLE discussed the discrepancy until a 

consensus could be reached. 

Results 

Initial Evaluation 

In this trial we found 43,580 exact lexical matches between 

SNOMED CT and Wikipedia with 42,958 of those having 

new synonyms. From these we extracted 446,053 new 

synonyms. We sampled 100 of the matches (consisting of 988 

new synonyms). A single researcher examined these results 

carefully and found that only 407 (41.2%) of the new 

synonyms were valid. An additional 360 synonyms (36.4%) 

were related to the SNOMED CT concept, but were incorrect. 

These were often related to a higher or lower level concept. 

The remaining 221 (22.4%) were completely unrelated.  

Final Evaluation 

After elimination of SNOMED CT concepts from semantic 

types we do not believe are covered well by Wikipedia (those 

not in Table 1), there are 272,613 SNOMED CT concepts. 

Using the heuristics and matching techniques detailed in the 

methodology section, our system matches 30,781 SNOMED 

CT concepts. Of those which are matched, 26,580 have new 

synonyms. Out of the box, SNOMED CT contains 230,863 

synonyms. To those, we add an additional 183,100.  

Of the 517 synonyms analyzed, we found that 452  (85.6%) of 

them were correct (true positives), 76 (14.4%) of them were 

related but incorrect, and 1 (0.2%) was incorrect and 

unrelated. These percentages are significantly better than the 

initial evaluation, as visualized in Figure 3.  

 

Table 1 - Mapping between SNOMED CT semantic types and Wikipedia categories 

SNOMED CT Hierarchy 

SNOMED CT 

Semantic Type Wikipedia Categories 

Body Structure 

body structure Anatomy 

cell structure Cell anatomy 

Clinical Finding 

finding Health 

disorder  Health 

Geographical location / 

Environment 

geographic location Geography 

environment Types of healthcare facilities, Buildings and structures, Human 

habitats 

Event event Events 

Observable entity observable entity Medical signs, Health care 

Organism organism Organisms 

Pharmaceutical / biologic 

product 

product Drugs, Proteins, Chemical substances, Body fluids 

Physical force physical force Force, Physical quantities 

Physical object physical object Physical objects 

Procedure 

procedure Medical tests, Health care, Management 

regime/therapy Medical treatments 

Qualifier value qualifier value Articles 

Record artifact record artifact Medical records, Documents, Technical communication 

Social context 

social concept Human behavior, Society, Personal life 

ethnic group Ethnic groups 

racial group Race (human classification) 

Specimen specimen Biological specimens, Analytical chemistry 

Staging and scales 

tumor staging Cancer staging 

staging scale Medical scales,  Cancer staging 

assessment scale Medical scales 

Substance substance Human proteins, Chemical substances 
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Figure 3 –Percent of correct, incorrect but related, and 

incorrect and unrelated results in the initial and final 

evaluations. 

 

Figure 4 –Correct, incorrect but related, and incorrect but 

unrelated results in the initial and final evaluations. 

Not only did precision improve as a result of our matching 

technique, few of the correct synonyms found in the initial 

evaluation were incorrectly eliminated (Figure 4). If we take 

the sample percentages and apply them to the total number of 

found synonyms, then compare the initial to final evaluations, 

we find that the number of correct synonyms decreased from 

183,748 to 156,744 (14.7% change), incorrect but related 

decreased from 162,529 to 26,305 (83.82%), and incorrect 

and unrelated decreased from 99,775 to 346 (99.65%). 

Of the correct results, we found that 61.95% were either word 

or term synonyms, 4.65% were shortened or extended forms, 

0.44% were eponyms, 0.22% were word order variants, 

14.60% were various structured codings, and the final 18.14% 

were capitalization, spelling, or morphological variants. Of 

the incorrect but related results, we found that 11.84% were 

subtypes and an additional 24.36% were supertypes. Very few 

of the synonyms we evaluated would never occur in the 

domain – only 7 of the total evaluated (1.3%). 

Most matches are from the semantic types body structure 

(13.5%), disorder (17.9%), organism (22.4%), product 

(8.7%), and substance (26.4%). Our 100 sampled matches 

closely followed these percentages. In order to better 

understand the characteristics of the matching algorithm in 

these categories, we had an annotator examine random 

additional examples from these categories until we had around 

40 matches from each (see Table 2). 

The relative lack of unrelated incorrect results in this table 

shows that our matching method is correctly matching 

SNOMED CT terms with Wikipedia articles for the exact 

concept or a closely related concept.  

Table 2 - Statistics for common semantic types 

Type 

Match 

Count 

Correct 

Syns. 

Incorrect 

Related 

Incorrect 

Unrelated 

body structure 40 126 25 0 

disorder 40 174 42 1 

organism 40 117 1 1 

product 38 628 39 0 

substance 40 293 0 0 

all others 40 151 85 1 

 

Comparison with Previous Work 

We compared the synonyms created using our process with 

those from Elkin et al.’s iNLP system. We found that only 

8,222 of our new synonyms were in their expanded synonym 

set. We did not use a knowledge engineering approach as they 

did, which likely would have inflated this number greatly.  

Discussion 

Using community-sourced data is difficult, because the level 

of rigor used in its creation is not always of the highest level. 

The methods we’ve discussed do not give perfect results, 

though they are much better than a naïve approach. To help 

understand what made our system imperfect, we have 

conducted error analysis on incorrect synonyms.  

We have identified three major classes of reasons for incorrect 

but related synonyms. First, in some cases Wikipedia has 

redirects from the looked up SNOMED CT term to a related 

article in which discussion of the concept is only a small part 

of the article. For example, symptoms of a disease might 

redirect to a closely associated disease. Consider that black 

vomit redirects to yellow fever, since vomit containing blood is 

a major symptom of yellow fever (and in Spanish, yellow 

fever is known as vomito negro for this reason). 

The second reason for incorrect but related synonyms is that a 

mid-level SNOMED CT concept matches a Wikipedia page 

which has redirects from more specific or closely associated 

terms or topics without pages themselves. For example, the 

page for the genus Diaptomus has a redirect from Diaptomus 

rostripes which is a species in that genus with no page itself.  

The final reason is that SNOMED CT sometimes has 

synonyms which are more vague than the concept they stand 

for. For example, SNOMED CT has a concept for lower leg, 

which is usually defined as the lower extremity from the knee, 

to the ankle. One of the synonyms is simply leg. This is not 

really a synonym, and that it matches with a more general 

Wikipedia article should not be surprising.  

Incorrect and unrelated terms occurred generally for two 

reasons. In some cases Wikipedia simply had incorrect 

redirects. For example SkyUnion redirected to 

Immunoglobulin G, while Sky Union appears to be a video 

game company. Some semantic types in SNOMED CT are 

extremely broad, most notably qualifier value. There are many 

subhierarchies of qualifier value which match Wikipedia very 

well, but some do not. We made an effort to eliminate bad 

subhierarchies which contained mostly adjectives, but there 

are others which are problematic. Specifically, it seems that 

matches from the concepts under context values are 

particularly low quality (e.g., the concept Done matches a 

Wikipedia page about an album named Done). In very broad 

categories, our matching heuristics have only a small impact. 

D.R. Schlegel et al. / Automatically Expanding the Synonym Set of SNOMED CT using Wikipedia622



Some Wikipedia categories such as Organisms and Chemical 

substances seem to have articles with very high quality 

redirects. Chemical substances in particular often have articles 

for very specific substances instead of redirecting to classes of 

substances, even if the specific article has little text. Many 

articles in these categories include codings such as enzyme 

codes and molecular formulas. 

Future research should explore methods to expose deep 

semantic understanding of articles to both extract more 

synonyms and ensure correctness. We believe deeper 

understanding of Wikipedia articles, combined with using 

parents and children of a SNOMED CT concept being 

matched, may improve our results. We will also explore 

methods for attaching provenance and confidence to 

synonyms. Eventually it is our goal to release frequently 

updated versions of our synonym set publicly,
2

 and use 

crowdsourcing techniques to continually increase quality. 

Conclusion 

It is well known that the more synonyms which are available 

for terminological concepts, the more easily ontologies and 

terminologies may be used for natural language processing 

and understanding tasks. We have used Wikipedia redirects as 

a source to  increase the number of synonyms in SNOMED 

CT by 183,100 with precision of 85.6%. Our techniques for 

matching SNOMED CT concepts against Wikipedia articles 

have produced a significant improvement over naïve 

approaches. Moreover, our experiences with using Wikipedia 

in this research project may be a valuable resource for other 

researchers looking to use Wikipedia as an enrichment source.  

Acknowledgements 

The authors would like to acknowledge Matt Hudson for his 

helpful comments on previous drafts of this paper. 

References 

[1] Brown, S.H., et al. eQuality for all - extending automated 

quality measurement from free text clinical narratives. 

AMIA Annu Symp Proc. 2008:71-5. 

[2] Elkin, P.L., et al., Comparison of NLP Biosurveillance 

Methods for Identifying Influencza from Encounter 

Notes. Ann Intern Med, 2012. 156(1 Pt 1): 11-8. 

[3] Elkin, P.L., et al. Aequus communis sententia: defining 

levels of interoperability. Stud Health Technol Inform. 

2007;129(Pt 1):725-9 

[4] Elkin, P.L., et al. NLP-based identification of pneumonia 

cases from free-text radiological reports. AMIA Annu 

Symp Proc. 2008:172-6. 

[5] Elkin, P.L., et al., Secondary use of clinical data. Stud 

Health Technol Inform, 2010. 155: p. 14-29. 

[6] Fitzhenry, F., et al., Exploring the fronteir of electronic 

health record surveillance: the case of postoperative 

complications. Med Care, 2013. 51(6): p. 509-516. 

[7] Garvin, J.H., et al., Automated Quality Measurement in 

Department of the Veterans Affairs Discharge 

Instructions for Patients with Congestive Heart Failure. J 

Healtc Qual, 2012. 

                                                           

2

 The synonym set is available for download in the Research 

section of the UB Biomedical Informatics website: 

http://www.smbs.buffalo.edu/biomedicalinformatics/. 

[8] Matheny, M.E., et al., Detection of infectious symptoms 

from VA emergency department and primary care 

clinical documentation. Int J of Med Inform, 2012. 81(3): 

p. 143-156. 

[9] Matheny, M.E., et al. Detection of blood culture bacterial 

contamination using natural language processing. in 

AMIA Annu Symp Proc. 2009: 411-5. 

[10] Murff, H.J., et al., Automated identification of 

postoperative complications within an electronic medical 

record using natural language processing. JAMA, 2011. 

306(8): p. 848-855. 

[11] Elkin, P.L., et al., Evaluation of the Content Coverage of 

SNOMED CT: Ability of SNOMED Clinical Terms to 

Represent Clinical Problem Lists. Mayo Clinic Proc, 

2006. 81(6): p. 741-748. 

[12] Wikipedia:About - Wikipedia, the free encyclopedia.  

[cited 2014 Dec. 6]; Available from: 

http://en.wikipedia.org/wiki/Wikipedia:About. 

[13] Friedlin, J. and C.J. McDonald, An evaluation of medical 

knowledge contained in Wikipedia and its use in the 

LOINC database. J Am Med Inform Assoc, 2010. 

17(283e287): p. 283e287. 

[14] Giles, J., Internet encyclopaedias go head to head. 

Nature, 2005. 438(7070): p. 900-901. 

[15] Reavley, N.J., et al., Quality of information sources 

about mental disorders: a comparison of Wikipedia with 

centrally controlled web and printed sources. 

Psychological medicine, 2012. 42(08): p. 1753-1762. 

[16] Thomas, G.R., et al. An evaluation of Wikipedia as a 

resource for patient education in nephrology. in Seminars 

in dialysis. 2013. Wiley Online Library. 

[17] Brokowski, L., et al, Evaluation of pharmacist use and 

perception of Wikipedia as a drug information resource. 

Ann Pharmacother, 2009. 43(11): p. 1912-1913. 

[18] Generous, N., et al., Global disease monitoring and 

forecasting with wikipedia. PLoS Comput Biol, 2014. 

10(11): p. e1003892. 

[19] Suchanek, F.M., G. Kasneci, and G. Weikum. Yago: a 

core of semantic knowledge. in Proceedings of the 16th 

international conference on World Wide Web. 2007.. 

[20] Zhang, S., et al. Alignment of multiple ontologies of 

anatomy: deriving indirect mappings from direct 

mappings to a reference. AMIA Annu Symp Proc. 2005. 

[21] Bodenreider, O., Comparing the representation of 

anatomy in the FMA and SNOMED CT. AMIA Annu 

Symp Proc. 2006. 

[22] Liu, F., et al. Automatically identifying health-and 

clinical-related content in wikipedia. in MedInfo. 2013. 

[23] Milne, D., O. Medelyan, and I.H. Witten. Mining 

domain-specific thesauri from wikipedia: A case study. 

in Proceedings of the 2006 IEEE/WIC/ACM 

international conference on web intelligence. 2006.. 

[24] Wikipedia:Redirect - Wikipedia, the free encyclopedia.  

[cited 2014 Dec. 9]; Available from: 

http://en.wikipedia.org/wiki/Wikipedia:Redirect. 

[25] Wikipedia:Manual of Style/Text formatting. [cited 2014 

Dec. 9]; Available from: http://en.wikipedia.org/wiki/ 

Wikipedia:Manual_of_Style/Text_formatting. 

[26] Wikipedia:Categorization - Wikipedia, the free 

encyclopedia.  [cited 2014 Dec. 9]; Available from: 

http://en.wikipedia.org/wiki/Wikipedia:Categorization. 

Address for correspondence 

Daniel R. Schlegel, PhD, Department of Biomedical Informatics, 

University at Buffalo, 923 Main Street, Buffalo, NY 14203 

D.R. Schlegel et al. / Automatically Expanding the Synonym Set of SNOMED CT using Wikipedia 623



Named Entity Recognition in Chinese Clinical Text Using Deep Neural Network 

Yonghui Wua, Min Jianga, Jianbo Leib, Hua Xua 

a School of Biomedical Informatics, The University of Texas Health Science Center at Houston, Houston, TX, USA 
b Center for Medical Informatics, Peking University, Beijing, China 

 
Abstract 

Rapid growth in electronic health records (EHRs) use has led 
to an unprecedented expansion of available clinical data in 
electronic formats. However, much of the important 
healthcare information is locked in the narrative documents. 
Therefore Natural Language Processing (NLP) technologies, 
e.g., Named Entity Recognition that identifies boundaries and 
types of entities, has been extensively studied to unlock 
important clinical information in free text. In this study, we 
investigated a novel deep learning method to recognize 
clinical entities in Chinese clinical documents using the 
minimal feature engineering approach. We developed a deep 
neural network (DNN) to generate word embeddings from a 
large unlabeled corpus through unsupervised learning and 
another DNN for the NER task. The experiment results showed 
that the DNN with word embeddings trained from the large 
unlabeled corpus outperformed the state-of-the-art CRF’s 
model in the minimal feature engineering setting, achieving 
the highest F1-score of 0.9280. Further analysis showed that 
word embeddings derived through unsupervised learning from 
large unlabeled corpus remarkably improved the DNN with 
randomized embedding, denoting the usefulness of 
unsupervised feature learning. 
Keywords: 
Clinical Natural Language Processing; Named Entity 
Recognition; Neural Network; Deep Learning; Chinese 
Clinical Text. 

Introduction 

The wide use of health information technologies has led to an 
unprecedented expansion of electronic health record (EHR) 
data. EHR data have been used not only to support operational 
tasks in clinical practice (e.g., clinical decision support 
systems), but also to enable clinical and translational research. 
However, much of the important patient information is 
dispersed in narrative clinical documents, which are not 
directly accessible for computerized applications that rely on 
structured data. Therefore, clinical natural language 
processing (NLP) technologies, which can extract important 
patient information from narrative clinical text, have been 
introduced to the medical domain and have demonstrated great 
utility in many applications [1].  
Originating from the Sixth Message Understanding 
Conference (MUC-6) [2], Named Entity Recognition (NER), 
which aims to identify boundaries and types of entities in text, 
has been one of the well established and extensively 
investigated tasks in NLP. In the medical domain, NER for 
important clinical concepts (e.g., problems, treatments, or lab 
tests) is also a fundamental step for many clinical NLP 
systems. Many existing clinical NLP systems use dictionaries 
and rule-based methods to identify clinical concepts, such as 

MedLEE [3] - one of the earliest and most comprehensive 
clinical NLP system developed by Carol Friedman et al. at 
Columbia University, the MetaMap system [4, 5] - a general 
biomedical NLP system developed by Aronson et al. at 
National Library of Medicine, as well as cTAKES [6] - an 
open source comprehensive clinical NLP system developed 
based on the Unstructured Information Management 
Architecture (UIMA) framework and OpenNLP natural 
language processing toolkit. More recently, a number of 
challenges on NER involving shared tasks in clinical text have 
been organized, including the 2009 i2b2 (the Center of 
Informatics for Integrating Biology and the Bedside) 
challenge [7] on medication recognition, the 2010 i2b2 
challenge [8] on recognizing medical problems, treatments, 
and tests entities, the 2013 Share/CLEF challenge [9, 10] on 
disorder mention recognition and normalization, and the 2014 
Semantic Evaluation (SemEval) challenge on disorder 
mention recognition and normalization. For the 2009 i2b2 
challenge on medication recognition, although different 
approaches including rule-based methods, machine learning 
(ML)-based methods, as well as hybrid methods have been 
reported, seven out of the top ten ranked systems were rule-
based systems that rely on existing biomedical vocabularies to 
identify medication concepts [7], such as the MedEx system 
developed at Vanderbilt University [11]. At the 2010 i2b2 
challenge for recognizing problems, treatments and lab tests, 
the organizers provided a large annotated corpus. Therefore, 
many participating teams including all the top five systems 
used ML-based methods [12-14]. Many state-of-the-art 
clinical NER systems implement supervised ML algorithms, 
such as Conditional Random Fields (CRFs) [15] and 
Structural Support Vector Machines (SSVMs) [16], with 
extensive investigation on comprehensive features [17].  
In addition to previous NER work on clinical text written in 
English, there is a growing interest in studying NER of 
clinical text written in Chinese. With the rapid growth of 
EHRs implemented in China, there is an urgent need to extract 
important patient information from Chinese clinical text to 
accelerate clinical research in China. Conventional ML-based 
methods have been applied to Chinese clinical NER tasks. 
Wang et al. [18] conducted a study using CRF, support vector 
machines (SVM), and maximum entropy (ME) to recognize 
symptoms and pathogenesis in Chinese medical records. 
Another study by Wang et al. [19] investigated CRF and 
different feature sets for recognizing symptom names from 
clinical notes of traditional Chinese medicine. In 2004, Xu et 
al. [20] proposed a joint model that integrates segmentation 
and NER simultaneously to improve the performance of both 
tasks in Chinese discharge summaries. A more recent work by 
Lei et al. [21] compared different machine learning algorithms 
and various types of features for NER in Chinese admission 
notes and discharge summaries. In summary, current efforts 
on NER in Chinese clinical text primarily focus on 
investigating different machine learning algorithms or 

MEDINFO 2015: eHealth-enabled Health
I.N. Sarkar et al. (Eds.)

© 2015 IMIA and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License.
doi:10.3233/978-1-61499-564-7-624

624



optimizing combinations of different types of features via 
human engineering.  
Recently, there is increasing interest in designing deep 
learning based NLP systems that could automatically learn 
useful feature representations from large-scale unlabeled 
corpora through unsupervised learning [22-24]. Deep learning 
[25, 26] is a research area of machine learning that can learn 
high-level feature representations by designing deep neural 
networks. It has achieved state-of-the-art performances in a 
number of different applications across multiple domains, 
such as image processing [27], automatic speech recognition 
[28] and machine translation [29]. Instead of spending a great 
amount of time on selecting task-specific features, NLP 
researchers have developed deep neural networks (DNNs) to 
automatically learn useful features from vast amounts of 
unlabeled data. Researchers have shown that deep learning 
approaches can learn useful linguistic features as well as 
capture semantic meanings through word embedding [30], 
hence improving the performances of a number of NLP tasks 
in general English domain. A DNN-based system developed 
by Dr. Ronan Collobert [23] successfully achieved the state-
of-the-art performances on a number of NLP tasks, including 
POS tagging, Chunking, NER and Semantic Role Labeling, 
using only one single deep neural network.  
In this study, we propose to investigate the use of deep neural 
network in NER from Chinese clinical text. We developed a 
deep neural network (DNN) approach for NER in Chinese 
clinical text and compared it with the traditional CRF-based 
NER system at the minimal feature setting. To the best of our 
knowledge, this is the first study to investigate deep neural 
network in Chinese clinical NER. 

Methods 

Datasets 

Two Chinese clinical corpora were used in this study. The first 
dataset is an annotated corpus from a previous study by Lei et 
al. [21], which contains 400 randomly selected admission 
notes from the EHR database of Peking Union Medical 
College Hospital in China. For each admission note, four 
types of clinical entities - problems, lab tests, procedures, and 
medications were annotated by following the annotation 
guidelines developed in the study. Details about creation of 
this dataset can be found in Lei et al. [21]. In summary, a total 
of 24,433 problems, 2,171 procedures, 11,168 tests and 1,201 
medications were annotated in 400 Chinese admission notes. 
We further divided the 400 admission notes into a training set 
of two-thirds (266) of the notes and a test set of one-third 
(134) of the notes. Table 1 shows the distribution of the 
clinical concepts among the training and test set. 

Table 1 – Description of annotated Chinese admission notes 

 Training Test 
# Notes 266 134 
# Sentences 20,506 10,287 
# Characters 277,701 139,885 
# Problems 16,253 8,180 
# Procedures 1,500 671 
# Tests 7,414 3,754 
# Medication 840 361 

Another dataset, which includes 36,828 unlabelled admission 
notes (383 Megabytes in total) from the same institute in 
China, was used for learning word embeddings. Only minimal 
pre-processing steps (e.g., removing the empty lines) were 
applied to these notes. As we trained the embedding matrix 

using individual Chinese characters, word segmentation was 
not included in the preprocessing. 

Experiments and evaluation 

In this study, we compared three different NER approaches: 1) 
the traditional CRF-based NER method, as described in Lei et 
al. [21]; 2) a DNN-based NER method that uses a randomly 
initialized word embedding matrix; and 3) another DNN-
based NER method that uses the word embedding matrix 
derived from the unlabelled corpus. All three models were 
trained using the training set and their performance on the test 
set are reported. Similar to other deep learning studies, we 
evaluated the three NER systems at the minimal feature 
setting, which uses only the word feature. The details of the 
CRFs model and the DNN models are introduced in the 
following subsections. 
We used the standard micro-average precision, recall and F1-
score to evaluate all the three NER systems. All scores were 
calculated using the Conll 2000 challenge official evaluation 
script 1 . Wilcoxon signed-ranks test was used to test the 
statistical significance between two classifiers. 

CRF vs. DNN Appraoches 

CRF-based NER  
The CRFs model decodes the sequence labeling problem by 
undirected Markov chain and Viterbi algorithm with a training 
criteria of maximizing the likelihood estimation of conditional 
probability of the output variable y given the observation x. 
Here, the observations are the word and its context words in 
the sentence and the output is its label (e.g, B, I, or O: B - be-
ginning of an entity; I - inside an entity; O - outside of an enti-
ty). CRFs was intrinsically designed for sequence labeling 
problem as it models the relationships between neighboring 
tokens in sequence. Thus, it has been widely used in various 
NER tasks and has achieved state-of-the-art performances in 
both open domains and the biomedical domain. Therefore, 
CRFs serves as a strong baseline for comparing with the 
DNN-based NER approaches. More specifically, we used 
CRF++ package, one of the most popular implementations of 
CRF (http://crfpp.googlecode.com/svn/trunk/doc/index.html). 
The parameters for CRFs were optimized using the training 
set. The details of the CRF-based approach implemented in 
this study can be found in Lei et al. [21]. 
DNN-based NER 
Researchers have proposed different approaches of designing 
deep neural networks for NLP systems. In this research, we 
adopted one of the popular architectures from Dr. Ronan 
Collobert – the sentence level log-likelihood approach [23], 
which consists of a convolutional layer, a non-linear layer 
using the hard version of the hyperbolic tangent (HardTanh), 
and several linear layers. This structure has been widely used 
in various NLP tasks and achieved state-of-the-art 
performances. Figure 1 shows the DNN architecture as well as 
the propagate function for each layer. 
When calculating the classification score for a word, the 
context words within a specific window size W of the target 
word are taken as inputs. For the words near the beginning or 
the end of a sentence, a pseudo padding word will be used to 
form a fixed length input vector. Each word in the input 
window can be mapped to an N-dimension vector (N is the 
embedding dimension) using an embedding matrix. Then, a 
convolutional layer generates the global features represented 
as a number of global hidden nodes. Both the local features 
and the global features are then fed into a standard affine 
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network trained using back propagation. The lost function is 
defined using the following sentence level log likelihood: 

S(X1
M ,T1

M ) = [H (Tt−1,Tt )+DNN(Xt,Tt )
t=1

M

∑ ]               (1) 

where, S(X,T) is the sentence level log-likelihood score that 
the sequence of tag T was asigned to the input sequemce X, 
H(Tt-1,Tt) is a global transition score from tag Tt-1 to tag Tt, and 
the DNN(Xt, Tt) is the score of asigning the tag Tt to an input 
word Xt assigned by the DNN. 

Figure 1 - The sentence approach DNN 

Word embedding is a popular method to enrich the traditional 
bag-of-word representation through mapping the words into 
real value vectors. Previous research shows that the 
embedding space is more powerful than the one-hot 
representation (e.g., bag-of-words) as it conveys more 
semantic meanings. We adopted the ranking-based embedding 
method developed by Collobert. The ranking-based 
embedding treats a sequence of words naturally occurring in 
the free text as a positive sample. For example, we can form a 
fixed length positive sample X={wL2, wL1, w0, wR1, wR2} for 
each word in a sentence given the window size of 5, where, w0 
is the target word, wR1 and wR2 are the right-side context 
words, wL1 and wL2 are the left-side context words. The 
embedding procedure will generate a negative sample 
X*={wL2, wL1, w*, wR1, wR2} by replacing the central word (w0) 
with another word (w*) that is randomly picked from the 
vocabulary and try to minimize the ranking criteria with 
respect to: 

MAX{0,1−DNN(X)+DNN(X*)}                (2) 

The DNN parameters were updated following the standard 
stochastic gradient descent, as shown in equation 3. 

θ =θ −λΔθ                                      (3) 

Where, λ is the learning rate and Δθ is the gradient. 
We implemented two DNN-based NER approaches for 
Chinese clinical text. The first model starts with a random 
initialized word embedding matrix, which will then be 
updated during the back propagation training procedure. The 
other DNN model starts with the word embedding matrix 
derived from the unlabeled notes. The DNN parameters are 
tuned by splitting one-fifth of the training samples as a 
validation set using early stopping strategy. Following the 
work by Collobert [23], we fixed the learning rate at 0.01 and 
the word embedding dimension at 50. The hidden node 
number was set to 100, as we tested the numbers from 50 to 
500 and noticed that 100 achieved the best performance on the 
validation set and no further significant improvement was 
observed when increasing the number of hidden nodes. The 
window sizes for training the word embedding and sequence 
labeling were fixed at 11 and 5, respectively. All DNN 

parameters were updated using the standard stochastic 
gradient descent through back propagation. 

Results 

Table 2 shows the performance on the test dataset for the 
CRFs, the DNN with random initialized word embedding, and 
the DNN with word embedding derived from the unlabeled 
corpus. All evaluation scores were based on exact-matching 
criteria. At the minimal feature setting, the baseline method 
(CRFs) achieved an F-1 score of 0.9197. The DNN with 
randomly initialized word embedding achieved an F1-score of 
0.9071, which was not better than the baseline performance. 
The F-1 score of the DNN approach was remarkably improved 
to 0.9280 by using the word embedding derived from the 
unlabeled corpus. The best DNN-based NER system 
outperformed the CRFs by more than 0.8% on F1-score. The 
Wilcoxon test showed that the best DNN-based NER system 
outperformed the CRFs with a significant p-value of 1.832e-
07. Table 3 shows the performance of the best DNN system 
for each entity type. The DNN system with word embeddings 
achieved the highest F1-score of 0.9489 for lab tests and the 
lowest F1-score of 0.8113 for procedures. 

Table 2 – Performances of machine learning methods 

 Precision Recall F1-score 
CRFs 0.9265 0.9130 0.9197 
DNN 0.9007 0.9136 0.9071 
DNN+Embedding 0.9237 0.9321 0.9280 

Table 3 – Performances for each entity type (DNN + 
embedding) 

 Precision Recall F1-score 
Problems 0.9267 0.9356 0.9311 
Procedures 0.8119 0.8107 0.8113 
Medications 0.8604 0.8366 0.8483 
Lab Tests 0.9427 0.9553 0.9489 

Discussion 

In this study, we examined a novel deep learning method for 
NER tasks in Chinese clinical text. When only word feature 
was used, our DNN-based NER system that utilizes word 
embeddings derived from another unlabeled corpus achieved 
better performance than the traditional CRF-based NER 
system, indicating the potential of using DNN for clinical 
NER in Chinese clinical documents. To the best of our 
knowledge, this is the first study that investigated deep 
learning technologies for NER tasks in clinical documents 
written in Chinese.   
We conducted further analysis of the DNN-based NER system 
and found that the performance improvement was from the 
semantic information automatically captured by the DNN-
based word embeddings. Table 4 shows some examples of 
semantically related words captured through word 
embeddings. The nearest neighbors were derived by 
calculating the cosine similarity using word embeddings. Most 
of the neighbors in Table 4 are related to the target words, and 
such semantic relatedness was captured in the embedding 
space. However, they may not have any relation in the 
representation space like bag-of-words. 
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As NER is an extensively studied task in NLP, many types of 
features, including the orthographic information, the prefix 
and suffix, part-of-speech (POS) tags, syntax from parse trees, 
and existing knowledge bases, have been proved to be useful. 
On the same dataset, the state-of-the-art CRFs-based NER 
system that was optimized through manual feature engineering 
could achieve the best F1-score of 0.9353 [21], which was 
higher than the DNN-based NER developed in this study. 
However, the DNN-based NER approach uses word feature 
only and it requires a minimal effort on feature engineering. 
The simplicity of the DNN-based approach not only reduces 
human time on feature engineering, but also makes the 
implementation of NLP systems easier. For example, 
obtaining syntax features by parsing sentences could be time 
consuming and sometimes not feasible in certain real-time 
applications. However, by using DNN-based approaches, an 
NER system could still achieve reasonable performance even 
without running parsers to get the syntax features. Moreover, 
we believe that the unsupervised feature learning from large 
unlabeled corpora would significantly reduce NLP 
researchers’ time on task-specific feature engineering, thus 
enabling efficient development of NER systems for different 
tasks in various domains. 
In the future, we plan to investigate different approaches to 
further improve the performance of DNN-based NER systems 
for Chinese clinical text. A straightforward approach is to 
increase the size of the unlabeled clinical corpus, as previous 
work has shown that the DNN model benefited from a larger 
unlabeled corpus. For example, Collobert et al. used the entire 
English Wikipedia and the Reuters corpus to derive word 
embeddings. Another appealing research direction is to 
integrate other linguistic or domain-specific features with the 
DNN model built on word embeddings to further improve the 
performance. A previous study by Wang et al. [31] revealed 
that low dimension continuous space representation works 
significantly better in DNN than in the traditional systems 
(e.g., CRFs). However, high dimension discrete feature 
representation works better in the traditional systems than in 
the DNNs. Incorporating the high dimension discrete features 
into the deep neural network remains a challenge. Recent 
research from Ma et al. [32] showed that the performance of 
DNN based POS tagging system can be improved by 
combining a dense embedding feature based neural network 
with a discrete feature based neural network using a shared 
output layer. We will further investigate new methods that 
could combine the two types of feature representations in the 
future. 

Conclusion  

In this study, we investigated deep neural network for NER 
from Chinese clinical text. Our results showed that DNN 
outperformed CRFs at the minimal feature setting, achieving 

the highest F1-score of 0.9280. Further analysis showed that 
the performance improvement was from the semantic 
information automatically captured by the DNN-based word 
embeddings, indicating the usefulness of unsupervised feature 
learning. 
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Abstract 

About 1 in 10 adults are reported to exhibit clinical 

depression and the associated personal, societal, and 

economic costs are significant. In this study, we applied the 

MTERMS NLP system and machine learning classification 

algorithms to identify patients with depression using 

discharge summaries. Domain experts reviewed both the 

training and test cases, and classified these cases as 

depression with a high, intermediate, and low confidence. For 

depression cases with high confidence, all of the algorithms 

we tested performed similarly, with MTERMS’ knowledge-

based decision tree slightly better than the machine learning 

classifiers, achieving an F-measure of 89.6%. MTERMS also 

achieved the highest F-measure (70.6%) on intermediate 

confidence cases. The RIPPER rule learner was the best 

performing machine learning method, with an F-measure of 

70.0%, and a higher precision but lower recall than 

MTERMS. The proposed NLP-based approach was able to 

identify a significant portion of the depression cases (about 

20%) that were not on the coded diagnosis list.  

Keywords: 

Depression; Natural Language Processing; Text 

Classification; Machine Learning’ 

Introduction 

Nearly 1 in 10 adults in the United States have been reported 

as suffering from clinical depression [1] and similar 

percentages are reported worldwide [2]. The associated 

personal, societal, and economic costs are significant [3]. In 

the U.S., over 15% of depressed people commit suicide, 

accounting for 30,000 deaths each year. Annual economic 

consequences are estimated at $83 billion in the U.S. due to 

higher healthcare utilization and decreased worker 

productivity [4]. People who have suffered from chronic 

diseases such as heart disease or diabetes are at greater risk for 

depression than the overall population. Importantly, those 

with both depression and other chronic diseases also have 

worse health outcomes and significantly increased costs 

compared to their non depressed counterparts [5]. Recently, 

depression has also been recognized as a major hospital 

readmission risk factor, and the 30-day readmission rate for 

mood disorders has been reported at about 15% [6].  A recent 

study found that 16% of hospitalized adult patients screened 

positive for mild depressive symptoms and another 24% for 

moderate or severe depression [7]. 

Fortunately, most patients with depression can be reliably 

diagnosed and successfully treated by non-specialists. Only a 

fraction of patients with major depression require more 

complex interventions by mental health specialists [8]. 

Research shows that about 80% of patients with depression 

will improve after first-line treatment [9]. However, a 

significant portion of patients do not receive or benefit from 

depression treatments; only one third of depression patients 

receive treatment and as many as half of depression cases will 

go underreported or under-diagnosed [10-13]. Because many 

complex medical conditions (e.g., heart failure, coronary 

artery disease, and dementia) are comorbid with depression, it 

is not surprising that many patients with depression are missed 

or under-treated as these other issues may take priority during 

a patient visit. Systematic methods to identify at-risk 

individuals have the potential to improve patient well-being 

and  quality of life as well as decrease morbidity and 

suffering. 

One strategy to improve this under-treatment is appropriate 

documentation of a depression diagnosis in electronic health 

records (EHRs) to better identify depressed patients; and 

provide evidence-based treatment in a timely fashion. 

However, emerging evidence shows that using only structured 

EHR data (such as diagnoses and medications), which are 

mostly collected for billing purposes, often identifies only a 

fraction of all documented depression patients.  Rather, much 

of the depression related information is documented in clinical 

notes [14].  As a result, we need new strategies to more 

consistently identify depressed patients, particularly those 

with comorbid medical conditions.  Modern information 

technology methods, such as natural language processing 

(NLP) can potentially improve the identification and treatment 

of depression, as well as enable more accurate quality metrics 

and support new care models targeted at high-risk patients. 

Early evidence suggests that NLP methods may be very 

effective. Few previous studies have focused on the 

application of NLP technologies to extract psychiatric and 

mood disorder information from clinician notes [14-16]. A 

recent study created and validated an NLP application to 

extract symptomatic remission and treatment resistance 

information from outpatient psychiatric provider notes for 

patients with major depressive disorder [15].  Another pilot 

study has used Twitter data to identify mental health 
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symptoms for several conditions, including depression [16]. 

Fischer et al [14] identified depression among diabetes 

patients using an NLP-based approach by recognizing 

depression terms and negations from office notes. The authors 

compared these extracted cases with administrative database 

codes and found that almost a third more depression cases 

were identified through NLP only.  

The goal of this study is to identify patients with depression 

using discharge summaries by applying a general NLP system 

and machine learning classification algorithms.  This work is a 

part of two greater efforts: one study is using NLP to improve 

patient problem lists by identifying depression diagnoses from 

free-text notes; and the other utilizes unstructured data from 

clinical narratives to identify patients at high risk for hospital 

readmission, augmenting existing methods based on 

structured administrative data. Depression is of particular 

interest because it is a risk factor that can enhance the 

predictive power of existing models of risk-stratification.  

Methods 

Our methods are summarized in Figure 1. We first manually 

reviewed a random sample of discharge summaries, identified 

depression cases, and created a gold standard with the help of 

domain experts. We then trained and tested our NLP system 

(known as MTERMS [17]) and classification algorithms. 

Finally, we assessed our automated approach by comparing 

system-generated classification against the gold standard. We 

also compared depression cases extracted from free-text data 

versus coded diagnoses. 

 

 

Figure 1-Methods Overview 

Data Collection 

We used a retrospective cohort of patients from our 

readmission study. Patients in this cohort had a history of 

ischemic heart disease. They were hospitalized between 

01/01/2011 and 12/31/2013 at different hospitals in Partners 

HealthCare, a large integrated healthcare network in Boston, 

Massachusetts, US. We randomly selected 1,200 patients, 

each with one discharge summary. We then randomly selected 

600 discharge summaries for training and used the remaining 

600 for testing. At these institutions, discharge summaries 

include a complete copy of admission note, as well as 

standard discharge summary information including detailed 

hospital course, discharge medications, and plan of care. 

Identifying Depressed Patients 

A pharmacy doctoral student in consultation with an internal 

medicine physician reviewed both training and testing cases. 

They classified these cases as depression with high, 

intermediate and low confidence, based on information in the 

discharge summary. Twenty randomly selected patient 

medical records in each classification category were reviewed 

by one of the clinician authors. This was to validate each 

category and confirm whether there was enough clinical 

evidence in the record to support a diagnosis of depression. 

These findings were then used by the research group to 

modify our classification algorithms introduced below as 

needed.  

• High confidence cases were asserted when depression 

diagnosis terms were present in notes (e.g., depressive 

disorder or depression was listed in Past Medical 

History), indicating a history of depression.  

• Intermediate confidence cases were identified when 

combinations of antidepressant treatment (e.g., 

medications for depression), psychiatry consultation 

(e.g., referrals to a mental health specialist), or 

depressive symptomatology were documented. 

Combinations of above situations can provide clinicians 

with more information than singular instances when 

reviewing notes. More specifically, intermediate 

confidence cases were identified when one of the 

following scenarios were mentioned in discharge 

summaries: 1) at least one depressive symptom (e.g., 

suicidal ideation) and a psychiatric consult was involved 

(e.g., psychiatry was consulted); 2) at least one symptom 

of depression was present and an antidepressant 

medication was prescribed (e.g., citalopram) that did not 

have an indication in instructions for another problem 

(e.g., for insomnia); 3) an antidepressant medication was 

present that did not have an indication in instructions for 

another problem and a psychiatric consult was involved.  

• Low confidence cases were asserted when depression 

diagnosis terms or synonyms were absent and none of 

the criteria for intermediate confidence case were 

satisfied. The lack of documentation related to 

depression cannot exclude a history of depression, but in 

the scope of discharge notes these were considered as 

negative or unknown cases. 

NLP and Classification Algorithms 

 

 

Figure 2 - Overview of NLP and Classification Algorithms 
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As shown in Figure 2, we first used the MTERMS NLP 

system [17] to identify relevant sections of the discharge 

summaries. We included sections that contained medical 

history, diagnoses, and treatments (e.g., “History of Present 

Illness”, “Social History”, “Assessment” and “Medication”). 

We excluded sections such as “Discharge Instructions”, which 

may mention depression-related terms but do not indicate that 

the patient actually has depression (e.g., “Call your doctor if 

you have...suicidal feelings...”). 

We then created a specialized lexicon containing terms related 

to depression. For depression diagnoses (e.g., “depression”, 

“depressive”), we used terms that SNOMED-CT (September 

2014 Release) classified as preferred terms and synonyms of 

depression [18]. We identified a list of symptoms (e.g., 

“insomnia”, “suicidal ideation”) from criteria listed in 

Diagnostic and Statistical Manual of Mental Disorders, 4th 

Edition (DSM-IV) [19] and phrases derived from the Patient 

Health Questionnaire – 9 (PHQ-9) [20], as well as from our 

previous clinical experience. We used a list of antidepressants 

(e.g., “amitriptyline”, “citalopram”) provided by Lexicomp 

[21], augmented with brand names from the National Library 

of Medicine’s DailyMed website [22]. We also included terms 

related to a patient’s psychiatric history (e.g., “counselor”, 

“psychotherapist”), that we found previously. In addition, we 

identified terms related to medical electrocardiogram (EKG) 

findings (e.g., “ST depression”) that we found in the training 

data, since they often contain the word “depression” but are 

not related to mood disorders. We used MTERMS to extract 

terms in our specialized lexicon as well as negation terms 

(e.g., “denies”, “no”, and “absent”). 

We then used these terms as features for our classification 

algorithms, experimenting with both rule-based (within 

MTERMS) and machine learning classifiers. For machine 

learning classifiers, we used Weka open-source toolkit [23]. 

We used 10-fold cross-validation on the training set to select 

the four best-performing machine learning algorithms to 

compare on the test set: a support vector machine (SVM) 

using sequential minimal optimization algorithm [24], a 

generalized nearest neighbor (NNge) classifier [25], a 

Repeated Incremental Pruning to Produce Error Reduction 

(RIPPER) propositional rule learner [26], and a C4.5 decision 

tree learner [27]. We also manually created a decision tree 

using Weka’s interactive UserClassifier (see Figure 3). At 

each vertex of the tree, we chose the feature that splits training 

data most accurately, as long as it was consistent with our 

clinical knowledge. For example, rules such as “if a symptom 

is negated, then classify as depression with high confidence” 

were considered idiosyncrasies of training data, and were 

therefore not included. We subsequently incorporated our 

decision tree into MTERMS’ classification logic. 

System Performance Evaluation 

We used standard metrics to evaluate system performance 

which included precision (p), recall (r), and the F-measure (f). 

For each category (high and intermediate confidence cases), 

let TP, TN, FP, and FN be number of true positives, true 

negatives, false positives, and false negatives, respectively. 

Then p=TP/(TP+FP), r=TP/(TP+FN), and f=2pr/(p+r). The F-

measure is harmonic mean of precision and recall represents 

their combined quality. 

Comparison of Coded vs. Free-text Identification of 

Depression Patients  

 

 

Figure 3- A Knowledge-based Decision Tree�

In order to measure how the NLP-based approach in addition 

to using structured data can enhance the detection of 

depressed patients, we calculated the percentage of cases that 

were additionally identified by our NLP system. Coded 

identification was done with structured diagnosis data which 

was retrieved from inpatient discharge diagnoses as well as 

patient problem lists from our outpatient EHR system, when 

available. We also compared the discrepancies between these 

data sources. 

Results 

System Performance 

The gold standard established by manual review indicated that 

out of 600 training cases, 89 depression cases were identified 

with high confidence and 22 with intermediate confidence; 

out of 600 test cases, 79 were identified with high confidence 

and 31 with intermediate confidence. On high confidence 

cases, all of the algorithms we tested performed similarly; 

with MTERMS’ knowledge-based decision tree slightly better 

than the machine learning classifiers, achieving an F-measure 

of 89.6%. MTERMS achieved highest F-measure on 

intermediate confidence cases, 70.6%. The RIPPER rule 

learner was the best performing machine learning method, 

with an F-measure of 70.0%, and a higher precision but lower 

recall than MTERMS. Full results on our test set are shown in 

Table 1. The confusion matrix for our knowledge-based 

decision tree is shown in Table 2. 

Comparison of Coded vs. Free-text Data 

Using both coded diagnoses and discharge summaries, 140 

(23.3%) of the 600 patients in the training set were identified 

with depression with high confidence, while depression rate in 

test set was 20.8%, as shown in Table 3.  

Even though about 80% of diagnoses were documented in 

structured data, a significant portion of diagnoses 

(approximately 20%) were only mentioned in discharge 

L. Zhou et al. / Identifying Patients with Depression Using Free-Text Clinical Documents 631



summaries that were identified by our NLP system. 

Additionally, for cases identified with intermediate  

confidence from discharge summaries, more than a quarter (6 

of 22 cases in training set and 8 of 31 in test set) were 

documented in coded diagnosis list, indicating that those 

intermediate cases that were not on the diagnosis lists may 

help capture more depressed patients and serve as a good 

screening candidate for depression. 

Table 1- System Performance on Test Set 

 

 

 

 

Table 2-Confusion Matrix for our Knowledge-based Decision 

Tree 

Table 3- Depression Cases Identified using both Coded 

Diagnoses and NLP 

*cases only mentioned in discharge summaries and identified by NLP 

Discussion 

This study applied NLP and machine learning classification 

algorithms to identify clinical depression cases based on 

discharge summaries. We found a high (over 20%) prevalence 

of depression among hospitalized patients with a history of 

ischemic heart disease, consistent with clinical observations 

that acute myocardial infarction is associated with high risk 

for on-going depression. Compared to the structured problem 

list, our automated approach identified about 20% additional 

depression cases. In Fischer’s study [14], 10% of diabetes 

patients were identified with depression using both 

administrative data and an NLP method, and an additional 

5.3% were identified through NLP alone. While other studies 

[28] used structured EHR fields (such as billing diagnoses, 

problem list and medication list) to identify a diagnosis of 

depression by the primary care physician, our approach can 

serve as a complementary means to recognize additional 

cases, particularly in high-risk individuals such as those with 

ischemic heart disease. 

Our study used discharge summaries which are primarily 

focused on acute medical problems related to the reason for 

admission.  While depression was often clearly documented as 

a medical problem, we could not always confirm this 

diagnosis using more comprehensive criteria such as DSM-IV 

diagnostic criteria or positive results on the PHQ-9 due to 

limitations in documentation, even when accessing the full 

medical record.  A few previous studies have used psychiatric 

notes for identifying depression patients. However, most 

studies do not have access to psychiatric notes, which are 

often blocked to other providers or are in a separate medical 

system because of their sensitive content; an algorithm based 

on this kind of note has limited generalizablity. Our study 

used a much more pragmatic approach by utilizing a common 

and readily available type of clinical note; therefore, our 

methods can be easily replicated within hospitals or primary 

care practices. By focusing on discharge notes, we also 

identify patients in a particularly vulnerable time window – 

after an acute event requiring hospitalization and within the 

post-discharge period. 

Our system achieved an F-measure of 89.6% in identifying 

high confidence cases and 70.6% for intermediate confidence 

cases. MTERMS’ performance was slightly better than 

machine learning classifiers. Recall was higher than precision 

(92.4% vs. 86.9% for high confidence cases and 77.4% vs. 

64.9% for intermediate confidence cases), which indicates that 

such a system will be useful for retrieving relevant instances. 

Identified cases can then be reviewed by clinicians and 

researchers. By examining the classification errors made by 

the system, we found that there were several cases in which 

our knowledge-based system classified a patient who did not 

have depression as depressed with either high or intermediate 

confidence. In some of these false positive cases, a 

depression-related term was negated, but the negation was 

outside our NLP algorithm’s scope. For example, in the 

sentence “Negative for fevers / chills / sweats / ... (many other 

symptoms) ... / depression / ...”, the word “depression” was 

extracted because the negation was too far away. In other 

cases, depression-related words were used to describe non-

mood disorders (e.g., “mild depression of the lateral tibial 

plateau”, “moderate depression of systolic function”). Our 

lexicon was able to correctly discover some but not all of 

these phrases.  In addition, there were a few cases in which a 

patient possibly having depression with intermediate 

confidence was not identified by our system. These false 

negative cases occurred mainly because the system did not 

identify symptoms outside our lexicon (e.g., “becomes angry / 

altered mood”). Our study has a few limitations. First, we only 

used clinical narrative reports from a single institution’s EHR 

system, thus our results may not be generalizable to other 

healthcare institutions. We may also have missed terms that 

physicians use in other institutions. Use of unsupervised 

algorithms to identify these other terms may be helpful in the 

future.  

Second, we only used discharge summaries. Future work will 

include applying our system to other types of clinical notes, 

such as clinic visit notes in outpatient settings. Lastly, patients 

included in this study had ischemic heart disease and hence 

results may vary for a general patient population. 

Gold 

Standard 

Knowledge-based Deision Tree 

High 

confidence 

Intermediate 

confidence 

Low 

confidence

High  

confidence 

73 2 4 

Intermediate 

confidence 

1 24 6 

Low  

confidence 

10 11 469 

�

Coded 

Diagnoses 

n (%) 

Discharge 

Summaries 

& NLP* 

n (%) 

Total Patients 

with 

Depression 

n (%) 

Training Set 114 (81.4) 26 (18.6) 140 (23.3) 

Test Set 99 (79.2) 26 (20.8) 125 (20.8) 
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Abstract  

Automatic detection of relevant terms in medical reports is 

useful for educational purposes and for clinical research. 

Natural language processing (NLP) techniques can be applied 

in order to identify them.  

In this work we present an approach to classify radiology 

reports written in Spanish into two sets: the ones that indicate 

pathological findings and the ones that do not. In addition, the 

entities corresponding to pathological findings are identified 

in the reports.  

We use RadLex, a lexicon of English radiology terms, and 

NLP techniques to identify the occurrence of pathological 

findings. Reports are classified using a simple algorithm 

based on the presence of pathological findings, negation and 

hedge terms. 

The implemented algorithms were tested with a test set of 248 

reports annotated by an expert, obtaining a best result of 0.72 

F1 measure. The output of the classification task can be used 

to look for specific occurrences of pathological findings. 

 

Keywords:  

Natural language processing; Radiology reports; Pathological 

findings, Negation detection; Text classification. 

Introduction 

Automatic detection of relevant terms in medical reports is 

useful for educational purposes, for clinical research and for 

comparison of findings between institutions.  

According to [1], approximately half of the medical conditions 

described in the medical domain are negated. There also exist 

hedges (uncertain facts). Being able to differentiate which 

conditions are present and which are absent in a medical 

report is a current topic in the area of natural language 

processing (NLP) [2,3]. 

We describe here an approach to identify reports containing 

pathological findings. We work on a set of medical reports of 

imaging studies (usually called radiology reports) in Spanish. 

Identifying which reports contain pathological findings will 

allow the indexing of relevant documents only and discard 

those which are not relevant (do not contain pathological 

findings).  

In order to test the results of our classification algorithm we 

use a Test Set annotated by a radiology physician, one of the 

authors of this paper. The Test Set consists of 248 

ultrasonography reports that are annotated indicating medical 

findings and their anatomical location. We obtain an F1 of 

0.72, a recall of 0.83 and a precision of 0.63.  

We use NLP tools and techniques such as lemmatization, 

frequency of bigrams and trigrams, part-of-speech tagging 

(POS tagging), and hedge and negation tagging, in order to 

process our data. We also used a radiology ontology. Then we 

tested some simple algorithms to determine whether there is a 

factual pathological finding in a report.  

There exist different ontologies, terminologies and coding 

systems in the medical domain such as SNOMED CT
1

, 

MeSH
2

, ICD-10
3

, LOINC
4

, UMLS
5

 and RadLex
6

. The latter 

has specifically been developed to satisfy standardized 

indexing and retrieval of radiology information. It satisfies the 

needs in this domain by adopting features of existing 

terminology systems as well as producing new terms to fill 

critical gaps. It unifies and supplements other lexicons while it 

also has mappings to them.  However, there is no radiology 

ontology or machine readable dictionary data that can be used 

to identify terms that denote pathological findings in Spanish. 

Using a machine translation from an English ontology 

presents a number of difficulties: 

• Some terms frequently used in Spanish with 

synonyms are less frequently used in English. For 

example arteria mamaria interna for internal 

mammary artery is commonly used in Spanish, while 

in English it is referred to as internal thoracic artery.  

• Sometimes adjectives are preferred to nouns in 

Spanish. For example, folículo ovárico for ovarian 

follicle is commonly used, while in English follicle of 

ovary is the preferred term.  

• Terms of interest can be composed of more than one 

word, which often leads to problems in the order of 

the translated words.  

We use RadLex as the main source of information to detect 

pathological findings.  

Given the amount of annotated text is small, it is not possible 

to use machine learning (ML) techniques to improve the 

classification algorithm. 

Current results enable physicians to quickly detect diagnoses 

in the reports and, in the future, images related to them. These 

                                                           
1

Systematized Nomenclature of Medicine Clinical Terms - 

SNOMED CT, http://www.ihtsdo.org/snomed-ct/ 

2

 Medical Subject Headings http://www.ncbi.nlm.nih.gov/mesh/ 

3

 ICD10: International Statistical Classification of Diseases and Re-

lated Health Problems 10th Revision,  

http://apps.who.int/classifications/icd10/browse/2010/en 

4

 LOINC. Logical Observation Identifiers Names and Codes. Data-

base and universal standard for identifying medical laboratory obser-

vations, http://loinc.org/ 

5

 Unified Medical Language System, 

http://www.nlm.nih.gov/research/umls/ 
6

 Radiology Lexicon: http://rsna.org/RadLex.aspx 
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results are planned to be used by physicians in a public 

hospital in Argentina. 

Related work  

There are several works addressing related problems. There 

are existing systems process texts in English and there is some 

work performed for German.  

Khresmoi project
7

 uses information extraction from 

unstructured biomedical texts in a cross-lingual environment. 

They used RadLex. 

MoSearch [4], RADTF [5] and Render [6] allow searching for 

terms in radiology reports taking into account negation and 

modality information and using NLP techniques. In the last 

two, results are linked with images from a picture archiving 

and communication system (PACS). In RADTF, if the user 

searches for a RadLex term, it returns its RadLex id. They are 

mainly used for education and research.  

RadMiner [7] retrieves images in radiology reports based on 

NLP techniques. Bretschneider et al. [8] use a grammar-based 

sentence classifier to distinguish 'pathological' and 'non-

pathological' classes. They report 0.74 recall and 0.54 

precision measures. Both are implemented for German and 

use a German available version of RadLex as a linguistic 

resource. RadMiner adds new terms taken from the annotation 

performed by a specialist. 

MetaMap [9] recognizes UMLS concepts in medical texts 

written in English.  

Bioportal
8

, a repository of biomedical ontologies, provides a 

tool that tags text based on an ontology selected by the user. 

There are no Spanish ontologies available. A UMLS semantic 

type can be selected. 

LEXIMER [10] uses information theory to classify English 

radiology reports on the basis of the presence or absence of 

positive findings. They report precision of 0.98 and recall of 

0.99.  

Negex[1] is a simple algorithm to identify negations in 

medical texts written in English. It has been implemented in 

several languages [3,11,12]. Diverse techniques, such as 

pattern matching, machine learning and a combination of 

techniques have been applied to negation identification 

[2,13,14]. Some challenges have been performed: 2010 

i2B2/VA Challenge for clinical text
9

, ConLL 2010 for 

biomedical texts
10

, and BioNLP 2009 for biological texts
11

.  

As far as we are aware of, there are no available systems that 

identify RadLex terms in Spanish radiology reports. 

The rest of the paper is organized as follows. The Methods 

section presents the approach used in this work as well as data, 

specific techniques and tools used. The Results section 

explains metrics and shows current results. Final sections are 

Discussion and Conclusions.  

Methods 

The proposed solution is composed of several interconnected 

but independent modules (see Figure 1). 

The syntactic analysis module does segmentation, 

lemmatization, normalization and POS tagging as well as 

parsing. The entity recognition module does dictionary 

lookup, non-exact recognition, and the hedge module 

                                                           
7

 Khresmoi project: www.khresmoi.eu 

8

 Bioportal annotator: http://bioportal.bioontology.org/annotator 

9

 https://www.i2b2.org/NLP/Relations/ 

10

 http://www.clips.ua.ac.be/conll2010/ 

11

 http://www.nactem.ac.uk/tsujii/GENIA/SharedTask/ 

identifies hedges and negations. Finally, the classification 

module classifies texts based on the results of previous 

modules. 

The output of these modules is used with the available data to 

identify pathological findings that might be of interest for 

physicians.  

In the rest of this section we explain in detail the components 

of each module and the data used. RadLex data has to be 

obtained, filtered and translated to Spanish. We explain how 

we filtered the data, and the translation methods used. We also 

present the annotation process performed by a specialist, and 

finally, the methods and techniques used to perform each test.  

Figure 1–Modules of the proposed solution 

Data 

We have about 130,000 medical reports from three different 

studies: ultrasonography (US), computed tomography (CT) 

and magnetic resonance imaging (MRI). Table 1 shows the 

number of available reports of each type. 

Table 1– Number of reports available of each type of study 

Type of Study Number of Reports 

MRI 14635 

CT 29327 

US 85621 

Reports are in non-structured format (the first part is semi-

structured). They are brief (approximately 5 lines each) and 

they state what was found in the study performed on the 

patient. An example of an annotated ultrasonography report 

can be seen in the Annotation section. 

RadLex, has different versions
12

. We decided to use version 

3.6 since it has improvements over the previous ones and it 

has been used in other works, such as Bioportal, which allows 

us to compare results. Furthermore, it is being translated by 

physicians. Version 3.6 has more than 30,000 terms, that are 

classified
13

, among others, by imaging modality, procedure, 

object, imaging observation, non-anatomical substance, 

anatomical entity and clinical finding. We selected the terms 

corresponding to clinical findings (what we call pathological 

findings) and anatomical entity type (see the section Technical 

Details). 

 

Translation 

As far as we know, there is no complete RadLex translation to 

Spanish (the translation mentioned in RadLex reference
14

 is 

partial and not every term is precise).  In order to be able to 

use RadLex with Spanish text we had to obtain a translated 

version. 

All RadLex terms were translated to Spanish with Google 

Translate
15

.  We also used 1) a mapping of RadLex and 

UMLS terms and through UMLS we obtained the 

corresponding translation of RadLex terms and 2) a mapping 

                                                           
12

 RadLex Release Notes: 

https://docs.google.com/document/d/10zRIBkXyj1eLt3LS_A7w3gS

GRedXXoYvucH6H4trCZY/edit?hl=en 

13

 Radiology Lexicon:  http://rsna.org/RadLex.aspx 

14

 Who is using RadLex?  

https://www.rsna.org/Who_Uses_RadLex.aspx 

15

 Google Translate, https://translate.google.com/ 
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of English-Spanish Wikipedia
16

 terms. Table 2 shows the 

number of terms translated using different types of translation 

sources. 

Table 2– Number of English-Spanish RadLex translated 

terms. The second column refers to the number of RadLex 

terms translated, and the third column to the number of 

RadLex terms translated of pathological and anatomical type. 

Source of 

translation 

Number of 

RadLex terms 

Anat. and 

pathological 

terms 

Google 

Translate 

30,000 10,357 

UMLS 1304 857 

Wikipedia 1620 896 

 

In the Entity Recognition section we explain how we used the 

translations obtained from different sources.  

Preprocessing and syntactic analysis 

In the syntactic analysis module all the words of radiology 

reports were normalized. Freeling
17

 was used to perform 

tokenization and lemmatization. We also used Python
18

 to 

process all radiology reports to obtain frequency of words 

(unigrams), bigrams, and trigrams. 

Entity recognition 

In order to detect anatomical and pathological entities, we 

identified in the reports words that are part of some RadLex 

term. For example: vessel does not appear as a RadLex term 

but is part of more than 100 RadLex terms (as in blood 

vessel), so the term is included as a term of interest to be 

identified in reports.  

Each word appearing in a RadLex term was indexed using an 

inverted index. Each word in the inverted index points to a set 

of RadLex terms in which the word occurs. Each RadLex term 

in this set contains their entity class information, i.e. whether 

they are anatomical or pathological. Using this information, 

the entity class is assigned to the indexed word. Then, for each 

report a decision is automatically made to decide whether the 

word is a single or multi-word term, and the resulting term is 

tagged with its entity class. In this step stop words are not 

considered. 

The output of this module is the radiological report with the 

anatomical and pathological terms automatically annotated 

according to RadLex terms. A set of common pathological 

terms compiled by the radiologist is also used to identify 

interesting terms in reports. 

All the pathological terms identified in the set of 129,583 

reports were stored and the most frequent ones were analyzed. 

Some of them did not appear to be pathological, so we 

analyzed bigrams and trigrams containing them and the 

inverted index in order to check if they were incorrectly 

tagged as pathological findings. We compiled another 

dictionary with those terms that we considered to be non-

pathological, and we used this dictionary to filter out these 

terms in the tagging process.  

Negation and hedge detection 

To detect negated terms and hedge signals we compiled a set 

of negations and a set of hedges (based on a translation to 
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Spanish of RADTF negations and hedges). These two sets of 

words were used in a simple dictionary lookup to tag these 

words in the reports. This is very similar to the approach used 

by NegEx[1]. If one term is contained in another we get the 

largest of the two terms, for example if no and no se encontró 

are in the negation dictionary and no se encontró is in the 

report we will tag this phrase, rather than the phrase no. 

Classification 

Reports are tagged with pathological entities, negations and 

hedges. Only those reports that contain positive findings are 

considered relevant. We defined three simple algorithms in 

order to determine it.  

• Algorithm 1. If there is some pathological finding in 

the report we identify the report as pathological. It is 

not taken into into account whether or not there are 

negations in the text.  

• Algorithm 2. If there is a pathological finding 

identified in the report and there is a negation or 

hedge somewhere in the report (might be in another 

sentence), the report is identified as non-pathological. 

• Algorithm 3. A report is identified as pathological 

only if it has at least one sentence with a term 

indicating a pathological finding and no negation or 

hedge (in the same sentence).  

Annotation 

In order to test the results of our classification algorithms, we 

needed some annotations performed by an expert. We 

elaborated annotation guidelines stating the criteria to be used 

for the annotations. A number of annotation-revision iterations 

were performed until the annotations were as expected. Three 

experts annotated two sets of 17 and 12 reports. The F-

measure of the annotations agreement was 0.7. Once the final 

version of the annotation guidelines was defined, a radiologist 

annotated 248 ultrasonography reports with the Callisto
19

 

annotation tool. These 248 reports were used as a Test Set to 

evaluate the strategies we implemented. Each report was 

automatically searched for the presence of pathological 

findings annotations, and based on this it was classified as 

pathological (if there was at least a pathological finding  

annotated in the report) or non-pathological (if there was no 

pathological finding annotated in the report). 

An example of an annotation in Spanish and it’s translation to 

English can be seen below: 

33289|16a4m|20070807|A27611 HIGADO:<RADLEX> 

lobulo caudado aumentado de tamano</RADLEX>, resto de 

higado de ecoestructura conservada. VIA BILIAR intra y 

extrahepatica: no dilatada. VESICULA BILIAR: alitiasica. 

Paredes y contenido normal. PANCREAS: tamano y 

ecoestructura normal. <RADLEX>BAZO: minimamente 

aumentado de tamano</RADLEX>. Diametro 

longitudinal:13.5 (cm) RETROPERITONEO VASCULAR: 

sin alteraciones. No se detectaron adenomegalias. No se 

observo liquido libre en cavidad. Ambos rinones de 

caracteristicas normales.    

33289     |16y 4m |20070807|A27611    LIVER: <RADLEX> 

caudate lobe  with increased size </ RADLEX>, the other 

lobes of the liver appear normal. Intra and extrahepatic 

BILIARY TREE: not dilated. GALLBLADDER: no 

gallstones were seen. Wall and content appear normal. 

PANCREAS: normal size and echotexture. <RADLEX> 

SPLEEN: minimally increased in size </ RADLEX>. 
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Longitudinal diameter: 13.5 (cm) VASCULAR  

RETROPERITONEAL COMPARTMENT: unremarkable. No 

lymphadenopathy was detected. No free fluid in the peritoneal 

cavity was observed. Both kidneys unremarkable. 

Technical details 

RadLex was downloaded in Protégé format. The selection of 

anatomical and pathological RadLex has been performed with 

the help of the tutorial performed by MantasCode
20

. 

Freeling was used for the syntactic analysis module and 

Python for implementing the remaining modules.  

Results 

Table 3 shows the results of evaluation of the three algorithms 

used to identify reports containing pathological findings 

against the Test Set. As a reference we describe formulas of 

calculated metrics. They are accuracy (acc): 

(TP+TN)/(TP+FN+FP+TN), precision (prec): (TP/(TP+FP)), 

recall: (TP/(TP+FN)), F1: 2*(prec * recall)/ (prec + recall). 

Table 3 – Results of comparison of three algorithms with the 

Test Set. Algorithm 1: negations are not taken into account. 

Algorithm 2: negations are taken into account on a report 

basis. Algorithm 3: negations are taken into account on a 

sentence basis. References: acc.: accuracy, prec: precision, 

alg.: algorithm TP: true positives, FN: false negatives, FP: 

false positives, TN: true negatives. 

Measure alg. 1 alg. 2 alg. 3 

acc. 0.60 0.57 0.67 

prec. 0.56 0.74 0.63 

recall 0.96 0.25 0.83 

F1 0.71 0.38 0.72 

TP 122 32 106 

FN     5 95   21 

FP   95 11   62 

TN     26   110     59 

Discussion 

Algorithm 3 is the one with best results, since it has the best 

F1 (a measure that balances precision (those identified as 

positive and how many are really positive) and recall (the 

proportion of the positive findings that were retrieved) and the 

best accuracy (rate of correctly classified documents)).  

Algorithm 1 has naturally a greater amount of TP, but also of 

FP, that are decreased with Algorithm 3.  This is consistent 

with the algorithm used because all the findings were tagged 

independently of the occurrence of negations or hedges. 

These results show that there is room for improvement, in 

particular regarding precision results, and they are promising 

considering that we are working with very noisy data given 

that terms used to identify pathological findings were obtained 

through automatic machine translation. We can assume that as 

a first step to identify reports with pathological findings, the 

results are good.  

LEXIMER has better results for English and our work has 

better results than that of Bretschneider et al. for German, but 

in both cases the results are incomparable, since they have 

been obtained with different data and for different languages.  
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Conclusion 

Although there are tools that generate structured radiology 

reports aiming at easier information retrieval, unstructured text 

is still preferred by most radiologists. It allows a better 

formulation of their ideas, and writing the report as a 

continuum, instead of doing it with check boxes and templates 

[15]. Given that situation, NLP is incorporated as a promising 

resource for information extraction in this context. 

Identifying the frequency of findings and diagnoses found in 

the different imaging modalities, through the use of 

information extraction from unstructured radiology reports, 

should improve aspects of diagnosis and patient care within an 

institution. 

The possibility of linking these findings with corresponding 

images through PACS makes the radiologist’s task easier 

when he has to evaluate studies and prepare reports. It allows 

comparison with previous studies that may have similar 

findings. This set of images and text provide an excellent 

support for decision making.  

We are not aware of existing solutions for Spanish reports. 

Once the work is finished it could be used in the reports of 

other Spanish speaking hospitals.  

In terms of NLP, the challenges are the application of existing 

techniques to Spanish, the non-availability of RadLex in 

Spanish, and the scarcity of resources (annotations) that do not  

allow us to use ML techniques to improve the classification 

algorithm.  

 

Future Work 

Currently we are working on a number of subjects: 1) 

improvement of translations (performed by radiologists). This 

might provide a resource for achieving better entity 

recognition in the future, 2) enlargement of the manually 

annotated Test Set. This will allow us to use ML techniques to 

improve our classification algorithm. The use of boosting is 

being considered, 3) detection of scope of negation to improve 

classification (i.e. knowing what is actually being negated). 

Dependency parsers and ML techniques can be used to 

identify the scope of negation and hedges. We are also 

working on the implementations of Negex to Spanish, and  4) 

evaluation and improvement of detection of findings. We will 

compare the results of our algorithm with the use of additional 

resources, such as SNOMED CT and ICD-10 instead of 

RadLex.  

As future work it would also be important to do automatic 

anonymization of radiology reports. Information about the  

physician who performed the study and medical record 

number of the patient should be removed. It is an important 

task because we are working with sensitive information. 

Nowadays we are not working with image information from 

PACS, but we have the keys to relate the reports to their 

corresponding images. A separate project is being carried out 

by other people in order to relate the information extracted 

from reports with the associated images.  
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Abstract 

Clinical notes contain important temporal information that 

are critical for making clinical diagnosis and treatment as 

well as for retrospective analyses. Manually created regular 

expressions are commonly used for the extraction of temporal 

information; however,  this can be a time consuming and 

brittle approach. We describe a novel algorithm for automatic 

learning of regular expressions in recognizing temporal 

expressions. 

Five classes of temporal expressions are identified. Keywords 

specific to those classes are used to retrieve snippets of text 

representing the same keywords in context. Those snippets are 

used for Regular Expression Discovery Extraction (REDEx). 

These learned regular expressions are then evaluated using 

10-fold cross validation. Precision and recall are very high, 

above 0.95 for most classes.  

Keywords:  

Electronic Medical Record, Machine Learning 

Introduction 

Temporal expressions are a special type of named entity. In 

clinical notes, temporal information is often critical to the 

interpretation of findings. The time order of events is an 

essential factor in assessing causation and in evaluating co-

occurrence [1]. For example, an adverse reaction to a 

treatment can only be shown if the reaction occurred after the 

treatment. Additionally, drug-drug interactions can only be 

shown if the drugs were taken within the same time frame.. In 

prior studies that extracted temporal expressions, regular 

expressions are commonly used [2]. While regular expressions 

are powerful, they do typically need to be manually created 

based on chart reviews. This creates a challenge for 

maintenance and adaptation. In this paper, we describe the use 

of a simple and novel learning algorithm to discover temporal 

expressions. While the expressions we discovered are specific 

to the set of training data employed by this study, the 

algorithm is generalizable to other training datasets and to 

other types of expressions. 

Background 

The temporal information in medical records is important for 

both clinical decision support and general medical research. 

This information exists as both structured data and 

unstructured narrative data. Extraction of temporal 

information from structured data is trivial but is much harder 

from the narrative data [3]. For instance, temporal expression 

extraction was part of the task proposed by the 2012 i2b2 NLP 

for Clinical Data challenge [4]. 

Earlier studies have attempted to identify the temporal 

information using NLP techniques in a simplified form, e.g., 

“historical” vs. “current” [5,6]. More recent studies have 

shown that it is feasible to extract the exact temporal 

expressions from clinical narratives. For example,  in one 

study [7] a system called Med-TTK was developed for 

detecting temporal expressions in medical narratives by 

extending an existing system called Temporal Awareness and 

Reasoning Systems for Question Interpretation Toolkit (TTK) 

[8]. TTK is an open-source software package developed for 

extracting temporal information in news articles. The Med-

TTK system achieved an overall F-score of 0.85 on a set of 

200 U.S. Department of Veterans Affairs (VA) clinical notes. 

Another study [9] combined rules and machine learning for 

the extraction of temporal expressions and achieved a micro 

F-score of 0.90 on a set of 320 clinical notes provided by the 

2012 i2b2 challenge. 

Methods 

Corpus 

We used a Pittsburgh EHR dataset (Pitts Data) for this study 

[10]. Pitts Data is composed of 100,866 de-identified clinical 

notes and was used in the Text Retrieval Conference (TREC) 

Medical Track [11], an annual event for encouraging the 

development of medical information retrieval techniques. 

Keyword Identification 

An initial set of temporal keywords were constructed from 

TIMEN, a temporal expression normalization tool [12]. We 

used 193 keywords that included time of a day, month, season, 

decade, and holidays. Sample keywords are shown in table 1. 

 

Table 1 – Sample Temporal Expression Keywords 

at 

after 

before 

between 

by 

during 

following 

for 

from 

on 

since 

till 

to 

until 

within 

while 

when 

except 

in 

a.m. 

pm 

midday 

afternoon 

noon 

evening 

overnight 

midnight 

night 

pm 

p m 

pm 

Seconds 

second 

second 

minutes 

minute 

Hours 

hour 

days 

day 
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Snippet Extraction 

The set of temporal keywords were used to extract a set of 

snippets from the document corpus. We used snippets to refer 

to the keyword and the context surrounding the keyword in the 

document. In this study, each snippet consisted of the matched 

keyword, the 10 words preceding the keyword in the 

document, and the 10 words following the keyword in the 

document. We progressively extracted all snippets containing 

the keywords from documents until we surpassed our target of 

1,000 snippets for annotation. This resulted in an annotation 

set of 1,008 snippets from 13 documents. 

Annotation 

Human annotation using VTT [13] was performed to indicate 

the exact temporal expression in each snippet and the class of 

the temporal expressions (figure 1). The classes were DATE, 

TIME, DURATION, SET, and OTHER, with examples given 

in table 2. The temporal expression was marked in each 

snippet (referred to as the “labeled segment”), and it’s 

temporal class assigned, by two independent annotators. To 

reach agreement, two rounds of annotation testing were 

performed on subsets of data. The kappa for the second round 

was 94%. Afterwards one annotator performed the annotation 

for the remaining documents. 

 

 

Figure 1 – Sample of VTT annotations. 

Information Extraction 

We trained a regular expression discovery Extraction 

(REDEx) algorithm on the annotated snippets. The REDEx 

algorithm is a novel process we have developed that 

automatically learns regular expressions that capture the value 

of the annotated labeled segment and the context surrounding 

it. We have used previous versions of REDEx for various 

value extraction tasks, including body weight [14]. We 

implemented REDEx in Java, making extensive use of the 

java.util.regex.* core libraries. It is open source and licensed 

under the Apache License, Version 2. 

The current version of REDEx is represented as pseudo-code 

in Figure 3. Briefly, each annotated snippet was first split into 

3 parts: the “labeled segment (LS)”, which is the piece of text 

marked by the annotator; the “before labeled segment (BLS)”, 

which is the text between the beginning of the snippet and the 

start of the LS; and “after labeled segment (ALS)”, consisting 

of the text between the end of the LS and the end of the 

snippet (figure 2). Each BLS-LS-ALS triplet was then 

generalized to a regular expression by replacing all 

punctuation, whitespace, and digits with corresponding regular 

expressions: \p{Punct}, \s{1,50}, and \d+ respectively. The 

BLS-LS-ALS triplets were then iteratively generalized by 

successive rounds of trimming from the front of the BLS and 

the end of the ALS until one or more false positives were 

observed. We interpreted a false positive to be a case were 

REDEx predicted a value where there was none in the manual 

annotations. Duplicate triplets were removed, and then the 

triplets were combined into a single regular expression. The 

LS was marked as a capture group in order to retrieve the 

matched value. Sensitivity was then calculated for each 

regular expression by dividing the count of matched snippets 

by the total number of snippets. 

 

 

Figure 2 - Before Labeled Segment (BLS), Labeled Segment 

(LS), and After Labeled Segment (ALS) of a date expression in 

a phrase. 

 

Evaluation 

Evaluation of the regular expressions was performed using 10-

fold cross validation, with final scores being the mean of those 

from each of the folds. Evaluation measures of precision, 

recall, F1-score, and accuracy were calculated for each class, 

along with the number of snippets in each class and the 

number of unique regular expressions generated by REDEx. 

We defined predictions as true positive (TP) when the regular 

expressions extracted a value from a snippet that matched the 

annotated value, false positive (FP) when the extracted value 

did not match the annotated value, false negative (FN) if the 

regular expressions failed to extract a value but there was an 

annotated value, and true negative (TN) if there was not an 

extracted value and there was no annotated value. 

Table 2 – Temporal Expression Classes 

Class Description Examples 

DATE Regarding a 

specific day.  

Jan 14 2007 

TIME A specific time 

point. 

14:04:28 

DURATION A period of time. 40 minutes 

SET A set of several 

temporal 

expressions. 

Monday and 

Wednesday 

OTHERS Temporal 

expressions with 

vague resolution. 

past 
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Results 

1,008 snippets were extracted for annotation using 193 

keywords from the corpus. These snippets were human 

annotated to identify the temporal expression spans and 

classified as DATE, TIME, DURATION, SET, or OTHER. 

Regular expressions and their sensitivities were then 

automatically generated using the RED extraction algorithm 

for each class. Samples of the resulting regular expressions are 

shown in table 3. 

Evaluation measures of precision, recall, F1-score, accuracy, 

number of snippets in each class, and the number of unique 

regular expressions generated by REDEx are presented in 

table 4. Evaluation metrics were very high in most cases. 

Date, Time, and Set classes were all ≥ 0.97 for precision. 

Recall was ≥ 0.96 for Date, Time, Duration, and Other. The 

only measures below 0.90 were for the Set class, where recall 

and accuracy were 0.83 and the sample size was very small at 

18. 

Table 3 – Examples of REDEx Regular Expressions 

Class Regular Expression 

DATE (ten\s{1,50}days\s{1,50}ago) 

\p{Punct}DATE\p{Punct}(Aug\s{1,50}\d+\

s{1,50}\d+) 

TIME (\d+\p{Punct}\d+\p{Punct}\d+\s{1,50}AM) 

\s{1,50}\d+\s{1,50}\d+\p{Punct}\s{1,50}(\

d+\p{Punct}\d+\p{Punct}\d+)\s{1,50}T 

DURATION \s{1,50}(another\s{1,50}four\s{1,50}weeks

) 

\s{1,50}\S{1,6}\s{1,50}\S{1,6}\s{1,50}\S{

1,10}\p{Punct}\s{1,50}on\s{1,50}a\s{1,50

}\S{1,5}\s{1,50}\S{1,5}\s{1,50}\S{1,5}\p{

Punct}\s{1,50}over\s{1,50}(the\s{1,50}pas

t\s{1,50}few\s{1,50}months) 

SET (every\s{1,50}\d+\s{1,50}hours) 

(per\s{1,50}hour) 

OTHERS (recently)\s{1,50}discharged\s{1,50}from\s

{1,50}the\s{1,50}hospital\s{1,50}and\s{1,5

0}\S{1,10}\s{1,50} 

\s{1,50}\S{1,4}\s{1,50}minimally\s{1,50}i

nvasive\s{1,50}esophagectomy\s{1,50}with

\s{1,50}reanastomosis\s{1,50}known\s{1,5

0}to\s{1,50}our\s{1,50}service\s{1,50}for\

s{1,50}(recent) 

 

 

 

Table 4 – Evaluation Metrics 

Measure Date Time Duration Set Other 

Precision 0.97 0.98 0.93 1.00 0.93 

Recall 0.97 0.97 0.96 0.83 0.96 

F1-score 0.97 0.98 0.95 0.91 0.95 

Accuracy 0.94 0.95 0.90 0.83 0.90 

# Snippets 493 289 169 18 39 

# Reg Ex 128 54 41 7 17 

 

 

Figure 3 - Pseudo-code describing the RED Extraction 

algorithm 

Discussion 

This study has demonstrated the feasibility of automatically 

discovering temporal expressions. Given the moderate amount 

of training data, we were able to achieve a very high level of 

sensitivity and specificity. The machine-generated expressions 

are humanly readable, though often not as succinct as the 

expression a senior programmer would have written. It is also 

worth noting that, the REDEx algorithm does not require seed 

patterns to begin with. 

The REDEx algorithm can be applied to other use cases as 

well. We have, for instance, used REDEx to extract weight 

value and unit, with the same level of sensitivity and 

specificity as for temporal extraction [14]. When using 

REDEx, we trade the time required for writing and testing 

regular expression with the time required for annotation. In the 

use cases of temporal information and weight value/unit, we 

found the trade-off to be a beneficial. In these two cases,  

 

BLS = Before Labeled Segment 

LS = Labeled Segment 

ALS = After Labeled Segment 

 

PS = Positive Text Snippet 

NS = Negative Text Snippet 

 

Regular Expression Discovery (PS, NS) 

 

/*Initialize Result*/ 

RS = { } 

      

/*For each positive instances*/ 

For each p in PS 

/*Transform a text string into regular expression 

by replacing punctuations, white spaces and dig-

its*/ 

P’ = Generalize (p); 

/*Split each expression into 3 segments*/  

 (bls’, ls’, als’) = Split (p’); 

End For  

 

/*Combine all labeled patterns*/ 

ls_exp = Combine (LS’);  

 

/*For each positive instance*/ 

For each p  

/*Test the regular expression using the negative 

instances; if an expression matches any negative 

instances, it is discarded. */ 

While match (p’, NS) == False 

/*Trim the segments before or after the 

labeled segments*/ 

p’’ = trim (bls’, ls’, als’); 

End While  

 

/*Add the shortest regular expression that does 

NOT match any snippets in the negative sam-

ple*/ 

RS = RS + p’;  

End For 
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research assistants and researchers who do not have 

programming knowledge did the annotations very quickly 

(100 to 150 annotations/hour after the inter rater agreement is 

established). The amount of time it takes REDEx to generate 

expressions was trivial comparing to the manual generation of 

expressions, thus REDEx can potentially incorporate many 

more examples. The development of REDEx itself did take 

time. It, however, can be re-used. For the purpose of future 

maintenance, we felt that it would be much easier to create 

additional annotations than to manually revise the expressions. 

There are many machine learning algorithms for text 

classification, including for context classification. There are 

considerably fewer learning algorithms that we can readily use 

for the discovery of specific (regular) patterns. With REDEx, 

we can learn to recognize sequential patterns with numbers, 

symbols and letters. Although developed and evaluated using 

the English alphabet, this should be directly applicable to 

other Latin alphabets using Arabic numerals. 

The Pitts dataset used for training and testing is relatively 

uniform. Our concern is that it does not contain sufficient 

variations of the temporal expressions. We plan to extend the 

learning and testing to other clinical notes and create a larger 

set of temporal expressions. In addition, we plan to evaluate 

the REDEx algorithm in comparison to manually created 

regular expressions and possibly the Med-TTK. Other future 

experiments are to evaluate with other corpora, and to 

determine the accuracy of regular expressions discovered in 

one corpus when applied to a different corpus. 

We performed the progressive snippet selection method which 

did not differentiate between the temporal classes at the time 

of selection. This resulted in small sample sizes for the Set and 

Other classes. In future studies the selection method can be 

improved to provide better representation of all classes. This 

can be done using a similar progressive selection method, but 

counting the snippets separately for each class. Or by 

extracting all snippets, stratifying them by class, then 

randomly sampling an equal number from each stratum. This 

would have the added advantage of providing class cardinality 

across the corpus as well as better representation of samples. 

The temporal expressions discovered in this study have been 

incorporated into a v3NLP Framework NLP module [15] to 

look up temporal text from clinical notes. Additional classes 

of temporal expressions, in particular intervals, are planned as 

additions. When extended and tested on other datasets, the 

NLP module will be released as open source software. 

Conclusion 

We have developed and tested a simple and novel REDEx 

algorithm for the discovery of temporal expressions, with 

good sensitivity and specificity. The REDEx can be applied to 

other types of information extraction tasks, because it does not 

contain any built-in information about temporal data. 
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Abstract 

Social media sites, such as Twitter, are a rich source of many 

kinds of information, including health-related information. 

Accurate detection of entities such as diseases, drugs, and 

symptoms could be used for biosurveillance (e.g. monitoring 

of flu) and identification of adverse drug events. However, a 

critical assessment of performance of current text mining 

technology on Twitter has not been done yet in the medical 

domain. Here, we study the development of a Twitter data set 

annotated with relevant medical entities which we have 

publicly released. The manual annotation results show that it 

is possible to perform high-quality annotation despite of the 

complexity of medical terminology and the lack of context in a 

tweet. Furthermore, we have evaluated the capability of state-

of-the-art approaches to reproduce the annotations in the data 

set. The best methods achieve F-scores of 55–66%. The data 

analysis and the preliminary results provide valuable insights 

on identifying medical entities in Twitter for various 

applications. 

Keywords: 

Social media, data set generation, medical entity recognition. 

Introduction 

The volume of data on social media sites, such as Twitter, is 

so vast that it would almost be surprising if it did not contain 

useful medical information. If we could successfully mine 

even a small percentage of this, there would be many potential 

uses, including biosurveillance (e.g. monitoring of seasonal 

flu) and identification of potential adverse drug events. 

Previous work exists on biosurveillance based on emergency 

department notes [1], news data [2], and search data [3], while 

additional work exists on the detection of adverse effects 

extracted from forum data [4-6] and Wikipedia [7]. 

While there has been some work on medical text mining in 

social media (i.e. identification of relevant tweets for adverse 

drug events [8]), a critical assessment of performance of 

current text mining technology has not been performed. It has 

already been established that Twitter itself presents unique 

challenges for text mining in the open domain [9,10]. 

In this work, we have developed an annotated data set from 

Twitter feeds that can be used to train and evaluate methods to 

recognise mentions of diseases, symptoms, pharmacologic 

substances in social media, and particularly microblogs. 

Furthermore, we have evaluated the performance of existing 

state-of-the-art entity recognition approaches on this data set. 

Overall, methods based on conditional random fields allow 

high precision entity recognition, while additional work is 

required to improve the recall. 

Materials and Methods 

This section presents the development of the Twitter data set 

and the annotation process, as well as the methods used to 

automatically reproduce the annotation. 

Data Collection And Filtering 

We obtained our data using Twitter Stream API from 

13/05/2014 to 28/05/2014, collecting 43 million tweets in 

total. An inspection of random samples indicated that most 

tweets do not contain medical entities. We pre-filtered tweets 

using a list of medical terms. We considered three types of 

entities: diseases, symptoms, and pharmacologic substances to 

match the particular entities we were targeting for annotation. 

The list of these biomedical entities comes from the Unified 

Medical Language System (UMLS) [11] Metathesaurus, 

which integrates over 100 biomedical terminologies and 

ontologies. The concepts in the Metathesaurus are assigned 

one or more semantic types from the UMLS Semantic 

Network
i

 [12]. We downloaded the UMLS version 

UMLS2014AA and used the default installation. Within this 

network, we selected the following semantic type mappings: 

• T047 (Diseases or Syndrome) for diseases, 

• T184 (Sign or Symptom) for symptoms, 

• T121 (Pharmacologic Substance) for pharmacologic 

substances. 

From the Metathesaurus, we only retained concepts linked to 

one of the preceding semantic types, and then extracted the 

union of terms corresponding to these concepts.
ii

 Furthermore, 

only terms in English and non-obsolete entries were kept. 

Table 1 shows statistics for each entity type. Disease and 

pharmacologic substances contain a large number of concepts 

and terms, while the list of symptoms is comparatively small. 

Table 1 – Statistics of the concepts and terms extracted from 

the UMLS for the three entity types. 

Entity 

Concept-

term pairs Unique terms

Unique 

concepts 

Disease 201,916 201,013 46,993

Pharm. Subs. 279,261 278,390 120,330

Symptom 19,927 16,865 3,850
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 UMLS Semantic Network site: http://semanticnetwork.nlm.nih.gov 
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 We joined the relevant Metathesaurus tables (‘MRCONSO’ and 
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We filtered the Twitter data to keep the volume manageable. 

Only tweets with two or more entity types (e.g. a symptom and 

disease) were kept, ensuring the filtering is fairly precise 

(while potentially reducing recall). The lists of UMLS terms 

extracted, as described above, contain very frequent terms that 

are primarily used in a non-medical sense, such as said and 

water. To avoid a large number of false positives in the 

filtering stage, we used the frequency of UMLS terms in 

filtered tweets from the previous step and ranked them in 

decreasing order of frequency. We then manually removed 

common terms with a non-medical primary sense from the top 

200 terms in each type. 

We further removed duplicates in the filtered tweets and 

removed non-English tweets using LANGID.PY [13]. This 

filtering pipeline ultimately yielded 11,647 tweets. To 

investigate whether our filtering (particularly our requirement 

of the presence of two entity types) erroneously excluded 

relevant tweets, we examined 1,000 randomly selected tweets. 

In this sample, we found no relevant tweets—that is, tweets 

containing biomedical entities of interest—which would have 

been excluded, suggesting that this pre-filtering methodology 

is fairly reliable for including all possibly relevant data. 

Data Set Annotation Procedure 

Four annotators with no medical training annotated the data 

set with entities from the three semantic types, using BRAT 

[14]. We created the guidelines iteratively as described here  

in chronological order. 

We prepared an initial set of guidelines based on manual 

examination of a small subset of the data which was not used 

for later annotation. We then had all four annotators use these 

initial guidelines to annotate the same set of 100 tweets as a 

calibration set. 

We checked the inter-annotator agreement on the calibration 

set and found that it was too low to be appropriate for what we 

would like to consider a high-quality data set. On the basis of 

discussions between the annotators, we then refined the 

guidelines to attempt to resolve frequently observed points of 

ambiguity in the calibration set. A subsequent round of 

annotation with the new guidelines improved the inter-

annotator agreement, but still not to a level we considered 

acceptable. At this point we moved to a system of having all 

tweets annotated by two annotators, then merging the 

annotations and having the annotators resolve all 

disagreements in discussion. 

This double annotation methodology led to a higher-quality 

data set with very respectable figures for inter-annotator 

agreement as shown below. The cost, of course, was that we 

were able to obtain less data per hour of annotation time. In 

practice we found the merging and discussion process was 

generally fast (roughly 20% of the annotation time itself), 

meaning that overall annotation efficiency was reduced by a 

factor of around 2.4 by the double annotation methodology. 

However, for future iterations of the data set, we will leave 

open the option of augmenting this high quality data set with a 

lower-quality data set annotated only by a single annotator 

(possibly assisted by automatic pre-annotation). 

Since we settled on double-annotation, the relevant 

comparison for inter-annotator agreement is to calculate 

agreement on a subset of the data, which has been annotated 

twice in the manner previously described. That is, the four 

annotators were grouped into two pairs, and each pair 

annotated and merged the same subset of 100 tweets using the 

methodology described above. We then calculated agreement 

figures between the two sets of annotations, obtained using 

BratEval
iii

 [15]. 

Table 2 – Inter annotator agreement for each one of the entity 

types. 

Entity Precision Recall F1 

Disease 0.8400 0.8750 0.8571 

Pharm. Subs. 0.9500 0.8261 0.8837 

Symptom 0.8246 0.8393 0.8319 

Inter annotator agreement, as shown in Table 2, is reassuringly 

high, particularly for such a potentially ambiguous task, and 

displayed similar levels of agreement to other biomedical 

annotation tasks [16]. Most of the disagreements were terms 

inadvertently missed by the annotators, and in a few cases the 

words were arguably non-medical terms, which can 

sometimes be difficult to distinguish. For instance, terms like 

chill or weak often carry a non-medical meaning. Other 

disagreements  included different interpretations of the 

subtleties of the guidelines, such as whether pill was 

sufficiently specific to be included. 

Annotation Guidelines 

After the two rounds of annotation calibration, we settled on a 

final set of annotation guidelines. These stipulated that we are 

interested in annotating three kinds of entities: pharmacologic 

substances, diseases, and symptoms. In addition to traditional 

entities, which correspond to noun phrases, we also broadened 

the scope of the annotation to allow for short phrases headed 

by verbs (such as I coughed all morning) and adjectives (such 

as felt light-headed), which indicate diseases or symptoms. If 

the part-of-speech of the head-word of an annotated item is 

not a noun, the annotation was marked as an adjective or verb 

as appropriate in a separate attribute. 

We also found that in many cases a concept being mentioned, 

which may have looked superficially medical, was unlikely to 

truly refer to a medical concept. In particular, mentions may 

be metaphorical, figurative, or purely humorous, and in these 

cases annotators were instructed to apply the ‘figurative’ 

attribute. There was also another slightly distinct class of 

items, one in which the terms have an informal and non-

clinical meaning in addition to the clinical one. If the non-

clinical meaning is clearly being used, annotators were to 

apply the ‘non-medical’ attribute, such as in depressed about 

my exam results. 

The guidelines also instruct annotators to annotate the most 

specific entity possible (e.g. codeine syrup rather than syrup) 

and to include as many tokens as possible as long as they are 

part of a fixed expression referring to a particular kind of 

entity (e.g. disgusting would not be part of the entity in 

disgusting codeine syrup). It was also specified that entities 

which do not distinguish anything more specific than the base 

entity category should not be annotated, as the very general 

information in these is unlikely to be specific enough to be 

useful in downstream applications. In addition, it was also 

permitted to have overlapping annotations, so while pain 

medication would most sensibly be annotated as a 

pharmacologic substance, the token pain within it should also 

be annotated as a symptom. 

Correctly identifying medical concept mentions and 

categorising them is sometimes a difficult task for annotators 

without formal medical training as there is a large terminology 

space. So it may be difficult to determine whether a particular 

token refers to a valid concept (e.g. Should prune juice be 
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considered a pharmacologic substance? Is dextromethorphan a 

real drug name?), or which of two categories it should refer to. 

In particular, the division between the disease and symptom 

categories can be very uncertain in many cases. For example, 

it may not be clear initially whether amnesia is a disease or a 

symptom. So, the annotators were advised to refer to the 

UMLS in cases of uncertainty, essentially using the UMLS as 

a substitute for in-depth domain knowledge. In particular, the 

UMLS semantic type is important, so generally the semantic 

types should obey the same mapping as described in ‘Data 

collection and filtering’ (for example, disease entities should 

have semantic type ‘T047’). 

Even if the UMLS was not the perfect resource for making 

these decisions, it is in widespread usage (incorporating many 

standardised terminologies), and at least provides a common 

basis for decision-making, ensuring consistency of the 

annotations. In some cases, the context may make it clear that 

a strict interpretation of UMLS semantic type, as described 

above, is not appropriate; in these cases, annotators were free 

to apply their own more appropriate categorisation instead. 

It is of course difficult to codify every possible annotation 

decision in a static set of guidelines. Inevitably, certain 

borderline cases had to be decided on the basis of the 

annotators’ intuitions in ways that are difficult to encode 

specifically. However, the procedure of double annotation that 

we adopted and the high inter-annotator agreement we 

achieved at least suggests that the annotations are reasonably 

internally consistent, and thus presumably repeatable.  

Data Set Statistics 

The final data set contains 1,300 annotated tweets in 13 files 

with 100 tweets each. As shown in the following table, 

symptom is the most frequent type with no significant 

difference between disease and pharmacologic substance. We 

can see that entities are typically composed of a single token 

for symptoms, while diseases and pharmacologic substances 

more frequently span multiple tokens. 

Table 3 – Statistics for the entities in the data set. Entities 

annotated as non-medical have not been considered. 

Entity No Entities Avg. length Avg. Tokens 

Disease 253 10.40 ± 5.83 1.41 ± 0.62

Pharm. Subs. 233 9.83 ± 4.35 1.39 ± 0.58

Symptom 764 6.66 ± 2.96 1.13 ± 0.40

Table 4 shows the number of non-medical and figurative 

terms annotated. The number of pharmacologic substances 

and symptoms that are not medically related are significantly 

larger; it seems these terms are more often used informally, 

rather than with their medical definition. In addition, almost 

10% of the symptom mentions are used figuratively.  

Table 4 – Number of non-medical and figurative entities. 

Entity Non-medical Figurative 

Medical 

Figurative 

Disease 1 (0.40%) 5 (1.98%) 4 (1.58%)

Pharm. Subs. 20 (8.58%) 2 (0.86%) 2 (0.86%)

Symptom 122 (9.65%) 124 (9.81%) 44 (3.48%)

Table 5 – Part-of-speech of the annotated entities. Entities 

annotated as non-medical have not been considered. 

Entity Noun Adjective Verb 

Disease 246 (97.2%) 7 (2.8%) 0 (0.0%)

Pharm. Subs. 233 (100.0%) 0 (0.0%) 0 (0.0%)

Symptom 454 (75.5%) 262 (20.7%) 48 (3.8%)

Almost all entities annotated are nouns as noted in Table 5. It 

is logical that pharmacologic substances are nouns. There are 

only a few mentions of diseases that appear as adjectives (e.g. 

blind, obese, or overweight). For symptoms, over 20% appear 

as adjectives (e.g. breathless, hungry, or sick) and a smaller 

quantity appear as verbs (e.g. fainted, coughing, or shaking). 

Table 6 shows the top 10 terms by frequency per entity type. 

There is a large number of individual posting on Twitter and 

we can identify multiple topics in our data set, which shows 

the possibilities of exploiting Twitter data and the complexity 

of extracting relevant signals from it. Some of these terms 

denote concerns about diseases that affect a large part of the 

population (e.g. diabetes) but also highlight recent 

breakthroughs in medicine (e.g. a new malaria vaccine). We 

also find mentions of recreational drugs (such as marijuana 

and cannabis), which are not related to any specific news 

item. In addition, there are mentions like heroin linked to 

news when the tweet was posted (e.g. NYPD officers to carry 

heroin overdose antidotes).  Furthermore, we find a large 

number of symptoms that are not linked to any specific 

disease, which could be monitored as signals for 

biosurveillance. 

Table 6 – Top most frequent terms per entity type. 

Disease  Phar. Sub.  Symptom  

diabetes 14 marijuana 12 tired 136

heart disease 10 cannabis 12 pain 93

stroke 10 alcohol 11 hungry 61

cold 8 heroin 8 stress 50

asthma 6 pain meds 7 headache 36

malaria 6 vitamin c 4 sore 15

allergy 4 chill pill 4 sick 14

migraine 4 malaria vaccine 4 cough 13

aids 4 caffeine 4 exhausted 12

obesity 4 calcium 4 hangover 11

Named Entity Recognition 

After annotating a data set, we investigated how applicable 

standard approaches to named entity recognition (NER) would 

be to this data. This indicates how unique the data is, and 

helps us to predict how difficult it will be to reliably reproduce 

these annotations automatically on unseen data, which is our 

ultimate goal. Three methods were used to annotate the data 

set with the three entity types. 

The first uses MetaMap [16], which is developed at the US 

National Library of Medicine that maps spans of text to 

UMLS Metathesaurus concepts and is considered state-of-the-

art for this task. It uses parsing to identify spans of text in 

which entities could appear and then smart dictionary 

matching to identify the concepts [16]. We used MetaMap 

2013, with its default configuration, to perform experiments 

with and without word sense disambiguation (WSD) [18]. 

MetaMap output was filtered to keep only concepts belonging 

to the three semantic types under consideration, and the output 

was converted to BRAT standoff format for evaluation. 

In addition to MetaMap, we considered two systems based on 

machine learning (ML). Firstly, we created a custom NER 

tagger for this data set, called ‘Micromed’ (since it tags 

medical concepts in microblog posts), to provide an in-house 

solution. It uses conditional random fields (CRF) [19] as its 

underlying machine learning algorithm. CRFs are frequently 

used in state-of-the-art named entity recognizers, including 

those in the biomedical domain. For its CRF implementation, 

Micromed uses CRFSuite [20]. The features were derived 
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from those commonly used in NER, and tuned somewhat to 

this particular task: 

• Part-of-speech tag and relative position in a context 

window of three tokens each side 

• Token surface form and relative position, in a context 

window of two tokens each side 

• Token prefix and suffix character N-grams of all 

lengths up to eight 

• Whether the token appears in a list of synonyms for 

concepts with the appropriate semantic type extracted 

from UMLS 

• (In some configurations) whether MetaMap annotates 

the token as a concept with that semantic type 

Since the goal was to evaluate how similar the task was to 

standard NER, we did not add particularly radical features. 

For tokenising and POS-tagging, we used TweetNLP [21]. We 

trained a CRF model for each category (diseases, 

pharmacologic substances, and symptoms), treating them as 

distinct annotation tasks. The output of the CRF engine was 

converted to BRAT standoff
iv

 format for evaluation. 

Secondly, we used the Stanford NER tagger (SNER) [22] as 

another strong baseline to study how difficult the task is for 

existing NER tools and help identify effective features. This 

also underlyingly uses a CRF.   We reformatted annotations 

into SNER format and applied the limited default features to 

train taggers for each of the three categories, which included 

character n–grams and word tokens in fixed context windows 

(the primary feature difference from Micromed being the 

absence of custom lookup lexicons).  

Results 

To compare the performance of the annotation methods, we 

used two different evaluation profiles. Exact match requires a 

given entity from the classifier output to have the same start 

and end span as the reference entity to be considered a match. 

Partial match considers entities as matching if there is any 

overlap at all between the entity produced by the classifier and 

the gold standard. After counting matches, we calculated 

precision, recall, and F1 in the usual way. Entity annotations 

marked as non-medical were ignored in training and testing. 

Statistical significance of the results shown in Table 7 was 

computed using a two-sample t-test with randomization over 

the cross-validation folds. 

                                                           

iv

Brat standoff format: http://brat.nlplab.org/standoff.html 

Machine-learning methods were trained and evaluated using 

13-fold cross validation, based on 13 sections of the data set, 

each containing 100 tweets. That is, at each of the 13 

iterations, 1200 tweets (12 sections) were used for training, 

while the remaining 100 tweets were used for evaluation. 

MetaMap, however, was simply applied to the whole data set, 

so the results are comparable. We evaluated Micromed, both 

with and without features based on MetaMap (the former case 

is denoted “+Meta”), to evaluate how well it could perform 

without relying on an external tool with a significant 

overhead. Results of the overall methods are presented in 

Table 7. 

MetaMap results without WSD have much higher recall, but 

poorer precision. Entities missed include terms that are not in 

the UMLS (e.g. painkillers addiction) or terms in the UMLS 

that are not in the categories of interest (e.g. cold as symptom). 

False positives include non-specific terms annotated by 

MetaMap (e.g. drugs), which are excluded by the annotation 

guidelines, terms bearing a non-medical meaning (e.g. I’m 

sick and tired of negativity), and WSD mistakes (e,g. cannabis 

was annotated as plant instead of substance).  

The ML methods usually outperforms MetaMap. SNER’s 

accuracy is lower over Disease but substantially higher over 

Pharmacologic Substances and Symptom. Micromed has 

higher F-score again, with statistically significant increases 

over SNER except for Symptom. SNER has lower recall since 

it lacks the implicit domain knowledge from the UMLS-

derived features of Micromed and Micromed+Meta (including 

MetaMap). We know, from Table 1, that the Symptom 

category has a smaller vocabulary; thus, relevant information 

can be learned from the training data alone. Moreover, some 

symptom entities, which SNER detects, are missed by 

Micromed; in many cases, these are not in the UMLS (e.g. 

magnesium-deficient). The increase in recall of partial match 

compared to exact match is not especially significant, except 

for Symptom. 

Discussion 

The data set was annotated with high inter-annotator 

agreement. Extra considerations were required for Twitter 

compared to biomedical literature, e.g., the Figurative 

attribute and extending the concept of entities beyond nouns, 

which might make traditional NER approaches perform 

poorly. 

MetaMap was not trained on this data set as the other two 

methods were, but still shows a competitive performance with 

higher recall, while Micromed and SNER are generally more 

precision-biased and have a higher F-score overall. The 

  Disease  Pharm. Substance  Symptom 

 Method Prec Rec F1  Prec Rec F1  Prec Rec F1 

Exact 

Match 

MetaMap +WSD 0.4123 0.5850 0.4837  0.2264 0.5150 0.3145  0.5337 0.5604 0.5467 

MetaMap 0.3437 0.7876 0.4786  0.2225 0.7785 0.3460  0.4644 0.7635 0.5775 

Stanford NER 0.7917 0.3071 0.4312   0.8952 0.3565 0.4946*  0.7526 0.5763 0.6509* 

Micromed 0.7987 0.5020 0.6165*†  0.8142 0.3948 0.5318*  0.7193 0.6028 0.6559* 

Micromed +Meta 0.8049 0.5217 0.6331*†  0.8205 0.4120 0.5486*  0.7220 0.6041 0.6578* 

Partial 

Match 

MetaMap +WSD 0.4457 0.6299 0.5220  0.2642 0.5957 0.3660  0.4424 0.6150 0.5146 

MetaMap 0.3437 0.7876 0.4786  0.2225 0.7785 0.3460  0.4644 0.7603 0.5766 

Stanford NER 0.7917 0.3071 0.4312  0.8952 0.3565 0.4946*  0.7603 0.6013 0.6696* 

Micromed 0.7987 0.5020 0.6165*†  0.8142 0.3948 0.5318*  0.7439 0.6234 0.6783* 

Micromed +Meta 0.8049 0.5217 0.6331*†  0.7220 0.6041 0.6578*  0.7450 0.6234 0.6788 

Table 7 – Results of all automatic annotators over all entity types. Statistical significance at p < 0.01: * vs MetaMap; † vs SNER.
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difference in performance of the methods is scientifically 

interesting in what it tells us about the nature of the data set. 

MetaMap is widely used for medical NER due to the 

respectable performance it achieves over research articles and 

clinical text. MetaMap has not been tuned for Twitter data and 

was outperformed in this work by ML-based classifiers, which 

could be effectively trained on a relatively small in-domain 

corpus. SNER even lacked in-domain knowledge, while 

Micromed used mostly standard NER features. This difference 

between MetaMap and ML methods suggests that the data set 

here has different characteristics to NER tagging in other 

domains.  

The difference may also reflect different design considerations 

to be considered to tune MetaMap to work with Twitter data. 

In our work, the current performance of Micromed, as well as 

its lower computational cost
v

 are likely to be advantageous in 

processing large volumes of social media data. The 

computational cost must, of course, be low if we hope to 

process a significant fraction of a high-volume data stream in 

real time. In addition, the smaller number of false positives 

generated by a higher precision system should lead to greater 

acceptance by users of the system output. Since the volume of 

data available in social media is relatively large with a high 

degree of redundancy with respect to overall trends, slightly 

lower recall is less of a concern in these applications. 

Conclusion 

In this work, we have presented the development of a Twitter 

set annotated with medical entities, showing that it is possible 

to perform high-quality annotation despite the complexity of 

medical terminology and the lack of context in a tweet. We 

have made the dataset publicly available
vi

 to encourage further 

research. Furthermore, we have evaluated the capability of 

some state-of-the-art approaches to reproduce the manual 

annotations. The approaches demonstrate reasonable accuracy 

(with interesting variations between the methods), although 

further work is needed to identify additional features that 

might improve the performance of the annotators. We have 

focused on creating a data set and evaluating state-of-the-art 

annotators. We plan to use these annotators to process a live 

data stream from Twitter or some other source for 

biosurveillance and detecting adverse drug reactions. 
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Abstract 

Chronic diseases are an important field to tackle due to 

increasing healthcare risk factors, including population 

nutritional habits, lack of physical exercise, and population 

aging. Diabetes mellitus, hypertension, and obesity currently 

affect millions of people, and this statistic grows every year 

and is responsible for  numerous deaths everyday. Many of 

those deaths could be delayed by following a steady 

monitoring strategy over such a population, which would 

prevent vital signs from reaching critical stages and providing 

knowledge for these patients about their health. This paper 

introduces Mobilicare, a mobile health promotion system 

designed to: (i) monitor remotely a patient´s vital signs in real 

time; (ii) support  a health service in a Healthcare Center; 

and (iii) allow self-awareness of the disease and improve 

motivation. Our approach was applied to two distinct chronic 

patient management programs. The results showed the 

commitment of elder patients and the contribution of 

Mobilicare to the maintenance of a patient´s health stability. 

Keywords:  

Chronic disease management; eHealth; mHealth; cloud 

computing; tele-vital signs; tele-homecare. 

Introduction 

Access to medical care is sometimes difficult for citizens 

living in distant and underserved areas. However, even 

citizens living in large cities in developed countries may find 

it hard to reach medical services. Not being able to access 

primary medical care when illness, injury, or potential health 

problems arise may lead to a late diagnosis, delay in treatment, 

and possible future consequences. The problem gets even 

more serious in developing countries, such as the BRICS 

countries (Brazil, Russia, India, China, and South Africa). 

With the goal of eliminating distance barriers, telemedicine is 

a multidisciplinary research area that integrates not only 

several computer science fields, but also medicine and 

healthcare. Its aim is to improve health services and quality of 

life, as well as provide remote medical training. Recently, 

telemedicine has been helped by advances in mobile 

communication and the adoption of tablets and smartphones. 

For example, it is currently easier to reach older or homecare 

patients whose medical access could be hampered by physical 

constraints. For example, mobile communications and 

portable devices permit monitoring of vital signs, no matter 

the patient's location. 

Targeting one of the most critical chronic diseases, in 1985, 

there was an estimated 30 million adults living with diabetes 

mellitus. This number grew to 135 million in 1995, and then 

to 173 million in 2002 [1]. Currently, there are more that 371 

million people living with diabetes between the ages of 20 to 

79 years. This number rises every year in practically all 

countries, and 50% of the people with diabetes do not even 

know their clinical condition [2]. About two-thirds of these 

people live in developing countries, where the epidemic has 

more intensity, and with a growing rate in younger citizens 

[1]. Nevertheless, people with diabetes mellitus are living 

longer due mainly to advances in medicine [3]. 

As a consequence, both public and private healthcare costs for 

treating these types of patients are increasing due to higher 

average lifetime expectations worldwide. Additionally, both 

the number of medical doctors and their geographical 

distributions cannot cope with the quickly growing number of 

patients with chronic diseases. Finally, patients unaware of 

their clinical condition are not treated preventively and endure 

worse consequences since diabetes can be considered a “silent 

sickness”. They usually show greater resistance in following 

correct treatment since it is for the rest of their lives and 

demands daily care. 

In Brazil, private health care operators offer Chronic Patients 

Management Programs to monitor patient clinical condition, 

mainly due to the possibility of income taxes reduction. In 

order to keep operational costs low, however, most of these 

programs only contact the patient once a month, either at 

home or through a phone call. If the patient does not feel well, 

he/she can call a monitoring center usually during working 

hours and speak with specialized nurses and doctors. This 

scenario limits the notion of the patient’s clinical condition. 

For patients with Type 2 diabetes, the medical protocol can 

lead to a possibly incorrect idea that they are clinically stable 

most of the time. 

We present a mobile system – called Mobilicare – that is used 

by patients at home to collect and transmit patient data (e.g., 

glucose measurements) at specific dates and times. Through 

the system, the health center can remotely monitor a patient’s 

condition and even contact them. The main goals are to 

provide: a) a remote just-in-time pro-active and preventive 

health service to the patient, based on vital signs; b) graphs 

and alarms when vital signs are out of threshold for the health 

center and also the patient; c) video conference with doctors 

and family; d) patient risk analysis; and e) educational videos 

about diseases, food, and exercise habits. We observed that 

these features impact the way the treatment is performed, from 

reactive to active (i.e., anticipating an event). In order to 

analyze system outcomes over different scenarios, two case 

studies were conducted – one related to diabetes, and another 

to health promotion.  
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• GI1 (Intervention Group 1): used an offline glucose 

meter only, being managed by the patient himself; 

• GI2 (Intervention Group 2): used a tablet with 

Android 4.0 and a glucose meter with a Bluetooth 

converter. These patients were monitored in real-time 

using Mobilicare by the healthcare provider. 

Figure 6 shows the methodology workflow. First, 100 type 

two diabetes patients were selected from one of the largest 

home care providers in Brazil – Globalcare health center – and 

were chosen following the criteria of similar representation for 

all age groups and genders. Then, patients were randomized 

and distributed into the three subgroups (GC, GI1, and GI2). 

Eventually, a slight change was made among groups to keep a 

similar age distribution. Next, patients were asked to 

participate in the program (recruitment). In the case of a 

candidate refusing, another participant with a similar profile 

was chosen. 

Once the set of patients were distributed into the three groups, 

a phase called “Intervention” took place. In this phase, 

patients had glycated hemoglobin collected for future 

comparisons. Afterward, the Follow-up, Data Collection, Data 

Processing, and Statistical Analysis phases were deployed 

(details in next section). The pilot lasted from October 2013 to 

September 2014. 

  

Figure 6- RCT – Randomized Control Trial Workflow. 

Results  

Diabetes 

Figure 7 shows the monthly average levels of glucose 

measurements for the set of patients in GI2. It is possible to 

observe that the levels dropped from 118 to 111 using 

Mobilicare. For the other groups, there is no such a measure 

since they do not send their glucose levels to the health center. 

However, with the glycated hemoglobin levels reported, it was 

possible to verify the same behavior before the intervention. 

 

Figure 7- Mean value of glucose levels for GI2. 

The number of “clinical alarms” among GI2 patients was 

around 62. Most alarms were triggered during typical vacation 

months, in which people often do not follow the specified diet. 

After a “clinical alarm”, the average number of measurements 

to a GI2 patient to come back to an acceptable blood glucose 

level was 1.16, or a little more than two days. This quick 

return to a normal condition was a consequence of the medical 

protocols triggered by the alarms. For the other groups, they 

rarely reported an anomaly during the center calls. 

Figure 8 shows the mean number of measurements for GI2. In 

the first months, there was instability due to system patient 

adaptability, which generated a high number of “non-

measurement” alarms. Later, measurements became regular 

and stable with each patient performing about six 

measurements a week. 

 

Figure 8- GI2 mean number of measurements per month. 

The age average of the GI2 group is 69 years old, however 

this fact seems to have little influence in their adherence to the 

program, regardless of previous experience in using a tablet. 

Also, one important result concerning the other two groups 

(GI1 and GC) is that less than 3% of the expected 

measurements were spontaneously reported to the “call 

center”. This result can drive an assumption that these people 

could be under-watched and need a higher consciousness of 

the disease, as was provided for the patients of GI2.  

Table 1 shows that the number of GI2 patients who went to 

the emergency room was 80% less when compared to GC 

patients in the same period. Also, GI1 patients were 

hospitalized 25% more times than GI2 patients and GC 

patients 50% more than GI2. The Unitcare Medical Services 

has details of the protocols, including ethical aprovement and 

agreement terms of patients. 

Table 1: Emergency and hospitalization numbers. 

 GI2 GI1 GC 

Emergency Room 1 3 5 

Hospitalization 4 5 6 

Case Study 2: Health Promotion 

This observational study intended to verify the Mobilicare 

performance for health promotion, i.e., the improvement of 

quality of life. This study has been carried out during a 4-week 

period, involving three people with different profiles: 

• Patient 1: 56 years old, male, overweight and acquired 

diabetes type 2; 

• Patient 2: 67 years old, male, overweight and 

Parkinson; 

• Patient 3: 60 years old, female, overweight and 

hypertension. 

During the first visit to the patient, a caregiver performed a 

training and also measurements for weight, blood pressure, 

and glucose. The results allowed the professional to get some 

indexes of the patients, like body mass index, body fat 

percentage, and waist to hip ratio. We also made an interview 

about their eating habits and physical activities during the last 

four weeks to better understand how the system could 

influence them. 

After four weeks, the caregiver repeated the initial 

measurements and performed a final interview. After six 

months, another visit was made to verify self-health stability, 

without the Mobilicare influence. It is important to note that 

for statistical validation, this case study needs further 

investigation due to a restricted sample, but the preliminary 

results work as an indication of the system usability [15].  
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Health promotion 

The patients in this study had to walk at least 5,000 steps daily 

and send the data, or else the system would show a “non-

measurement” alarm to the health center. Figure 9 depicts the 

mean glucose and blood pressure variation of the patients. The 

glucose levels were high at the beginning of the experiments, 

and decreased to normal levels while the blood pressure 

levels, which were normal, remained normal. At the beginning 

of the experiment the glucose levels were about 120 in 

average, and at the end of the experiment they were about 100 

in average, with a reduction of around 20%. 

 

Figure 9- Patients mean glucose and pressure levels. 

At the end of the experiment, the set of measurements was 

repeated. Table 2 presents the results for weight. All patients 

reduced their total weight, and additionally some of them 

increased in lean weight, reducing their percentage of body fat 

further. Fat weight and lean weight provide valuable 

information since they show that the intervention was 

probably producing significant results.  

Table 2- Weight results. 

 

Total 

weight 

Fat 

weight 

Lean body 

weight 

Body Fat 

(%) 

P1_ini 85.00 16.14 68.86 18,99 

P1_final 82.70 14.70 68.00 17.72 

P2_ini 83.50 20.79 62.71 24.90 

P2_final 82.00 16.50 65.50 20.12 

P3_ini 73.10 25.56 47.54 34.96 

P3_final 71.10 21.58 49.52 30.35 

 

Other monitored results were the main corporal indexes, 

shown in Table 3: BMI (Body Mass Index), WHR (Waist to 

Hip Ratio) and BAI (Body Adiposity Index). The results 

showed a reduction the indexes for all patients. However, it is 

important to note that all participants still need to keep 

lowering most of their indexes in order to reach international 

health standards [4, 5, 6]. 

However, it is very hard to identify whether the benefits came 

from their motivation to adhere to the health program, and 

they internalized the learning, or by the pressure caused by the 

technology system itself. In order to minimize the error, the 

participants were contacted and measured again after six 

months of the experiment. Two of them had diminished the 

weight (6 kg and 2,3 kg), and the third was steady, with the 

diabetes controlled. The sample was only 3 participants, but 

the results are considered very promising. 

Table 3- Main corporal indexes 

 BMI WHR BAI 

P1_ini 30.11 1.04 27.46 

P1_final 29.30 1.01 26.54 

P2_ini 29.94 1.00 29.72 

P2_final 29.40 0.96 29.63 

P3_ini 27.17 0.74 34.37 

P3_final 26.43 0.74 33.51 

Discussion 

This paper presented Mobilicare – a new mobile monitoring 

for health promotion system. The front-end module works on 

any browser, being suitable for a variety of platforms, like 

computers, tablets, and mobile devices. One important goal 

was to encourage prevention and health promotion through the 

patient's interaction with advanced technological tools. In line 

with the concept of social networks, the developed tele-

homecare model lets patients interact with other people who 

have similar medical situations, encouraging information 

exchange and commitment to self-care. Patients are 

encouraged to take an active role in their healthcare. For 

example, a diabetic patient could periodically check his blood 

sugar and adjust his or her behavior, such as in the case of an 

excessive intake of sugar. Additionally, the patient can 

optionally subscribe to an exclusive social network offered by 

the solution/health provider. There, patients can interact, post 

disease educational videos or materials for common access, 

discuss their health problems, and even compete with each 

other as they post their measurements and the disease remains 

stabilized over time. 

Though it is still too early to be conclusive, we have collected 

significant evidence that remote measurement of vital signals, 

when integrated with awareness and healthcare support, might 

help leverage quality of life in the short term and delay the 

undesired side effects of chronic diseases like diabetes. Not 

only can the patient can get benefits using Mobilicare or 

similar systems, but also health care operators will probably 

be able to reduce emergency and therefore hospital costs.  

We conducted two case studies, one for diabetes, and another 

focusing on health promotion. Related to the diabetes study, 

only 17% of GI2 patients have left the program after the end 

of the one-year experiment. Here, we observed that remote 

regular monitoring led to the earlier identification of more 

serious changes in glucose levels and also to an earlier 

reaction by health care personnel. As a consequence, patients’ 

measurements were brought back to acceptable levels sooner. 

Related to the health promotion study, from the first day it was 

clear that motivation increased.  Being constantly monitored 

brought a new mood to the participants. The system changed 

the routine of these people, and they worked out much more 

when compared to the time prior to monitoring. Now they had 

goals to reach, and someone to help them with their doubts 

and questions. 

Results in both cases showed that a monitoring and 

educational system can improve the health of the monitored 

people. Moreover, we detected a real improvement in the 

knowledge of the patients about their health situation and what 

to do in order to grow old in a healthy way. 

As counter-intuitive as it might be, elderly people can learn to 

use new technologies relatively quickly, and for a significant 

number of them the access to their measurement curves 

resulted in a positive feedback and led to greater adherence to 

the healthcare program. In this sense, the use of technologies 

that improve the quality of preventive health and reduce 

medical costs has become a necessity since the costs of 

secondary and tertiary care are very high and constantly 

growing. In BRICS countries, where there is significant 

heterogeneity in access to and quality of offered medical 

services, this market is expected to reach $418.4 million in 

2014. In Brazil, it is estimated that less than 5% of hospitals 

are providing telemedicine services, indicating a high potential 

for expanded use of telemedicine solutions in healthcare. 
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Conclusion 

Of course, data interoperability, security considerations, and 

privacy issues remain. Health information must be protected 

by the standard transmission protocols (Continua Health 

Alliance: http://www.continuaalliance.org) and security layers 

of the cloud provider to not only prohibit unauthorized access 

to patient records, but also to guarantee data integrity and 

make sure that transmitted data are not maliciously modified. 

Finally, privacy is addressed by the management system, 

which assures that data is only accessed by the physician and 

related medical team of the patient provided by the patient’s 

permission.  
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Abstract 

Cardiac function can be assessed from displacement 

measurements in imaging modalities from nuclear medicine  

Using positron emission tomography (PET) image sequences 

with Rubidium-82, we propose and estimate  the total Kinetic 

Energy Index (KEf) obtained from the velocity field, which 

was calculated using 3D optical flow(OF) methods applied 

over the temporal image sequence. However, it was found that 

the brightness of the image varied unexpectedly between 

frames, violating the constant brightness assumption of the 

OF method and causing large errors in estimating the velocity 

field. Therefore total brightness was equalized across image 

frames and the adjusted configuration tested with rest 

perfusion images acquired from individuals with normal 

(n=30) and low (n=33) cardiac function. For these images  

KEf was calculated as  0.5731±0.0899 and 0.3812±0.1146 for 

individuals with normal and low cardiac function respectively.  

The ability of KEf to properly classify patients into the two 

groups was tested with a ROC analysis, with area under the 

curve estimated as 0.906.  To our knowledge this is the first 

time that KEf has been applied to PET images. 

Keywords: 

Kinetic Energy Index, cardiac function, optical flow, positron 

emission tomography, PET, Rubidium-82, Philips Gemini TF 

64 TOF. 

Introduction 

Cardiac pathologies can affect the normal motion of the left 

ventricle; accurate quantification of this movement can 

therefore assist in diagnosing disease. The variational Optical 

Flow (OF) technique proposed by Horn and Schunck (HS) [1] 

can provide automatic motion quantification, in which the 

motion field is estimated from a sequence of images. 

Optical flow is a computer vision technique which estimates 

the motion field from spatiotemporal patterns of image 

intensity [2], and HS requires that the image brightness, E, at a 

given point in the brightness pattern does not change with 

time, t, as shown in Equation 1.   
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The motion field is estimated through the solution of a system 

of equations which is large and sparse, and iterative methods 

such as Gauss-Seidel are suitable choices for its solution [1]. 

In 4d images (a time sequence of 3d volumes) these equations 

have the form shown in Equation 2; for brevity only the x 

component of velocity (u) has been shown. 
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Here k is the iteration index; ��, 	
 , ��  are mean velocities in x, 

y, z; 
�

, 
�

, 
�
 are the partial derivatives of image intensity 

E(x,y,z,t) and �
�
 is a regularization parameter. 

The motion field estimated from cardiac image sequences is 

difficult and time consuming to interpret, since each volume 

element (voxel) has a time-varying three-dimensional vector 

value.  Gutierrez et al. [3], applied optical flow techniques to 

estimate the velocity field from single photon emission 

computed tomography (SPECT) images and then used the 

velocity estimates to calculate kinetic energy (KE) for each 

voxel of the image using Equation 3. 
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Here 	
�

�
, 	

�

�
, 	

�

�
 are the components of the velocity vector in x, 

y and z directions respectively for a voxel at position (x,y,z),  

and m is the voxel mass, approximated by the voxel intensity 

in the 3D volume image [4].   

The resulting KE field can be summed within each frame to 

provide total KE per frame and then represented graphically 

over the cardiac cycle to produce a KE curve. An indicator of 

cardiac function was proposed in [3], called kinetic energy 

index (KEf), shown in Equation 4.   
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where �
���

 and �
���

 are maximum and minimum values 

of the total kinetic energy per frame respectively [3].   

The present study has the objective of evaluating KEf  for the 

classification of patients with normal or low/altered cardiac 

function from PET images.   

The images come from an image database of 666 individuals 

with normal and low/altered cardiac function who underwent a 

rest and stress examination in the Department of Nuclear 

Medicine at the Heart Institute, Sao Paulo. Images were 

acquired with the PET radioisotope Rubidium-82 (
82

Rb).   

Methods 

Image acquisition 

After being situated in the Philips Gemini PET/CT scanner
1

, 

82

Rb was administered for 60 seconds.  The individual was left 

for 60 seconds for perfusion of 
82

Rb, then resting acquisition 

performed from minutes two until eight.  Cardiac stress was 

then induced pharmacologically, 
82

Rb administered a second 

time during 60 seconds, followed by another 60 second wait 

for perfusion, and finally the stress image acquired from 

minutes two until eight. 

The electrocardiogram (ECG) signal was simultaneously 

recorded by the Philips Gemini  during image acquisition 

(gated PET) so that a sequence of image volumes could be 

constructed from detected photon events collected over 

several hundred RR intervals.  Each RR interval defines the 

times between R peaks of the ECG, and relates to a single 

                                                           

1

 Philips Gemini TF 64 TOF, Series number 7535, Manufactured Jan 

2012 by Philips Medical Systems (Cleveland) Inc., Cleveland, Ohio, 

USA, Identification code MN 0183, HC 147938 
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complete cardiac cycle; the length of RR intervals vary 

constantly during the examination as the cardiac frequency of 

the individual varies.  

Sixty three images were selected from the image database to 

create groups of individuals with (i) normal cardiac function 

(n=30) and (ii) low/altered function (n=33). For this 

preliminary study, the criterion for inclusion in the normal 

group was ejection fraction (EF) > 50 and the low/altered 

group was EF < 50, both as determined by the stress 

examination.  Figures 1 and 2 show the variation in EF for 

individuals as measured by stress and rest examinations.  

 

Figure 1– Ejection fraction in stress for the 63 individuals 

 

Figure  2– Ejection fraction in rest for the 63 individuals 

Calculation of KEf 

We developed software in MATLAB
2

 to produce an 

automated image processing routine for calculating KEf, 

comprising stages of preprocessing, optical flow calculation, 

and postprocessing as shown in Figure 3.  

Input images were a sequence of 8 volumes, with each volume 

containing 128 slices, each of which is 128x128 pixels. The 

slice thickness was 4mm and pixel size 4mm x 4mm.  8 gated 

frames were produced rather than 16 since the acquired count 

is low for 
82

Rb and it was thought that spreading the count 

over 16 frames would cause unacceptably high levels of noise. 

                                                           

2

 MATLAB Release 2013a, The MathWorks Inc., Natick, Massachu-

setts, United States 

 

Figure  3– Scheme for calculation of KEf 

The preprocessing stage comprised the following: 

• Order: DICOM images were renamed in sequential 

order from the first slice of the first volume to the last 

slice of the last frame. 

• 4D Matrix: DICOM images were converted and 

stored in a binary MATLAB 4D matrix format. 

• Crop: An automatic crop was performed to reduce 

the size of the input image volumes to include only 

the left ventricle (LV). A Hough circle transform was 

used to locate the LV in slices of the short axis plane, 

cropping the image to include a minimum of 

structures not belonging to the LV 

• Equalization: Images were adjusted to equalize total 

brightness per frame after cropping, as detailed 

below.   

• Smooth: Images were low pass filtered by averaging 

over the 27 neighbourhood of each voxel.    

The optical flow stage of processing used a version of the HS 

scheme adapted to 4d images, as described in [2].  A total of 

200 iterations of the algorithm were performed with a value of 

�
�
=10, found by experiment. 

• Derivatives: Partial derivatives of image intensity 

were calculated using centred differences.  

• Average velocities: In each iteration of the algorithm, 

average velocities were calculated for each 

component of velocity (u,v,w), for each voxel, over 

its 18 neighbourhood. 

• Update velocities: an update step was applied to 

produce the new values of velocity component 

(u,v,w).    

The post-processing stages were: 

• Smooth:  The optical flow field was median filtered 

in the 27 neighbourhood to remove outliers.  

• KE by frame: KE was calculated for each voxel using 

Equation 3 and then KE contributions summed for all 

voxels within each frame. 

• KEf: KEf was calculated using Equation 4 from 

maximum and minimum values of KE by frame. Our 

studies excluded the values belonging to the first and 

last frame from this calculation since these frames 

have a single neighbour in time, increasing the error 

in the estimate of partial derivative in time.  

After an analysis of initial results, it was discovered that the 

total brightness (i.e. photon count) of the image varied 

substantially between frames.  This was unexpected since the 

number of photons emitted at any given moment is dependent 

only on the random radioactive process.  In order to quantify 

brightness variation, the vector �
�����

 was formed whose 

elements represent the total brightness in each frame of the 

sequence, as shown in Equation 5. 
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where N is the number of frames in the sequence, X is the 

number of voxels in each frame, E is the intensity of the vth 

voxel.  Let f be the frame index, so that the fth element of 

�
�����

 is �
�����

 

. 

Total brightness per frame was analyzed over the cardiac 

cycle and a brightness equalization module added to make 

total brightness in each frame constant over the cardiac cycle, 

as shown in the preprocessing phase of Figure 3.  The 

algorithm followed the steps:  

1. Form the vector �
�����

 for all frames . 

2. Identify the maximum element of �
�����

, max(�
�����

).  

3. Calculate new intensities using Equation 6.   
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KE curves, showing the variation of total kinetic energy by 

frame, were plotted and KEf calculated for individuals with 

normal (n=30) and low/altered cardiac function (n=33) in rest 

and perfusion images. KE Curves were produced with and 

without the brightness equalization step so that any 

improvements created by the new module could be assessed. 

Statistical analysis 

In order to investigate the relationship between EF and KEf in 

rest, linear regression was performed on the pairs of values 

(KEf, EF) formed for each individual.   

In order to evaluate the ability of KEf as a classifier of cardiac 

function, sensitivity and specificity tests were performed.  

Sensitivity was defined as the fraction of individuals with 

normal function who were correctly classified by KEf and 

specificity as the fraction of individuals with low/altered 

function who were correctly classified by KEf. A receiver 

operating characteristic (ROC) curve [5] was generated by 

varying a KEf threshold, T, from 0.01 to 1.0 in intervals of 

0.01.  For each threshold, the number of true positives (TP), 

false negatives (FN), false positives (FP), and true negatives 

(TN) were calculated, and from these values true positive rate 

(TPR), false positive rate (FPR) and Accuracy (A) calculated 

as described in reference [5]. Accuracy is the total number of 

true classifications as a fraction of the total number of 

patients. The area under the ROC curve (AUC) was estimated 

using the trapezoidal rule. 

Results 

Values of KEf were generated for 63 individuals with normal 

and low/altered cardiac function.   

 

Figure 4– Brightness curve for an individual with low cardiac 

function (Rest EF = 33%)  

Figures 4, 5 and 6 were produced for one of the 33 individuals 

with low/altered cardiac function and ejection fraction at rest 

of 33%.   

Figure 4 shows the total brightness curve, which has a sharp 

brightness decrease in both frames 7 and 8. Figures 5 and 6 

show the KE curve without and with brightness equalization 

performed in the preprocessing stage. The large peak in frame 

7 of Figure 5 is greatly reduced in Figure 6. 

 

 

Figure 5– KE curve without brightness equalization (KEf = 

85.69%) 

 

Figure 6– KE curve with brightness equalization (KEf = 

50.15%) 

 

Figure 7–  Bar chart showing KEf for rest perfusion images 

for the 63 individuals in the study 

Figure 7 shows the values of KEf calculated for every 

individual in the study. It can be observed that individuals 

with normal function have higher KEf than those with low or 

altered function in general.   

Mean and standard deviation of KEf calculated for these two 

groups and are shown in Table 1. The mean values of the two 

groups are separated by 19.2%. 

Table 1– KEf values obtained from rest perfusion images  

 KEf in Rest 

Normal (n=30) 0.5731±0.0899 

Low/altered (n=33) 0.3812±0.1146 
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able to improve the suitability of the image sequence for the 

calculation of KEf  in this case.   

Extra or altered maxima and minima in the KE curve can 

cause errors in the value of KEf calculated.  The calculated 

value of KEf from Figure 5 and 6 were very different, with 

values of 85.69% and 50.15%; the global maximum without 

brightness equalization, from Figure 5, belongs to the large 

peak, but with brightness equalization, Figure 6, to the first 

smaller peak.  This decrease in �
���

 reduces the value of 

KEf.  

The cause of the drop in brightness is not easy to ascertain 

since the formation of the image takes place within proprietary 

hardware and software. We believe the origin of this 

phenomenon lies in the process of image construction from 

varying lengths of RR intervals, since those individuals with 

the largest variation in cardiac frequency during acquisition 

also tend to have the greatest variation in brightness by frame 

and the minimum brightness is most likely to occur at the end 

of the sequence (Table 2).  We hope to better understand how 

to avoid this change in brightness so that our images are more 

suitable for motion estimation. 

Table 1 shows KEf mean and standard deviation for resting 

perfusion images of individuals with normal and low/altered 

cardiac function.  There is a separation of 19.2% between the 

means of the two groups. Figure 7 shows KEf  results in bar 

graph form, showing some overlap between the two groups in 

terms of KEf. 

The selection of individuals for this preliminary study was 

performed using a simple criterion which could produce 

mixed groups in terms of cardiac function, reducing separation 

between the groups and increasing standard deviation.  After 

discussion with medical experts, more rigorous criteria were 

suggested to categorize the individuals in the image bank, 

combining measurements of ejection fraction, perfusion, and 

coronary blood flow. It was also suggested that the image 

bank be divided into subcategories, perhaps based on a 

particular cardiomyopathy or degree of disease, as assessed by 

experts in nuclear medicine.   

The HS method requires small voxel displacements between 

frames and a temporal resolution of 8 frames per cardiac cycle 

means that the voxel displacements could be inappropriately 

large. Reconstruction could be performed with 16 frames, but 

the low count in the Rubidium images means that the signal to 

noise ratio might become unacceptably low, since the HS 

method is also sensitive to noise.   

The brightness equalization was seen as a necessary step to 

eliminate inaccuracies in the optical flow estimation; however 

noise in frames which have low total brightness will be 

amplified and could cause errors in the estimation of partial 

derivatives and subsequently in the velocity estimate. 

Linear regression shows a gradient close to 1.185 with an 

intercept on the vertical axis close to -0.077.  The R-squared 

values show that there is some correlation EF and KEf, but it 

is not very strong. There is a definite trend of KEf increasing 

as EF increases, but the dispersion of the points is quite large 

and there are several outliers.  

AUC provides the probability that a classifier will rank a 

positive instance, chosen at random, higher than a negative 

instance, chosen at random. An AUC of 0.5 means the 

classifier result is only as good as a guess [5]. Here the AUC 

is 0.906, indicating that KEf rest has performed reasonably 

well in classifying individuals with normal from low/altered 

cardiac function.  It should be noted that the value of AUC for 

KEf at rest does not relate directly with correlation with EF at 

rest. 

Conclusion 

In this study KE index (KEf) was evaluated as an indicator for 

classifying individuals in normal and low/altered cardiac 

function groups from PET images, with the study showing 

reasonable results for its ability.   

Variation in brightness through the image sequence was seen 

to cause inaccuracies in the estimation of velocity, which in 

turn causes significant errors in KEf.  We showed how 

equalization of brightness can reduce errors in KEf. 

Future work will involve a more rigorous selection of 

individuals in the normal and low/altered cardiac function 

groups, including larger group sizes, and comparing KEf 

results obtained from images formed from 8 and 16 gated 

frames. 

The results presented were obtained from perfusion rest image 

sequences, but future investigations could include calculating 

KEf for the stress image sequences.   

The ability of KEf to properly classify patients into the cardiac 

function groups was tested with a ROC analysis, with area 

under the curve estimated as 0.906. 

To our knowledge this is the first time that kinetic energy 

index has been applied to PET images. 
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Abstract 

Large-scale human cancer genomics projects, such as TCGA, 

generated large genomics data for further study. Exploring 

and mining these data to obtain meaningful analysis results 

can help researchers find potential genomics alterations that 

intervene the development and metastasis of tumors. We 

developed a web-based gene analysis platform, named 

TCGA4U, which used statistics methods and models to help 

translational investigators explore, mine and visualize human 

cancer genomic characteristic information from the TCGA 

datasets. Furthermore, through Gene Ontology (GO) 

annotation and clinical data integration, the genomic data 

were transformed into biological process, molecular function, 

cellular component and survival curves to help researchers 

identify potential driver genes. Clinical researchers without 

expertise in data analysis will benefit from such a user-

friendly genomic analysis platform. 

Keywords:  

Data Mining; Genomic Alterations; Driver Genes.  

Introduction 

Many large-scale human cancer genomics projects offer huge 

quantities of genomic data from tumor samples, such as The 

Cancer Genome Atlas (TCGA) and the International Cancer 

Genome Consortium (ICGC). TCGA provides a platform for 

researchers to search, download, and analyze datasets 

including clinical information, genomic characterization data 

and high level sequence analysis of the genomes of nearly 50 

tumor types [1]. Many researchers use statistical methods and 

algorithms on clinical and high throughput genomic data, 

including copy number alterations (CNAs), mRNA and small 

RNA expression, somatic mutation, and methylation data to 

find potential driver mutations and genes to improve the 

prevention, early detection, and treatment of cancer [2-9]. 

There are many clinical researchers without enough data 

analysis and bioinformatics training who face an embarrassing 

situation if they don’t have the professional abilities to 

appropriately manipulate the downloaded data. In recent 

years, web-based analysis tools such as the Cancer Genome 

Workbench, Integrative Genomics Viewer, cBioPortal for 

Cancer Genomics, and Broad Firehose have been used by 

clinicians and researchers to search meaningful genomic 

alterations to develop targeted and personalized clinical 

treatments [1, 9]. 

To help clinical cancer researchers fully benefit from the 

TCGA datasets through a simple and user-friendly tool, we 

developed a web-based platform named as TCGA4U. 

TCGA4U is an intuitive web-based analysis tool to analyze 

high-level genomic data of different TCGA samples in distinct 

cancer types. Currently, the platform offers statistical analysis 

results and graphical views to help users find interesting 

results for further investigation. Besides providing the specific 

gene or gene list, it also provides a genomic characteristics 

query service, such as CNAs, Somatic Mutation, Gene 

Expression and DNA Methylation. Furthermore, TCGA4U 

also integrates the clinical data, the Gene Ontology and data 

mining results with the gene level data to provide more 

insights for clinical investigation.  

Materials and Methods 

TCGA4U Database 

Genomic Data 

All the genomic analysis data in TCGA4U were downloaded 

from TCGA’s open-access data tier. In this study, two cancer 

types (Lung adenocarcinoma (LUAD) and Lung squamous 

cell carcinoma (LUSC)) were used. For each cancer type, 

TCGA has multiple data types and data levels available for 

open access, such as Copy Number, Somatic Mutation, and 

DNA Methylation. Five types of data were used in this study: 

1. Copy Number Variants (CNVs) datasets which account 

for at least 10% of genetic variation and CNVs 

amplification and deletion may be responsible for 

many cancers [10, 11]. The level 3 CNVs datasets of 

LUAD and LUSC were downloaded on Feb 18, 2014.  

2. Somatic mutations datasets provide important genomic 

information and are essential for tumor occurrence [3]. 

The somatic mutation datasets of LUAD and LUSC 

were downloaded on Apr 16, 2014. 

3. Expression-gene datasets provide interesting 

expression patterns under different biological 

conditions for investigators. The expression-gene 

datasets of LUAD were downloaded on Mar 31, 2014. 

The LUSC datasets were downloaded on Apr 3, 2014.  

4. DNA methylation datasets play a critical role in the 

regulation of gene expression. LUAD DNA 

methylation datasets were downloaded on Feb 18. 

LUSC datasets were downloaded on Apr 4, 2014.  

5. Clinical data which contain follow-up information 

were downloaded on March 19, 2014. 

6. All these downloaded datasets were imported into 

relational database tables defined by expanding the 

columns defined in the downloaded tab-delimited files.  

Genome Reference Data and Other Knowledge Data  

The February 2009 human reference sequence (GRCh37) was 

downloaded from the UCSC Genome Browser. These data 

provided location information of genes to explore the genomic 

data such as CNVs and somatic mutations. 

In the Gene Ontology (GO) term mapping module, we used 

the GO online database of the European Bioinformatics 
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Institute (EBI) to generate directly utilizable gene mapping 

files, term nodes and edge files. Specific GO term background 

rates in the genome were calculated and stored as local files. 

The relationships between GO terms were stored using term 

nodes and edge files to generate networks.  

The EBI Molecular Interaction Database (IntAct) was 

downloaded on Jun 5, 2014. These data provided a related 

gene list of specific genes that will be used to identify 

molecular interaction relationships. 

 

Figure 1 – TCGA4U System Schema 

TCGA4U Platform 

As shown in Figure 1, the TCGA4U platform provides two 

functions for the user. The first one is to provide a direct 

genomic query service that allows the user to query genomic 

characteristics of specific genes under different cancer types in 

the TCGA4U datasets. The second is a data mining result that 

allows the user to explore the driver genes for targeted cancer 

types in the GWAS level. 

Genomic Analysis of Specific Gene 

Four types of genomic characteristics with clinical data were 

available for genomic analysis. Clinical researchers only need 

to select the interested cancer type and input the gene symbol 

to obtain analysis results with four parts: CNVs, DNA 

Methylation, Somatic Mutations, Gene Expression. 

Copy Number Variants Analysis 

The CNVs datasets of tumor and matched normal were stored 

separately in two database tables. The gene location 

information obtained from the genome reference data will be 

used to obtain the CNVs (log
2
-fold change) of this gene from 

these tables. A histogram of CNVs’ values (as shown in 

Figure 2.A) will give the user an overview of this gene’s 

CNVs under this cancer. Additionally, CNVs’ mean, variance, 

and p-value (t-test) of tumor and normal samples can be 

calculated and shown to the user. Overall, these data can 

illustrate the amplification or deletion status of the gene copy 

number.  

Integrating with clinical follow-up datasets, patient groups that 

are separated by CNVs results (level of amplication or 

deletion) will give four survival curves by Kaplan-Meier 

estimator (as shown in Figure 2.B).  

DNA Methylation Analysis 

The beta values of DNA methylation at each CpG site will be 

plotted as error bars as shown in Figure 2.C. More statistics 

including minimum, maximum and deviation will be also 

calculated to assist the user in assessing the DNA methylation 

rates in specific sites. 

Furthermore, the DNA methylation rates at specific CpG sites 

can also separate patients into two groups (high or low beta 

value) which can be used to plot different survival curves for 

the user. 

Somatic Mutations Analysis 

The number of mutation samples of 11 somatic mutation types 

at different sites was plotted as a scatter diagram with 11 

different colors and shapes (as shown in Figure 2.D). The user 

can easily identify the hotspot that has a high mutation rate in 

this mutation type of cancer. Some basic statistics, such as the 

number of mutation samples, total number of samples, and 

mutation rate were also calculated to reflect the mutation 

conditions of the gene in this cancer. 

As we have done for other data types, mutation status of 

specific genes or sites were used to separate patients into 

different groups to show different survival curves to explore 

the influences of somatic mutations of specific genes on 

patients survival. 

Gene Expression Analysis 

Gene expression data (log
2
-fold change) of specific genes 

were displayed in a histogram as shown in Figure 2.E. Using 

the IntAct data, a gene list related with query genes will be 

generated. An expression heat map of this gene list in different 

samples will be generated by using the R programming 

language (as shown in Figure 2.F). To make it more flexible, 

users are allowed to customize the gene list to generate a 

corresponding heat map. The visualized data and clusters will 

better illustrate the potential interactions in these genes. 

As with other data types, levels of expression divide patients 

and generate survival curves, revealing the influences of 

different levels of expression on patients’ survival. 

 

Figure 2 – Specific gene genomic analsysis. A. CNV analysis; B. Survival Curves of patients seperated by CNVs; C. DNA Methylation 

analysis; D. Somantic Mutation Analysis; E. Gene Expression Analysis; F. Heatmap of a gene list. 
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Figure 3 – Specific gene genomic data analysis page 

Potential Driver Genes and Mutations Mining 

The ability to identify driver genes or prioritize genes from 

TCGA datasets will help clinical investigators find these target 

genes for further research. An approach proposed by Trifonov 

named MutComFocal was used in a TCGA platform [12]. In 

brief, the MutComFocal algorithm is a Bayesian approach to 

identify candidate driver genes by integrating point mutation 

and copy number information in a large number of tumor 

samples. This method takes into account the recurrence of 

altered genes with the size of the lesions. Each gene will have 

calculated three basic and four composite score types: focality 

score, recurrence score, mutation score, amplification score, 

deletion score, amplification-mutation score (amp&mut), and 

deletion-mutation score (del&mut). Genes have separately 

calculated scores for copy number deletions and gains, with 

the assumption that high amplification scores will tend to be 

oncogenes and, conversely, high deletion scores will tend to 

be tumor suppressors. Finally, a mutation score separately 

combines with the amplification and deletion score to 

accomplish somatic mutations combining with CNVs. After 

that, genes can be tiered based on score distribution. In 

general, top tier genes are more concerning to us, and more 

likely to be driver genes. In TCGA4U, a mining tool based on 

this algorithm was developed. The LUAD and LUSC data was 

analyzed. A genome level visualization tool was developed to 

show the gene tiers, score and locations.  

Gene Ontology Annotation analysis 

The high priority genes in the first tier always contain more 

than several hundred genes. To further narrow-down the list, a 

GO annotation enrichment analysis was provided on the 

platform. 

In this process, each gene in the list will be annotated with GO 

terms in three domains: Cellular Component, Molecular 

Function, and Biological Process [13]. The terms usage in the 

list will be compared with the genome background usage rate 

(the proportion of the number of gene products which mapped 

to a specific term on total number of gene products) to 

highlight some biological process that are involved in tumor 

development. Cytoscape.js – a large-scale network javascript 

library for graph analysis and visualization – was used to show 

the GO term networks. The interested terms will track back to 

the top level terms in the visualized network diagram with 

enrichment annotation to help the user understand the terms 

relationships [14].  

Results 

A publicly accessible website was developed based on these 

methods and published at http://www.tcga4u.org:8888.  

Specific Gene Analysis: genomic alterations characteristics 

analysis  

As previously mentioned, we developed a Specific Gene 

Genomic analysis module in TCGA4U platform as shown in 

Figure 3. The left panel was the user operating area that allows 

the user to choose specific cancer types and input a gene 

symbol as a query condition. The right part is the main display 

area. By switching between tab pages, different genomic data 

type results will be displayed for the user. Each tab page 

contains some accordion display modules (such as 

Visualization Results, Statistic Results, Original Table, or 

Download Data) to help the user locate interesting analysis 

results. In general, Visualization Results offered 

corresponding genomic type visualization results and survival 

curves. Statistic Results mainly provided some basic statistic 

results such as mean, variance, and the p-value of CNVs. 

Original Table and Download Data were for the convenience 

of the user to query and download raw data. Additionally, the 

Gene expression page also offered a heat map of related gene 

lists. Overall, this function module was designed to offer a 

simple and user-friendly operation and interface to help the 

user obtain meaningful analysis results about genomic 

alterations. 

Offer Potential Driver Genes and Tiers Display 

To offer researchers some valuable research objects, we 

developed the Potential Driver Genes Mining module. The 

same as the Genomic Analysis of Specific Gene module 

layout, the operating area made the user choose a specific 

disease and algorithm as query conditions. The right part 

contained three tab pages: Gene Tier Charts, Gene Score 

Tables, and Diverse Diseases Complex Heatmap. Gene Tiers 

Charts displayed Amplified and Deleted Gene Tiers and 

Amplified&Mutation and Deleted&Mutations Gene Tiers (as 

shown in Figure 4). The horizontal axis represented score 

value and vertical axis represented chromosomal location 

information. Genes were plotted as points with different colors 

meaning different tiers for the convenience of viewing the 

distribution of different tier genes on the chromosomes. 

Meanwhile, each chart marked the top 20 genes to facilitate 

the user viewing. 
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Figure 4– Amplified&Mutations and Deleted&Mutations Gene Tiers of LUAD 

 

Figure 5– Gene Ontology Term Mapping Analysis Page 

GO Term Mapping Analysis 

A GO term mapping analysis page was developed as shown in 

Figure 5. In the query area, the user can choose one or two 

cancer types, algorithm type, query type, score type, and term 

type. In the diplay area, there is a GO term mapping table 

offering specific term mapping frequency, background 

mapping frequency and change ratio between them. Term 

cluster mapping frequency meant the percent of gene products 

in the input gene list mapped to the specific term. Background 

mapping frequency presented the percent of gene products in 

the whole genome gene list mapped to the specific term. 

Detailed gene lists mapping to a specific term in the input 

gene list were also available for the user. Meanwhile, the table 

also offered the relationship and location network diagram, if 

the user clicked  the corresponding button. As shown at the 

lower right in Figure 5, the hierarchy network diagram 

contained term nodes (node color meant different change ratio 

values, node color was close to red if high value and blue if 

low value). Overall, the platform implemented a GO 

annotation enrichment analysis by simple operations, detailed 

term mapping information, relationship, and location 

information to assist the user to further narrow the scope of 

target genes.  
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Discussion 

The strengths of our online analysis platform compared with 

other tools are its easiness to operate for biomedical 

researchers without bioinformatics training and directly 

provides potential driver genes as research objects. In general, 

this platform was designed to visualize genomic alterations of 

a single gene among tumor samples in TCGA and apply novel 

mining algorithms to ranking genes to offer further study for 

cancer researchers. In addition, we expanded to utilize gene 

lists to map to GO terms to narrow down the scope of target 

genes. The GO term relationships and locations were 

visualized for the user to help generate hypotheses to explain 

tumor development. 

Although only two cancer types were used in this study, it is 

easy to extend the platform to more cancer types. We plan to 

incorporate more genomic data types (e.g., miRNA/mRNA 

sequencing) and more detailed query conditions according to 

different clinical data (such as age, sex, and smoking status) to 

help the user explore the TCGA in a different way. 

Furthermore, we will add more driver gene mining algorithms 

and more adaptive GO Annotation analyses.  

Conclusion 

We developed a web-based genomic analysis platform as a 

bridge between big data and biomedical researchers. 

Researchers could conveniently use the platform to query 

gene-related genomic alteration information in a user-friendly 

way. Through embedded driver gene mining algorithms and 

GO annotation analysis, cancer researchers with limited 

bioinformatics resources can easily explore the TCGA data. 

This publicly accessible platform will help cancer researchers 

generate and test their hypotheses on TCGA data more easily, 

better facilitating translational  research.  
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Abstract 

The worldwide incidence of melanoma is rising faster than 

any other cancer, and prognosis for patients with metastatic 

disease is poor. Current targeted therapies are limited in their 

durability and/or effect size in certain patient populations due 

to acquired mechanisms of resistance. Thus, the development 

of synergistic combinatorial treatment regimens holds great 

promise to improve patient outcomes. We have previously 

shown that a model for in-silico knowledge discovery,  

Translational Ontology-anchored Knowledge Discovery 

Engine (TOKEn), is able to generate valid relationships 

between bimolecular and clinical phenotypes. In this study, we 

have aggregated observational and canonical knowledge 

consisting of melanoma-related biomolecular entities and 

targeted therapeutics in a computationally tractable model. 

We demonstrate here that the explicit linkage of therapeutic 

modalities with biomolecular underpinnings of melanoma 

utilizing the TOKEn pipeline yield a set of informed 

relationships that have the potential to generate combination 

therapy strategies.   

Keywords:  

Malignant Melanoma; Knowledgebases; Combination Drug 

Therapy. 

Introduction 

Melanoma is the most deadly form of skin cancer, accounting 

for nearly 10,000 deaths in the United States in 2014. The 

incidence of melanoma is rising faster than any other cancer in 

the U.S., and there were over 76,000 new cases diagnosed in 

2014
 

[1]. The death rate for melanoma patients in the U.S. has 

remained stagnant for the past 20 years, and less than 20% of 

patients have shown responses to traditional chemotherapeutic 

therapies [2, 3]. Cancer-driving BRAF mutations (V600E/K) 

are found in 40-60% of melanoma patient tumors, and BRAF-

inhibitor agents, dabrafenib and vemurafenib, have extended 

median patient survival by 5-6 months [4]. Despite recent 

advances in targeted therapies, drug resistance remains a 

significant challenge for melanoma patients. Thus, further 

work to discover drugs that act synergistically with existing 

therapies and decrease drug resistance is desirable. 

Traditional bench-based approaches for discovering 

synergistic drug combinations, including high-throughput 

drug screening, are costly and inefficient [5, 6]. It is estimated 

that an average of 1 billion dollars and 15-20 years is needed 

to bring a new drug from the bench to the bedside
 

[7]. Further, 

52% of drugs fail during development in phase 1 clinical 

trials, and only 25% of compounds that enter phase 2 proceed 

into full phase 3 clinical studies [8]. Biomedical informatics 

methods may offer more efficient and efficacious approaches 

for identifying synergistic drug combinations. Several 

computational approaches to optimize the drug discovery 

process have been proposed that involve modeling of 

structural, biochemical and biophysical properties [9]. 

In this study, we aim to computationally identify possible drug 

combinations to act synergistically with BRAF inhibitor 

therapies using a knowledge-anchored approach. The use of 

Conceptual Knowledge Discovery in Databases (CKDD) 

methods provides a potential means to accelerate hypothesis 

generation and recapitulation of known relationships between 

combinations of database entities. We have previously shown 

that a model for in-silico knowledge discovery, Translational 

Ontology-anchored Knowledge Discovery Engine (TOKEn), 

is able to generate valid relationships between bimolecular 

and clinical phenotypes in the context of large-scale, chronic 

lymphocytic leukemia datasets [10]. 

Knowledge discovery in databases represents a type of 

conceptual knowledge engineering method used to 

characterize relationships among distinct elements contained 

within a database [11]. Domain-specific knowledge 

collections, such as ontologies, are commonly used during 

knowledge discovery to augment meta-data contained in the 

targeted database schema. This overall approach is the basis 

for constructive induction, a type of knowledge discovery in 

databases (Figure 1). The constructive induction process 

generates conceptual knowledge constructs, otherwise referred 

to as induced “facts,” that are defined by data elements and 

the semantic relationships that link them. Resulting conceptual 

knowledge constructs may be used to generate potential 

hypotheses about relationships between distinct data elements. 

Previous evaluation of the TOKEn method demonstrated its 

validity and “meaningfulness” according to domain experts 

[10]. Here we present the first application of TOKEn aimed at 

identifying drug combinations in malignant melanoma. 

Methods 

The TOKEn workflow has been previously described [10]. 

The overall workflow specifically applied in this study is 

shown in Figure 2. We obtained 42 FDA-approved and 

investigational “melanoma” drugs from DrugBank (version 

4.1)
 

[12]. DrugBank is a comprehensive database that includes 

chemical, pharmacological and pharmaceutical drug 

information as well as sequence, structure and pathway 

information regarding drug targets into more than 200 data 

fields per therapeutic agent. Relevant data fields pertaining to 

biomolecular foundations of drug action were selected, 

including “description,” “mechanism of action,” 

“pharmacodynamics” and “targets.” 

We developed an automated method to map selected 

DrugBank database fields containing free text to concepts 

within the Unified Medical Language System (UMLS), and 

selected those concepts belonging to the NCI, SNOMED-CT, 

MSH and GO ontologies due to their broad coverage, 
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including concepts related to drug features and actions. 

Similarly, a set of semantic types was heuristically defined to 

generate hypotheses targeted to drugs.  Mapped entities were 

subsequently reviewed manually for accuracy and relevancy 

for mechanistic underpinnings of therapeutic agents. We 

obtained UMLS Metathesaurus associations from the 

previously curated set including parent, child and semantic 

relationships that were refined by subject matter experts to 

filter those relationships to be most meaningful for relating 

biomolecular and phenotypic concepts [10]. We determined 

that these heuristics generated in the original TOKEn study to 

be sufficiently generalizable for our purposes. We set search 

space optimization controls for the constructive induction 

method by calculating the shortest path depth-from-root of the 

ontology concepts selected and used them to annotate 

concepts as an indicator of concept granularity. 

The UMLS MRHIER source file indexes all unique 

hierarchical paths determined by the source vocabulary as 

strings of distinct atoms from a particular concept to the 

UMLS root concept. Using this file, the minimum distance to 

the root was calculated for each UMLS concept corresponding 

to the source vocabularies. For each concept unique identifier 

(CUI), we set the ‘minimum distance to the root’ equal to the 

minimum number of elements in the corresponding path-to-

root fields. The average depth of the ontology concepts that 

were mapped from the initial DrugBank data elements was 

found to be 4 “steps” from the UMLS root. We generated 

induced “facts” (Figure 1) using the graph-theoretic 

constructive induction algorithm previously described [10]. 

Traversal paths for drug combinations initiated at concepts 

associated with BRAF inhibitor drugs (vemurafenib, 

dabrafenib, PLX-4032) and terminated at those associated 

with the remaining 39 non-BRAF inhibitor drugs in the set. 

The algorithm avoids cycles by preventing the inclusion of 

duplicate concepts within a single traversal path. We 

constrained all concepts included in the induced “facts” to be 

at a depth equal to or greater than the minimum of the initial 

and terminal concepts. Pairs include direct relationships 

between drug-related concepts, while triples and quadruples 

include 1 and 2 intermediate concepts, respectively. 

In order to prioritize drug relationships generated via the 

TOKEn method, we incorporated a novel ranking method 

according to their relatedness to melanoma pathogenesis. We 

obtained 663 “melanoma” concepts within the NCI Thesaurus 

(version 14.07d), and of those we used 221 concepts related to 

biomolecular properties of the disease. For example, we 

excluded tissue-level diagnoses or other high-level disease 

terms (uveal melanoma, acral melanoma, etc.). We further 

applied the TOKEn method to generate relationships that 

initiated with these NCI melanoma-associated concepts and 

terminated with concepts derived from the 42 DrugBank 

melanoma-associated therapies. 

In order to rank BRAF inhibitor and non-BRAF inhibitor drug 

pairs generated via TOKEn, we calculated a Drug 

Combination Score (DCS) using the sum of two metrics for 

non-BRAF inhibitor drugs. Since BRAF inhibitors are 

expected to have the same degree of relatedness to melanoma 

pathogenesis, dabrafenib, vemurafenib and PLX-4032 were 

weighted equally. For each non-BRAF inhibitor drug, we 

summed: the Overlap score, the number of concept unique 

identifiers that mapped directly to drug concepts and those 

intermediate concepts derived from the induced facts between 

drugs that overlapped with the melanoma-associated set of 

CUIs; and the Distance score, the number of induced fact 

relationships between drug and melanoma concepts that were 

also weighted to the number of hops between initial and 

terminal concepts, where proximal relationships (i.e. fewer 

hops) were given a higher weight. Resulting Drug 

Combination Scores (DCS) were rank-ordered from highest to 

lowest for each non-BRAF inhibitor drug and final paths to 

concepts BRAF inhibitor. Log-2 transformed values for scores 

are reported. 

Results 

Concept identification and constructive induction 

The 42 melanoma drugs indexed in DrugBank were mapped 

to UMLS concepts. Following manual review, a total of 495 

drug-related UMLS concepts were identified for this study. 

The mean and median number of unique concepts per drug 

were 11.8 and 10.5, respectively.  The BRAF inhibitor drugs 

(n=3) and non-BRAF inhibitor drugs (n=39) mapped to 23 and 

300 unique concepts, respectively. The total numbers of 

induced facts in this study are listed in Table 1. For the total 

number of pairs, triples, quadruples and quintuplets, 28, 187, 

6,469, and 196,284 concepts were anchored to a BRAF 

inhibitor. A total of 202,968 induced facts between BRAF 

inhibitor and non-BRAF inhibitor drugs were generated. In 

Table 2, examples of induced traversal paths between BRAF 

inhibitor drugs (vemurafenib, dabrafenib, PLX-4032) and 

non-BRAF inhibitor drugs are shown.  

Drug combination scoring of induced facts 

The FDA-approved anti-melanoma drug combination of 

trametinib and dabrafenib is evidenced here (Table 2) by the 

recognized relationship between the MAP2K1 and BRAF 

proteins in the MAPK signaling pathway and phosphorylation 

of its constituent proteins in melanoma tumors [13]. 

Furthermore, the combination regimen of trametinib and 

dabrafenib was recently approved by the FDA for use in 

melanoma patients with BRAF V600E or V600K mutations. 

Although PI-88 is an investigational drug not currently 

approved by the FDA, we show here evidence that it may 

support inhibition of tumor angiogenesis in combination with 

other BRAF inhibitors. 

We implemented the DCS scoring metric to rank proposed 

BRAF inhibitor and non-BRAF inhibitor drug combination 

pairs predicted by the TOKEn algorithm (Table 3). The 

number of unique mapped concepts for the BRAF inhibitors 

dabrafenib, PLX-4032 and vemurafenib were 16, 3, and 14, 

respectively. Importantly, all three BRAF inhibitors shared the 

common set of concepts “BRAF gene,” “Proto-Oncogene 

Proteins B-raf,” and “Phosphotransferases” that were 

identified as initial concepts in all induced relationships that 

terminated with those associated with non-BRAF inhibitor 

drugs. Due to this congruency among concepts and the 

common therapeutic action of inhibiting BRAF protein 

activity, BRAF inhibitors were weighted equally in our 

scoring algorithm. 

The Distance score component of the DCS was calculated 

over 69,856 induced facts between non-BRAF inhibitor and 

melanoma concepts. The values of non-zero log-2 transformed 

DCS ranged from 4.25 (AS1409) to 28.83 (AGRO100). In 

principle, the Overlap score emphasizes the direct 

relationships between drug and melanoma concepts (e.g. drug 

targets representing melanoma genes), with the tradeoff of 

possibly severely limiting potential drug-disease connections. 

Conversely, the Distance score emphasizes indirect 

relationships, or induced facts, between drug and melanoma 

concepts. Of note, the Overlap scores and Distance scores 

were significantly correlated among all non-BRAF inhibitor 

drugs (Pearson = 0.46, p<0.0031). Thus, these component 

metrics can be viewed as complementary when used to rank 
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drug combination predictions. Others have shown that 

distance-based metrics can be used to determine the similarity 

between drugs based on conceptual knowledge for drug 

repurposing applications [14-17]. Future work will assess the 

individual contributions of these metrics in validated drub 

combination relationships. 

Discussion 

In this study, we present the first application of the TOKEn 

method for in-silico knowledge discovery to database-derived 

melanoma drug-disease relationships. We developed a novel 

ranking metric for TOKEn-generated hypotheses for BRAF 

inhibitor (n=3) and non-BRAF inhibitor (n=39) drug 

combinations in melanoma. We found 202,968 unique 

relationships linking BRAF inhibitor drugs to 30 out of 39 

non-BRAF inhibitor melanoma drugs that were indexed in 

DrugBank. AGRO100 was the highest ranked non-BRAF 

inhibitor drug for use in combination with BRAF inhibitors. 

AGRO100 is an experimental anticancer agent that acts as an 

aptamer and inhibits nucleolin, a protein that is uniquely 

expressed on the surface of tumors cells.��������	
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�*�!"� Trametinib, a MEK inhibitor, is part of an FDA-

approved combination with dabrafenib, and was ranked 7
th

 

according to DCS and 1
st

 according to the overlap score alone. 

AZD-8330 is an experimental MEK inhibitor, and was ranked 

5
th

 according to DCS and 2
nd

 according to the overlap score 

alone. This application of the TOKEn method has made 

improvements over the initial iteration by incorporating 

object-oriented programming and a system by which to 

prioritize induced facts. 

Our study is currently limited by constraining the TOKEn 

method to canonical knowledge regarding melanoma 

concepts. The limited information contained within structured 

databases such as DrugBank may have prohibitively reduced 

our search space, and may have accounted for failing to 

recover relationships for 9 out of 39 non-BRAF inhibitor 

drugs. Furthermore, by limiting this study to known 

melanoma drugs indexed within DrugBank, we excluded 

possibilities to evaluate other existing drugs and small 

molecules that are not currently indicated or investigated in 

melanoma.  Future work will include increasing our search 

space to other databases targeted to drug and melanoma 

information, as well as extracting data directly from the 

literature. We will also conduct future work to validate our 

findings and approach, including evaluating semantic 

similarity measures among mapped concepts, using graph-

based network modeling methods and formal subject matter 

expert review.�

  

Conclusion 

We have demonstrated that a model for in-silico knowledge 

discovery, Translational Ontology-anchored Knowledge 

Discovery Engine (TOKEn), is able to generate valid 

relationships between drug and biomolecular phenotypes in 

the context of malignant melanoma. 

Table 1– Summary of transitive paths generated at a search 

depth control of 5 and a distance from root of 4. 

Number of 

concepts in  

induced “facts” 

2 3 4 5 

Number of unique  

relationships 

 

5,940 

 

103,540 

 

4,789,356 

 

100,289,621

 

Table 2– Examples of predicted “facts” connecting distinct 

drugs via triplets. 

 

Table 3– Top ten ranked non-BRAF inhibtor drugs 

hypothesized for use in combination with BRAF inhibitor 

drugs. DCS = Drug Combination Score. Reported DCS, 

Overlap and Distance scores are log-2 transformed values 

 

 

Relationship 

pattern  

Conceptual knowledge constructs 

  

Trametinib � 

Dabrafenib 

 

 

 

PI-88 � 

 Vemurafenib

MAP2K1 protein – [gene plays roles in 

biological process] – Serine/Threonine 

Phosphorylation – [process involves gene] 

– BRAF gene 

 

FGF1 gene – [gene plays role in process] –

Angiogenic process 

Non-BRAF inhibitor 

drug 

DCS 

Overlap 

score 

Distance 

score 

AGRO100 28.83 14.46 14.37 

Peginterferon-alfa-2a 

Interferon_alfacon-1 

Inteferon_Alfa-2b 

AZD-8330 

Trabectedin 

Trametinib 

ZEN-012 

PI-88 

ABT-510 

 

28.66 

28.45 

25.82 

25.77 

25.33 

25.02 

23.09 

23.01 

22.31 

13.93 

13.87 

11.24 

14.68 

11.92 

14.99 

11.40 

11.09 

10.99 

14.74 

14.58 

14.58 

11.10 

13.41 

10.04 

11.70 

11.93 

11.33 
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Figure 1 – Constructive induction of conceptual facts between 

distinct drugs. Mapping between database elements of target-

ed metadata to corresponding ontology concepts are utilized 

to induce “facts” among database elements, in this case, dis-

tinct drugs. Concepts 6 and 7 represent intermediate concepts 

not mapped to an original drug database element that define a 

higher-order transitive path that begins and terminates with 

drug database elements. 

 

 

Figure 2 – Overview of TOKEn and DCS workflow. 
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Abstract 

Biomarker-based translational research enables deep insight 

into cellular processes and human diseases. As a result, high-

throughput technologies promulgating a fast and cost-effective 

generation of data are widely used to advance our 

understanding in the molecular background of individuals. 

However, the increasing volume and complexity of data 

increases the need for sustainable infrastructures and state-of-

the-art tools allowing management, analysis, and integration 

of OMICS data. To address these challenges, we have 

performed site visits of core facilities with a focus on high-

throughput technologies to explore their (IT) infrastructure, 

organizational aspects, and data management strategies. 

Different stakeholders were interviewed regarding 

requirements and needs for dealing with high-throughput 

data. We have identified four different fields of action: (1) the 

interface from biorepositories to service providers of high-

throughput technologies, (2) aspects within services providers, 

(3) the interface from service providers to bioinformatical 

analysis, and (4) organizational and other aspects. For each 

field, recommendations and strategies were developed for 

implementation of a seamless pipeline from biorepositories to 

highly specialized high-throughput laboratories including the 

sustainable management and integration of OMICS data.  

Keywords: 

OMICS; clinical research infrastructure; metadata standards; 

data management. 

Introduction 

In personalized medicine, biomarker-based research is widely 

applied for translating biological knowledge into diagnostic, 

predictive, and therapeutic application (taking differences 

between individuals into account). Here, a variety of 

molecular high-throughput technologies are used to advance 

our understanding in cellular processes and human diseases. 

This includes analysis of the genome, transcriptome, 

epigenome, proteome, and metabolome. In colloquial 

language, these disciplines end with the suffix “omics”. 

Widely applied methods and technologies in the OMICS field 

are next-generation sequencing (NGS), microarrays, and 

liquid chromatography in combination with mass 

spectrometry. They all share a high degree in miniaturization, 

automatization, and parallelization. 

Usually, high-throughput platforms are operated in centralized 

core facilities (CF) of scientific research institutions or health 

centers and have a focus on specialized disciplines (e.g., 

genomics or proteomics). Beside the efficient and effective 

provision of methodological skills, the operation of highly 

specialized equipment, and the bioinformatic data analysis; CF 

offer comprehensive consulting in project design, further 

development and maintenance of applications, and tutorials 

for the transfer of expert knowledge. In addition to CF, high-

throughput platforms and profound knowledge can also be 

found in biomedical or natural sciences departments. In both 

cases, services are available to research groups affiliated to the 

institution and external cooperation partners, in compliance 

with dedicated concepts, rules, and conditions. Over the last 

years, technological improvements, significant cost 

reductions, and the faster analysis of biomolecules were the 

main impulses driving the field from research to clinical 

application. Here, the main focus is on the analysis of disease-

related genes generally known as panels.  

However, the growing popularity of OMICS also leads to big 

challenges [1-3]. The increasing volume of huge and highly 

complex data sets pose greater requirements on data 

management (including integration, analysis, archiving, and 

provision of data), server sizing, and computing power. The 

traceability and reproducibility of data also require 

comprehensive and standardized annotation of processes, 

equipment, and tools. Also, given the specific requirements on 

clinical data in terms of quality, priority, and validity, separate 

OMICS infrastructures are required for clinical context. In 

order to have a sustainable and long-lasting infrastructure, 

general concepts for data management and infrastructure 

organization are required. Here, we present strategies and 

recommendations for the design of a generic clinical research 

infrastructure for OMICS data; and an overview about tools 

for their management and analysis to accelerate translational 

research. 

Materials and Methods 

To address the current situation and needs of suppliers and 

users in terms of infrastructure organization and data 

management, and to develop strategies and recommendations 

for improved dealing with OMICS data; the following four 

steps were performed:  

Design of the questionnaire 

A structured interview guide was designed with the intention 

to address one issue per section and to analyze the current 

situation, challenges, and possible solutions. Identified topics 

were: (1) general questions concerning the CF and the local 

environment, (2) infrastructure organization, (3) offered 

services including their general regulations and conditions, (4) 

available equipment, (5) data management including concepts 

for data annotation, integration, archiving, and provision, and 

(6) bioinformatical issues. The interview guide was used as an 
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orientation guide for the interviews with experts in the field 

and for site visits of CF of biomedical and natural sciences 

departments with strong expertise in OMICS. 

Identification of users and conduction of qualitative 

interviews  

Four target groups were identified: (1) heads and managers of 

OMICS core facilities, (2) researchers and clinicians from the 

areas of human genetics, oncology / haematology, pathology, 

and pharmacology (users of OMICS technologies and data), 

(3) IT officers and computer scientists responsible for data 

management and IT infrastructure organization, and (4) 

bioinformaticians responsible for data analysis. In total, 15 

interview partners were identified and contacted via E-Mail 

inviting them to participate in an interview. All interviews 

were conducted by the same two scientists to ensure 

standardized procedures. Interviews were recorded using a 

recording device and then transcribed. The transcription was 

restricted to the paraphrasing of statements made by the 

experts.  

Identification of core facilities and conduction of site visits 

In order to explore the processes, equipment with OMICS 

platforms and hardware, and organizational framework; site 

visits of CF were performed. Selection was based on two 

criteria: (1) focus on genomics, transcriptomics, proteomics, 

or metabolomics, and (2) affiliated with a scientific research 

institution or health center. Moreover, the selected facilities 

should represent a broad cross section of size, services, and 

equipment. In total, seven facilities were selected:  

• the Microarray and Deep-Sequencing CF in 

Göttingen (Germany),  

• the CF for Medical Biometry and Statistical 

Bioinformatics in Göttingen (Germany),  

• the Institute for Clinical Molecular Biology in Kiel 

(Germany),  

• the Functional Genomic Center in Zurich 

(Switzerland),  

• the Interdisciplinary Center for Clinical Research in 

Leipzig (Germany),  

• the Sequencing CF at the Max-Planck-Institute for 

Molecular Genetics in Berlin (Germany),  

• the Institute of Experimental Genetics at the 

Helmholtz Zentrum in Munich (Germany),  

• and the German Cancer Research Center and the 

University Hospital in Heidelberg (Germany). 

Analysis of the results and conclusions drawn  

Processes and results derived from the site visits were 

aggregated to a model infrastructure using Unified Modeling 

Language (UML) and Business Process Model and Notation 

(BPMN). Afterwards, requirements, needs, and challenges 

identified in expert’s interviews were used to develop 

strategies and recommendations for improved management of 

OMICS data and infrastructure organization. 

Results 

As a result of our interviews, we find strong evidence, that due 

to today’s high quality demands and the high degree of  

specialization we will see a consequential centralization of 

most biomarker service units towards high-throughput service 

providers. Considering the short model cycle and the high 

running expenses of sequencers only facilities with a high load 

factor and high quality interfaces from biobanks to the 

bioinformatic analysis groups will be sustainable. 

Regarding the infrastructure, not only the measuring devices, 

but IT infrastructures are also cost drivers. A facility working 

to capacity will produce a similar amount of data as a Picture 

Archiving and Communication System (PACS) or a Pathology 

Information System in a hospital.  

The service units mostly generate turnover from daily orders. 

As they are mostly only equipped with short-term storage, 

storing for longer time causes problems.  

Therefore, the interfaces from the mostly vendor-specific file 

format from the measuring devices, the quality assurance in 

the primary analyses to the further steps outside the facility 

have to be taken into account. 

Most relevant to our survey seems to be the pipeline from 

biorepositories and service providers of OMICS technologies 

as the data producing entities to the (secondary) bioinformatic 

analysis and data integration (Fig. 1). As the prognostic factor 

of OMICS data is very limited without further annotation, for 

example the phenotype data, structured anamnesis, and further 

clinical data have to be integrated prior to the overall analyses.  

�

Figure 1 - Simplified pipeline from biorepositories to service 

providers of OMICS technologies (material logistics), 

transport of the resulting data to biomedical informatics units 

for integration of the corresponding data and further 

analyses. Furthermore, the results should contribute to a 

knowledge management base.�

 

On the application level, we can distinguish four groups of 

software families along the high-throughput analysis pipeline. 

While software for biorepositories has matured in recent 

years, the situation further down the pipeline seems to be 

much more complex. Within the service providers of OMICS 

technologies we find commercial software solutions with the 

corresponding analysis equipment [4]. Quite often this leads to 

vendor-specific file formats (e.g. bcl files for Illumina 

equipment) instead of standard formats like FASTQ [5, 6]. 

Unfortunately, there are still few standardized solutions for a 

workflow-supporting data management within most facilities 

from biorepositories to service providers of OMICS 

technologies and further down the pipeline to bioinformatic 

units. In consequence, this leads to individual solutions for the 

crucial transfer of analysis and result data from the sequencing 

facility to biostatisticians and bioinformaticians (iii). 

For the integration of different data types (for example 

OMICS and clinical data) including the scripts for extracting, 

transforming, and loading the data (ETL), solutions are 

available [7] and discussed, evaluated, and further developed 

at many sites. As this is to be a larger scale problem, and 

initiatives like FAIRDOM
1

 and research data alliance
2

 are 

currently working on solutions. As a result, the openBIS [8] 

software seems promising to solve some workflow related 

problems.  

In the last group we find some software packages that support 

the interface from data management to knowledge extraction 

������������������������������������������������������������

1 http://www.fair-dom.org 

2�https://europe.rd-alliance.org/  
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and knowledge management (eTriks
3

, bioxm
4

 [9, 10], 

geneXplain
5

). 

Discussion 

In this paper, we identified four different fields of action: (1) 

the interface from biorepositories to providers of OMICS 

technologies, (2) aspects within providers of OMICS 

technologies, (3) the interface from providers of OMICS 

technologies to (bioinformatical) analytics, and (4) 

organizational and other aspects. The following guidance 

details each field of action: 

Interface from biorepositories to providers of OMICS 

technologies  

• While professional solutions documenting lab 

workflows, projects as well as management of 

biospecimens and their corresponding data  are 

already widely spread and established in the domain 

of biobanking, there is a huge demand for the 

development and implementation of adequate IT 

solutions for managing OMICS labs. 

Aspects within providers of OMICS technologies  

• Adequate annotation schemes for the standardized 

and harmonized data acquisition from genomics, 

epigenomics, transcriptomics, proteomics, and 

metabolomics have to be developed and established. 

• Already existing schemes for data annotation like the 

Minimum Information about a (Meta)Genome 

Sequence (MIGS) [11], the Sequence Read Archive 

(SRA) scheme of the European Nucleotide Archive, 

the Minimum Information About a Microarray 

Experiment (MIAME) [12], the Minimum 

Information About a Proteomics Experiment 

(MIAPE) [13, 14], and the Metabolomics Standards 

Initiative (MSI) have to be applied in practice, 

evaluated, and if needed, adopted. 

• General overviews about existing laboratory 

equipment and a transparent (central-driven) 

procedure for the acquisition of new devices on a site 

are essential to achieve an efficient workload and to 

avoid unnecessary duplicate equipment acquisitions. 

• For cost and quality reasons, it is to be expected over 

the medium term, that service providers in the 

OMICS field are becoming increasingly 

professionalized and centralized. 

• Implementation and preservation of sustainable 

infrastructures cannot be done by project-related 

resources, but rather require the willingness of 

research institutions, institutions within the health 

system, and other national or international funding 

initiatives at the state level to make major 

investments and provide funds for operations. 

• It has to be considered, that with falling prices for 

molecular high-throughput analysis, massive 

problems arise concerning long-term storage of data. 

To avoid the duplication of data at both providers’ 

and customers’ sites, processes and regulations are 

������������������������������������������������������������

� http://www.etriks.org/ 

� http://www.biomax.com/products/bioxm-knowledge-management-

environment/ 

� http://genexplain.com/genexplain-platform-1 

needed to clarify who has to preserve the data with 

respect to Good Scientific Practice (GSP) and Good 

Clinical Practice (GCP). 

• Besides the raw data, long-term preservation has to 

contain quality scores, workload data from the labs 

and information about project design (including list 

of specimens and billing information). In the case of 

NGS analyses, raw data should be preserved as 

FASTQ, BAM or in vendor-specific formats from the 

laboratory devices (like bcl data format, which is 

generated by sequencers from Illumina). These 

vendor-specific formats allow for the deriving of all 

subsequent analysis data again. 

• Many infrastructures for high-throughput data lack a 

standardized mechanism for data exchange between 

researchers, clinics, service providers, biomedical 

informaticians and biostatisticians. The definition and 

implementation of such interfaces are of major 

relevance. There is a need for action to achieve 

reproducibility and sustainable availability of data 

regarding GSP and GCP. 

Interface from providers of OMICS technologies to 

analytics  

• Integration, analysis, and interpretation of data 

require a profound knowledge about bioinformatic 

and biostatistic analysis as well as an understanding 

of the biological system context. However, the 

knowledge of researchers and physicians is 

oftentimes insufficient. To eliminate and avoid 

misunderstandings, the management, integration, and 

analysis of molecular high-throughput data have to 

be added to researchers’ and physicians’ curricula. 

• A close collaboration between the OMICS fields and 

bioinformatics is necessary in the course of 

standardization, management, integration, and transfer 

of data and data models in systems biology.  

• The lack of sustainable, site-independent solutions 

seems to be a widespread problem. International 

efforts are required in order to design such an 

infrastructure. Existing products like openBIS 

emerged from the Fairdom [8] project.  

Organizational and other aspects 

• For the sustainable operation of central service 

facilities, preservation and development of know-

how as well as hands-on expertise are essential. 

Problems due to temporary mid-level academic 

positions have to be covered. To establish 

satisfactory expertise, these service facilities should 

also have a close connection to other related 

institutions. 

• Existing infrastructure is predominantly research-

oriented. Because of high requirements for patient 

care regarding quality, availability, and validity of 

high-throughput molecular data, separate structures 

are needed. Concrete and preferably generic concepts 

for the integration of OMICS analysis in clinical 

routine should be developed and implemented. 

• Ethical and legal questions - especially for managing 

incidental findings and findings, which affect direct 

family members or derive from new scientific 

knowledge - have to be considered. 
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Conclusions 

From literature, interviews, site visits, we can infer that there 

are high-quality solutions established within the professional 

high-throughput labs. Mostly, the vendor-software 

corresponding to the lab equipment is embedded in individual 

solutions for accepting and integrating data from the clients, 

individual interfaces for transferring the data to further 

analysis or back to the client.  

This severely hampers efficient workflows. Urgent action is 

needed for the design of standardized interfaces between 

service providers, biostatisticians and users in order to 

adequately integrate data and reach the goal of reproducible, 

GSP and GCP-conforming data management in the OMICS 

arena. 

The increased need in personalized medicine for management 

and exploration of OMICS and clinical data poses a big 

challenge for data management. Available solutions [7] are 

discussed, prototypically implemented, and evaluated at many 

sites. The further development and dissemination of such tools 

in the OMICS community will be crucial for translational 

research. 

As the conversion of the hitherto scattered measuring 

equipment to sustainable, highly specialized high-throughput 

labs will continue, the seamless pipeline from biomaterial to 

integration, analysis, and knowledge management will be a 

key factor for success. 

Although site visits and interviews in this report covers only 

German and Swiss institutions, the findings and 

recommendations are consistent with OMICS facilities in the 

UK, Paris (France), Pavia (Italy), and in Boston (US) reported 

by our colleagues within the US and European i2b2 academic 

user group. 

In addition to the rather technical findings, quite some ethical 

and legal challenges are discussed nationally and 

internationally. 
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Abstract 

The aim of this work is to assess and analyze the discrepan-

cies introduced in the reconstruction of an entire tumoral 

bone slice from multiple field acquisitions of a large micros-

copy slide. The reconstruction tends to preserve the original 

structural information and its error is estimated by comparing 

the reconstructed images of eight samples against single pic-

tures of these samples. This comparison is held using the 

Structural Similarity index. The measurements show that 

smaller samples yield better results. The detected errors are 

introduced by the insufficiently corrected optical distortion 

caused by the camera lens, which tends to accumulate along 

the sample. Nevertheless, the maximum error encountered 

does not exceed 0.39 mm, which is smaller than the maximum 

tolerable error for the intended application, stated in 1mm. 

Keywords:  

Microscopy; Confocal; XY-table; Stitching; Bone tumor; 

Histological Techniques; Error evaluation. 

Introduction 

In a primary bone tumor resection surgery, a surgical speci-

men is obtained following the guidance of a preoperative plan 

based on Computed Tomography (CT) and Magnetic Reso-

nance Imaging (MRI) studies [1,2,3]. In certain areas of the 

MRI images, however, the tumoral region limits cannot be 

well delineated by simple visual inspection.  

Optical bright-field microscopy is a technique used in pathol-

ogy to view samples and assess the classification of bone tu-

mors [4,5]. The conventional practice in histopathology is to 

evaluate certain critical portions of the surgical specimen 

sample. Nevertheless, this practice does not enable establish-

ing a direct correspondence between the microscopy images 

and preoperative MRI images, impeding the accurate classifi-

cation of doubtful regions. 

The main aim of this work is to enable the reconstruction of 

an entire bone slice sample from a surgical specimen, stitching 

together congruent microscopy pictures. Structural conserva-

tion is a major concern, due to the fact that the reconstructed 

image will be superimposed to its corresponding slice image 

in a volumetric magnetic resonance of the surgical specimen. 

Therefore an evaluation of the introduced error is addressed as 

well. The direct comparison between MRI image and micros-

copy images might lead to a new way of interpreting MRI 

images, and hence determine whether there exist tumoral tis-

sues in the region under study. 

Methods 

Optical acquisition 

In order to acquire the images, a Carl Zeiss microscope, Primo 

Star model (iLED Halogen/LED) was used, supplied with a 

Canon Powershot A640 camera, mounted through an array of 

coupling lenses. The total magnification rendered on the pic-

tures corresponds to the objective magnification (40x) added 

to the camera analog zoom. This gives a total measured reso-

lution of 1270 pixels per millimeter. The sample scanning is 

enabled by a XY-table designed with two step motors, provid-

ing a resolution of 200 steps per millimeter of movement (6.3 

pixels per step). An 8-bits word UART serial communication 

between the controlling system, implemented in a PC running 

MATLAB® 2012b (The MathWorks, Inc., Natick, Massachu-

setts, United States), and the XY-table controller, implement-

ed using a Texas Instruments® MSP430G2553 microcontrol-

ler completes the closed loop system. 

 

Figure 1– Camera coupled to microscope, focusing a bone 

tissue sample disposed on the XY-table.  

Sample scanning process 

The scanning process is divided into two main steps:  

• The control system, which takes consecutive pictures 

in the X axis direction of movement, generates a row 

MEDINFO 2015: eHealth-enabled Health
I.N. Sarkar et al. (Eds.)

© 2015 IMIA and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License.
doi:10.3233/978-1-61499-564-7-672

672



of the final image, and moves in the Y axis direction, 

leading to a new capture of pictures. 

• The process of rows stitching. 

Control system 

Two consecutive pictures should have a transition region 

overlapping in a range from 40% to 60% of the capture area. 

Matching points between pictures are detected by searching 

common features with the Speeded-Up Robust Feature 

(SURF) algorithm [6]. Even though the movement is sup-

posed to occur only in the X direction, there are displacements 

in Y due to the misalignment of the sample in the XY-table 

with the microscope-camera array. These displacements are 

compensated with consistent movements in the Y direction. 

During the search of features and execution of XY-table 

movements, a low-resolution video mode of the camera is 

used. Several high-resolution pictures are afterwards taken 

and their level of focus is measured using the Brenner gradi-

ent [7]. Once the best focused image is chosen, the process of 

stitching between consecutive images takes place. Afterwards, 

an optional blending step may be applied to match small dif-

ferences in structure and luminescence in the transition zone 

between pictures. 

Rows stitching 

The rows previously obtained are then aligned one after the 

other, also using common features extracted with the SURF 

algorithm. 

Optical compensations 

Before starting the sampling process, luminescence compen-

sation is performed: a sample-free RGB picture is taken (P), 

its mean is measured (μ), and the compensation RGB matrix 

(M) is calculated as follows: 

Mij = μ / Pij (1) 

Geometric compensation is also carried out, which attacks the 

fish-eye problem caused by the microscope-camera array 

lenses. This deformation consists on the stretching of the im-

age increasing with the distance to its optical axes, and may 

cause image discontinuities after several pictures are attached 

together. In order to address this issue, an inverse deformation 

dependent on the square of the distance was applied [8]. This 

inverse deformation was estimated using pictures taken to a 

0.1mm depth hemocytometer. 

 

 

Figure 2– Fish-eye lens distortion geometrical correction 

applied to a 0.1mm depth hemocytometer picture. 

Visualization 

The software does not generate one final slide capture, but 

instead hundreds of small images, and a matrix that describes 

how to stitch them together. This design eases future work 

with higher magnification, since all that changes is the amount 

of pictures handled by the matrix. 

Stitching error measurement protocol 

Eight different samples were acquired, with sizes varying 

from 440 mm
2

 to 1280 mm
2

. In order to evaluate and deter-

mine the possible misalignments generated by the stitching 

process, a comparison between the final stitched image and a 

standard image must be performed. Thus, a not-amplified-by-

the-microscope picture of the sample, taken using the same 

camera as in the stitching and corrected with the same geo-

metrical factors, is used as a standard for comparison. Alt-

hough it lacks the grade of definition of the stitched image, it 

serves as a pseudo ground truth to evaluate the level of 

preservation of image structure. 

The method used for the quantification of this error uses the 

Structural Similarity (SSIM) index, combined with phase 

shifts between the images. The SSIM index ranks locally the 

similarity between portions of two images. The SSIM contin-

uous range interval is -1 for worst case to 1 for perfect match. 

This index can be displayed as a gray level pixel map, giving 

a general idea of the amount of parity between images. The 

index per pixel is averaged to give an overall level of similari-

ty, whose range limits are coincident with the previously men-

tioned. 

 

 

Figure 3– SSIM map displayed as (1+SSIM)/2 between the 

stitched image and the standard image, for Sample A. The 

map is divided in nine portions, where the corresponding 

index of each portion is labeled. Dark pixels mean bad 

correlation between images, while bright pixels correspond to 

good structural similarity. 

The approach taken in this work to estimate the stitching error 

consists on registering the images, using rigid registration 

algorithms. Misalignment locations depend on registration 

process. If the correct registration and similarity congruency 

of a portion of the image leads to misalignments in other 

portions of the image, then a stitching error is identified. The 

stitching error in a part of an image may be compensated by 

adding translation offsets to the original registration. When 

moving one of the pictures a certain offset to the right, left, 

upwards, and downwards, SSIM map zones which originally 

appeared dark turn to white, meaning a good alignment in that 

part of the image, and vice versa.  
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Figure 4– Portion of the image from Figure 3 (Sample A) with 

the lowest SSIM index (0.40), shown as the stitched image 

(magenta) superimposed in the standard image (green). As 

can be seen, a better registration can be achieved by moving 

the standard image upwards. 

 

 

Figure 5– Gray level changes in the SSIM map representation 

of Sample A, as a function of offset. The center image 

represents the better registration found between images. Right 

(positive) and left (negative) shifts are labeled dx, while up 

(negative) and down (positive) are labeled dy. 

Calculating the SSIM index after every shift leads to the con-

struction of surfaces like the one shown in Figure 6.  In order 

to determine the error introduced by the stitching process, it is 

necessary to evaluate the final image misalignments produced 

all along the sample, compared to the standard image. This 

error will be quantified as the minimum radius of displace-

ment required, in millimeters, to reach the denominated noise 

floor of the SSIM index in the sample. Knowing the bell-like 

shape of the SSIM index evolution as a function of space and 

being proven that it is not affected by local maximums phe-

nomena, the SSIM map is evaluated in the initially dark areas 

for different shifts in X and Y directions. Strictly, the noise 

floor is considered reached after subsequent movements in 

one direction do not improve the SSIM index, but worsen it. It  

 

should be highlighted that due to its accumulative behavior, 

the stitching error tends to grow with the distance. Though, it 

is expected that the major discrepancies will appear around 

the edges of the image (see Figure 3 and Figure 5), assuming a 

rigid registration towards the center of both images. 

 

 

 

Figure 6– SSIM index as a function of image displacements 

(in X and Y) with respect to the better fixing registration 

employed in Sample A.  

To evaluate an estimation of the general structural deviation 

of the stitched image proportions compared to the standard 

image ones, a Structural Deviation (SD) index is proposed for 

both X and Y maximun extensions (ΔX and ΔY 

correspondly): 

SD
X
 = 100 (ΔXstd - ΔXstitch) / ΔXstd (2) 

SD
Y
 = 100 (ΔYstd - ΔYstitch) / ΔYstd (3) 

Results 

The eight reconstructed samples (A to H) are displayed in 

Figure 7, and their error measurements are shown in Table 1.  
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Table 1– Error measurement of the samples stitched 

S 

Size 

[mm] 

Total 

images 

SD
X 

[%] 

SD
Y 

[%] 

SSIM 

index 

Error 

[mm] 

A 40 x 32 819 0.82 2.17 0.67 0.33 

B 45 x 27 876 -3.27 -2.15 0.53 0.39 

C 28 x 21 363 0.25 -2.08 0.64 0.28 

D 20 x 22 266 -1.10 -1.44 0.73 0.10 

E 26 x 22 364 -1.57 -0.13 0.67 0.26 

F 29 x 24 392 -0.75 -2.77 0.65 0.22 

G 23 x 23 326 -0.42 -1.45 0.75 0.16 

H 32 x 22 378 -1.60 -0.35 0.63 0.20 

 

 

Figure 7– Images A to H showing the eight samples 

reconstructed using the stitching process. 

Discussion 

As it was shown in the results section, non-standard size (3 in 

x 1 in) samples could be reconstructed, with a 1270 pixels per 

millimeter resolution. 

The results in Table 1 show an absolute maximum Structural 

Deviation of 3.27% in X and 2.77% in Y. In terms of stitching 

error, it can be seen that, in general, the higher the amount of 

pictures taken, the higher the error measured. Samples A and 

B appeared to be more deformed than the rest (0.33mm and 

0.39mm), being both composed with more than three times as 

many images as Sample D (0.1 mm, minimum error). This 

deformation was caused by the accumulated stitching error 

along the entire sample, mostly due to the optical distortion 

produced by the camera lens used for acquisition, which is not 

perfectly corrected. In addition, this distortion was measured 

higher for thicker microscope slides (more than 4.5 mm 

thick), which were the ones used for Samples A and B. In 

order to lower the error caused by this effect, it is 

recommended to try to use thinner slides (1 mm thick) in all 

cases. 

 

Figure 8– Error variation measured in the samples, as a 

function of the total number of images stitched. 

Although the SSIM index is a relatively good index for 

assessing structural differences between images, in some cases 

it might perform poorly for the application presented in this 

work. Consider for example Figure 9. In spite of the fact that 

both images were taken with the same camera, the stitched 

image (B) presents much darker regions than the standard 

image (A), for the same tissue. This marked difference in the 

contrast of the images is interpreted by the SSIM index as a 

major structural difference, even though it is not. 

 

Figure 9– Although not a bone sample, this liver tissue 

sample clearly shows low rated areas due to contrast 

differences between images. (A) Standard image from sample 

B. (B) Stitched image from sample B. (C) SSIM map between 

standard image and stitched image from sample B. (D) 

Superposition of standard (green) and stitched (magenta) 

images from sample B. No significant structural differences 

can be seen.  

Since the MRI resolution of the bone prior to becoming a sur-

gical specimen is 1 mm, the same value will be taken as the 

maximum tolerable error in the complete stitched image. 

It is considered essential the conservation of the original ap-

pearance of images. Although the blending between images 
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might lead to friendlier representations for the viewer, it could 

alter the specialist perception of the degree of cellular disorder 

appreciated, as shown in Figure 10. Hence, it is believed best 

to simply stitch the images one after the other, obviating any 

kind of image processing between them, both in the rows con-

fection as in their alignments. 

 

Figure 10– Stitching between two wrongly matched rows. The 

blending applied generates an unwanted ghost effect in the 

final image. 

Conclusion 

This work presents a new way to acquire histological images 

using a XY-table and a digital camera coupled to a micro-

scope. Although being a relatively high time-demanding pro-

cedure (~30 seconds per image acquisition in average), it 

strongly lowers a Whole Slide Imaging Scanner budget. 

Measurement results presented show that the error committed 

is small enough for the suggested application, which aims, in 

the future, to help in the construction of a gold standard bone 

tumor samples repository. 
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Abstract 

Sub-Saharan Africa (SSA) bears the heaviest burden of the 

HIV epidemic. Health workers play a critical role in the scale-

up of HIV programs. SSA also has the weakest information 

and communication technology (ICT) infrastructure globally. 

Implementing interoperable national health information 

systems (HIS) is a challenge, even in developed countries. 

Countries in resource-limited settings have yet to demonstrate 

that interoperable systems can be achieved, and can improve 

quality of healthcare through enhanced data availability and 

use in the deployment of the health workforce. We established 

interoperable HIS integrating a Master Facility List (MFL), 

District Health Information Software (DHIS2), and Human 

Resources Information Systems (HRIS) through application 

programmers interfaces (API). We abstracted data on HIV 

care, health workers deployment, and health facilities geo-

coordinates. Over 95% of data elements were exchanged 

between the MFL-DHIS and HRIS-DHIS. The correlation 

between the number of HIV-positive clients and nurses and 

clinical officers in 2013 was R
2

 = 0.251 and R
2

 = 0.261 

respectively. Wrong MFL codes, data type mis-match and 

hyphens in legacy data were key causes of data transmission 

errors. Lack of information exchange standards for aggregate 

data made programming time-consuming.  

Keywords:  

Information systems; Health information exchange; 

Interoperability; Health workforce; HIV. 

Introduction 

Sub-Saharan Africa (SSA) bears the heaviest burden of HIV. 

As of 2012,  nearly two-thirds of the world’s 34 million 

people infected with HIV lived in SSA [1]. Over the last ten 

years, there has been an unprecedented scale up of HIV 

prevention, care and treatment services. For example, 

UNAIDS reported a 40-fold increase in the number of HIV-

infected persons receiving antiretroviral therapy (ART) from 

2002 to 2012 [2].   A major obstacle to the scale-up of HIV 

care services in SSA is the chronic shortage of health workers 

[3, 4]. The health workforce density in the majority of 

countries in SSA fall below the World Health Organization 

(WHO) recommended minimum health worker per population 

[5].  

In spite of support from multilateral and bilateral partnerships 

such as the Global Fund to fight AIDS, Tuberculosis and 

Malaria (GFATM) and US President’s Emergency Plan for 

AIDS Relief (PEPFAR) as well as commitment from host-

country governments, there is inadequate data to show that the 

number of deployed health workers, which include doctors, 

clinical officers, nurses and nurse-midwives, has increased 

with the scale up of HIV services. Studies from Zambia and 

Malawi show an increase in HIV-related workload against a 

relatively unchanged number of health workers [6, 7]. Data 

used in these studies were mainly health records and staff 

interviews from a few sampled health facilities. None of the 

studies used data from national health information systems 

such as the district health information systems (DHIS) or 

human resources information system (HRIS), and hence, had 

limited representativeness. A paper presented at the First 

Global Symposium on Health Systems Research, 2010 

reported that low-income countries, which bear the heaviest 

disease burden, also have the weakest health workforce 

information systems [5]. 

Fully interoperable national health information systems are 

not yet common phenomena globally, and remain elusive in 

many countries due to a range of challenges including lack of 

standardization, lack of national unique identifiers, inadequate 

infrastructural capacity, lack of adequate skilled personnel, 

inadequate financial resources, and legal and organizational 

concerns [8-10]. Current initiatives focus on software 

development [11]. Published work also focuses on the 

software and on the exchange of health information at the 

individual patient level where interoperability has been shown 

to enhance continuity of care and efficiency [11, 12]. A few 

countries in SSA, including Kenya and South Africa, have 

developed national eHealth strategies prioritizing 

interoperable information systems as recommended by the 

WHO and the International Telecommunications Union [13]. 

However, the benefits of such systems is yet to be 

demonstrated. The need for high quality data from multiple 

interoperable sources for enhanced quality of care and to 

understand the correlations between scale-up of healthcare 

services and health workforce has never been greater, 

especially in resource-limited settings.  
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We conducted an observational study to assess the effect of 

interoperable national electronic health information systems 

on enhancing data availability to evaluate the effect of scale-

up of HIV programs on human resources for health (HRH) in 

Kenya.  

Methods 

We created an environment of four interoperable systems that 

are part of the Kenyan eHealth architecture [14] as illustrated 

in Figure 1. The four systems were the district health 

information software-2 (DHIS2), regulatory human resource 

information system (rHRIS), integrated human resources 

information system (iHRIS), and the Master Facility List 

(MFL, a registry of health facilities in Kenya).  

DHIS2: DHIS2 is a tool for the collection, validation, analysis 

and presentation of aggregate (not patient level) health 

statistics (https://hiskenya.org/). It is intended for, but not 

limited to, health information management activities. DHIS2 

is a free and open source, web-based application. Kenya is 

among more than 30 countries in Africa, Asia, and Latin 

America, that have adopted DHIS2 as a part of their national 

health information system. Each month at the health facility 

level, aggregate health services statistics for all diseases, 

including HIV are entered into DHIS2. The automation of 

transmission of patient level data from electronic medical 

records (EMR) directly into DHIS2 is currently in progress. 

The aggregate data entered into DHIS2 include family 

planning, maternal child health, sexually trasmitted illneses, 

child health and nutrition, tuberculosis, and HIV services 

including HIV testing, prevention of mother to child 

transmission and antoretroviral therapy (ART).  The data are 

stored in a central DHIS2 database hosted on a server at the 

Kenyan Ministry of Health (MOH) headquarters in Nairobi. 

DHIS2 implements application programming interfaces 

(APIs) which enable it to exchange information with other 

systems that implement similar or compatible APIs. 

rHRIS and iHRIS: Human resources information systems 

(HRIS) collect and manage routine, national level, multi-cadre 

data on the health workforce including supply (i.e. training, 

exam, registration, licensure, intent to out-migrate, and 

continuing professional development) and deployment (i.e. 

health facility of deployment, date of appointment,  work 

station in the facility, date of promotion, disciplinary actions, 

date of exit, and transfers). Regulatory human resources 

information system (rHRIS) collects and manages health 

workforce supply information while the integrated human 

resources information system (iHRIS) collects and manages 

deployment information. More information about the systems 

can be found at http://emorykenya.org/ and 

http://www.ihris.org/. A composite profile of a health worker 

can be created by linking the supply and deployment data 

detailing their educational, registration and employment 

credentials from both systems. rHRIS and iHRIS are web-

based applications that allow updates to be made into secure 

databases by stakeholders in remote locations and for the 

generation of routine reports. The rHRIS and iHRIS have 

APIs that allow them to be interoperable with other systems 

such as DHIS2 and electronic medical record (EMR) systems. 

MFL: WHO’s guidelines for creating a master health facility 

list defines an MFL as a complete list of health facilities in a 

country, whether public or privately owned, and contains 

administrative information, identification information 

(signature domain) and service capacity (service domain) 

[15]. The set of identifiers in the signature domain uniquely 

identifies each health facility while information on service 

domain includes an inventory of services available and  

service capacity, which are essential for health systems 

planning and management. The MOH maintains an MFL that 

was created in 2008 by merging and reconciling several 

facility lists, which contained different, and sometimes 

conflicting, information about health facilities in the country. 

The MFL Code is a five digit number that uniquely identifies 

each health facility. Among the information contained in the 

MFL are ownership (Government of Kenya, private company 

or a faith-based organization), facility type (dispensary, health 

center, district hospital or referral hospital), administrative 

location (county, district, division, location), bed capacity, 

contact information (postal address and telephone number) 

and GIS coordinates (geo-coordinates). The MFL is updated 

regularly by the district health information and records officer 

whenever a new health facility is registered, an existing 

facility changes status, or if the information about it needs 

updating. As of November 2014, the MFL had 9,882 health 

facilities listed. The MFL database has an API that allows it to 

be interoperable with other systems such as the DHIS2, EMRs 

and HRIS.  

 

Figure 1: MFL-DHIS2; MFL-rHRIS; MFL-iHRIS; DHIS2-

iHRIS Dynamic Interoperability 

MFL-DHIS2-rHRIS-iHRIS Interoperability 

The MFL API is currently implemented as a set of functions 

that accept defined parameters and generate details of 

facilities from the MFL in an eXtensible Markup Language  

(XML) that can be automatically parsed and read into a 

receiver database/system. More information on the exact 

implementation and usage of these functions is accessible at 

http://api.ehealth.or.ke. In order to make the MFL secure, a 

basic HTTP authentication has been implemented on the MFL 

API requiring a username and password to be passed into the 

MFL API for authentication purposes before any data is sent 

back to the receiver application.  
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In the MFL-DHIS2 implementation, an automated script that 

is scheduled to run daily at midnight using cron has been 

implemented to pull in the latest 100 facilities whose details 

are either new or have been added to the system. The ideal 

number to import from MFL depends on the nature of 

implementation and needs of the receiver system, however a 

random number of 100 was chosen initially and the basis of 

this selection was the fact that no more than 100 facilities 

have ever been added/modified in a day from across the 

country. This was determined by reviewing the facilities data 

based on date of addition and modification of records. It is 

however important to note that the higher the number of 

records selected, the slower the speed of import. To address 

the incompatibilites between legacy and current data, the 

legacy data were cleaned and data types modified to align 

with the programs and current data definitions. 

iHRIS – DHIS2 integration: iHRIS-Manage system sends 

aggregate data on health workers per facility at the end of 

each month, disaggregated by county, cadre and gender, to 

DHIS2. This is done via scheduled cron jobs on the iHRIS-

Manage server that automatically sends a preformatted file 

generated by the system using XLST (EXtensible Stylesheet 

Language). 

An equivalent dataset was designed on DHIS2 with details of 

the data elements that hold the aggregated data values from 

iHRIS-Manage. 

The rHRIS – DHIS2 integration is not yet fully automated. 

The DHIS team created a dataset for rHRIS to post aggregate 

training, registration, licensure and practice data. A data call 

to the rHRIS API pulls the selected data elements on health 

worker supply into the DHIS2 including the health-workers’ 

registration status.  

Error logs generated by scheduled batch jobs were used for 

tracking of exceptions that require attention. 

Outcome Measures 

To show the added value of interoperable systems in data 

availability and use, we created a flat file at the MOH’s 

database populated with data abstracted from the interoperable 

data sources in order to understand the correlations between 

the national scale-up of HIV services and deployment of 

health workforce in Kenya. This data was hosted on the 

DHIS2 server and is accessible to key stakeholders in HRH, 

including the MOH and its partners and authorized users of 

DHIS2. 

We used the following outcomes, (i) description of 

experiences implementing HRIS-MFL-DHIS2 interoperability 

(ii) correlation between scale-up of HIV care (measured 

through the number of HIV-positive individuals receiving 

HIV care) and deployment of health workers in Kenya, and 

(iii) trends in distribution of health worker per person living 

with HIV in Kenya. We also reviewed the data completeness 

as a component of data quality in the data sources. 

Data Abstraction  

After linking the MFL-DHIS2-rHRIS-iHRIS data, we 

abstracted the following data elements: 

rHRIS/iHRIS  MFL  DHIS2 

Cadre of health worker MFL code MFL code 

MFL code  Facility name Patients on care 

Number of health workers GIS coordinates Patients on ART 

Status of registration County code County code  

From the above data elements, annual summaries by county 

were obtained, including the number of health workers 

deployed (nurses and clinical officers), number of patients 

enrolled on HIV care and number of patients currently 

receiving ART for 2012 and 2013. Additional data on the total 

number of people living with HIV per county were obtained 

from the national HIV estimates for Kenya based on 

mathematical modelling [16].  

Due to low reporting rates in DHIS2 for the routine health 

statistics in 2011, we did not consider data for 2011 in the 

analysis. 

Statistical and Spatial Data Analysis 

We used scatter plots to assess the correlation between the 

number of patients receiving ART and the number of nurses 

in service. Stata was used to perform the analyses and 

calculate R
2

 values. We used ArcGIS, a spatial analysis tool, 

for visual presentation of ratio of nurse to people living with 

HIV per county.  

Ethical Considerations 

We used aggregate data that did not contain any individually 

identifiable patient data. Additionally, the identifiable 

information of the health workers were removed by the MOH 

and regulatory boards/councils after linking the HRIS data to 

the DHIS2 and MFL. Dummy identifiers were assigned in 

order to conduct the analyses. There was no contact between 

the study team and patients or the health workers. 

Results 

Experiences implementing interoperable MFL-DHIS2-

rHRIS-iHRIS 

The synchronization mechanism described using the API has 

been largely successful; over 95% of data were successfully 

and accurately transmitted from the MFL to DHIS2 and from 

iHRIS to DHIS2. From the error logs, we were able to 

identify the most common causes of errors that prevented data 

from being imported into receiver systems (e.g. DHIS2). The 

common causes of errors include:  

• Use of wrong MFL codes especially for older/legacy 

data that existed in the systems before automation of 

the data exchange process 

• Data type mismatch that occurs when a system 

receives a request for a data type that is different 

from that of the stored variable (e.g. if a system 

received a request for a numeric variable when the 

stored variable is of type string)  

• Presence of hyphen or an apostrophe in the data 

source. 

The above sources of error were addressed through ongoing 

cleaning of legacy data and alignment of data types in the data 

files and programs.  

Programming time for each system to ensure the APIs could 

exchange data was time consuming. It took nearly 10  months 

of programming, testing and documentation to achieve 

working solutions, and another month to get XML and XSLT 

transformations of facility list data between MFL and iHRIS 

right.  

Data availability and use 

Data was readily available in DHIS2 and was abstracted to 

support the analysis below:  
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(i) Nurses deployed vs. the number of HIV-positive 

persons: A total of 1,565,505 and 1,599,565 persons 

were HIV-positive in 2012 and 2013 respectively. Of 

these, 400,768 and 547,579 patients were receiving 

ART at the end of 2012 and 2013 respectively. The 

total number of nurses in service was 17,604 and 

26,399 in 2012 and 2013 respectively. There was a 

weak, but positive, correlation between the number 

of the number of nurses deployed and the number of 

HIV-positive persons, R
2

 = 0.281 (2012) and R
2

 = 

0.251 (2013). Figure 2 below shows the scatter plots 

for the periods under consideration. Each circle 

represents a county and the size is proportional to the 

number of HIV-positive persons. 

(ii) Clinical officers deployed vs. HIV-positive clients: A 

total of 3,209 and 3,284 clinical officers were in 

service in 2012 and 2013 respectively. The 

correlation between the number of patients receiving 

ART and the number of clinical officers in service 

was positive but weak: R
2

 = 0.380 (2012) and R
2

 = 

0.261 (2013).  

(iii) Nursing workforce density (ratio of nurses to people 

living with HIV (PLHIV): The ratio of nurses to 

PLHIV improved from 1:89 to 1:61 from 2012 to 

2013. The map in Figure 3 shows the change in the 

number of nurses per PLHIV by county.  

 

Figure 2: Correlation between number of HIV+ persons and 

no. of nurses by county in 2012 and 2013 in Kenya 

Data Quality 

Data quality varied based on the original source of data. Re-

porting rates for routine health service statistical summaries in 

DHIS2 improved tremendously from 2011 to 2012.  In 2011, 

reporting rates to DHIS2 in a few counties were as low as 

40% of the health facilities while in 2012, the majority of the 

counties had reporting rates above 80% of health facilities. 

Although coverage of the MFL data was high (>80% of health 

facilities in Kenya were listed in the MFL in 2012), a few fa-

cilities were missing from the MFL. There were no data losses 

during the transmission of data from the MFL to DHIS2 or the 

MFL to rHRIS/iHRIS.  

 

Figure 3: The ratio of nurse to person living with HIV by 

county in 2012 and 2013 in Kenya 

Discussion 

The implementation of interoperable MFL-DHIS2-iHRIS-

rHRIS was successful. There was a weak, but positive, 

correlation between the number of people living with HIV and 

number of health workers in service, including nurses and 

clinical officers. Data quality varied by data source; the 

completeness of DHIS2 data was low in 2011 but improved in 

subsequent years. Over ninety-five percent of the data was 

transmitted from source systems (MFL and iHRIS) to the 

receiver system (DHIS2) making data readily available for 

analysis. The programming time and costs expended to 

achieve information exchange between the systems was high 

due to the lack of implementation of common standards and 

protocols that could be interpreted by the different systems.  

The most common obstacles to the seamless synchronization 

of data between the different systems were identified as 

inconsistencies between legacy data and the current codes and 

data types. These findings are consistent with those reported 

by Alkaldi et al [17].To address these problems, we ensured 

that data cleaning and standardization of all legacy data was 

achieved before the automation of the data exchange using the 

API was done. In addition, appropriate validation rules or 

mechanisms were put in place to ensure that data from the 

source system is consistent with the type on the receiver 

system. The system administrators routinely reviewed the log 

files on the exchange process to ensure that data was 

exchanged as expected between the systems and took 

appropriate actions whenever errors were encountered. 

Although not implemented in this study, the use of data 

exchange schema and standards that enable foundational, 

structural and semantic interoperability defined by the 

Healthcare Information and Management Systems Society 

(HIMSS), such as XDS or the ADX data exchange protocol 

under development by the Integrated Healthcare Enterprise 

(IHE) - 

http://wiki.ihe.net/index.php?title=Quality,_Research_and_Pu

blic_Health, could further address the challenges encountered.   

From the unweighted analysis, we found a weak but positive 

correlation between the number of patients receiving ART and 

the number of health workers (nurses and clinical officers) in 

service. This is similar to findings in Malawi and Zambia 
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which face similar human resource challenges as Kenya and 

other SSA countries [6, 7]. There was a marginal reduction in 

the ratio of health workers to the number of PLHIV, but with 

large variations geographically. Although we did not analyze 

the causes, mal-distribution of health workers could be 

informed by several factors including disease burden (HIV 

prevalence), urban/rural location and inadequate use of data to 

inform health workforce planning [18]. 

Our study had some limitations. We focused on the software 

component of interoperable systems, which is just one of the 

many factors that contribute to comprehensive information 

exchange of the national eHealth system. In order to 

implement these findings at scale, there is the need to tackle 

wider organizational, policy and infrastructural factors that 

affect the scale-up of interoperable health information systems 

[9, 10]. Low data quality, mainly due to low reporting rates by 

counties to the DHIS2, was identified as a key obstacle to data 

use. Although not presented with the results of this study, 

counties with fewer health workers were more likely to have 

incomplete data. It is worth noting that data completeness has 

significantly improved over time and currently reporting rates 

stand at over 80%. Finally, the data we presented in this study 

were not weighted or adjusted for factors that confound health 

workforce distribution such as population, disease burden and 

rural/urban locations.  

The succcessful implementation of interoperable systems 

however provides an excellent opportunity for integrating data 

sources and enabling comprehensive analyses including health 

workforce and other health services data. 

Conclusion 

We demonstrated a successful implementation of 

interoperable MFL-DHIS2-iHRIS-rHRIS and showed added 

value in data availability and data use. There was a weak, but 

positive, correlation between the number of patients receiving 

ART and the number of health workers. More work needs to 

be done to assess the effect of use of information exchange 

standards on efficient achievement of interoperable systems as 

well as non-software factors associated with scaling up 

interoperable systems at a national level in resource-limited 

settings. Additionally, well designed studies are needed to 

understand correlations between the scale-up of HIV services 

and the health workforce in resource-limited settings.  
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Abstract 

This work describes an integrated informatics system 

developed to collect and display clinically relevant data that 

can inform physicians and researchers about Type 2 Diabetes 

Mellitus (T2DM) patient clinical pathways and therapy 

adherence. The software we developed takes data coming 

from the electronic medical record (EMR) of the IRCCS 

Fondazione Maugeri (FSM) hospital of Pavia, Italy, and 

combines the data with administrative, pharmacy drugs 

(purchased from the local healthcare agency (ASL) of the 

Pavia area), and open environmental data of the same region. 

By using different use cases, we explain the importance of 

gathering and displaying the data types through a single 

informatics tool: the use of the tool as a calculator of risk 

factors and indicators to improve current detection of T2DM, 

a generator  of clinical pathways and patients’ behaviors 

from the point of view of the hospital care management, and a 

decision support tool for follow-up visits. The results of the 

performed data analysis report how the use of the dashboard 

displays meaningful clinical decisions in treating complex 

chronic diseases and might improve health outcomes. 

Keywords: 

Integrated Systems; Therapy Adherence; Clinical Pathways; 

Data Integration; Type 2 Diabetes. 

Introduction 

Treatment and management of chronic diseases often takes 

place outside clinical settings and impacts the daily life of 

patients. As a consequence, clinicians depend on patient re-

ports of symptoms, side effects, functional status and treat-

ment adherence. Patients typically report at clinical visits that 

are months apart, and recall accuracy can be highly fluctuat-

ing [1]. The possibility to gather and analyze accurate infor-

mation at the right time from different sources, such as public 

healthcare systems, open data repositories, or hospital infor-

mation systems is necessary to be able to perform correct clin-

ical decisions [2]. The work presented in this paper aims to 

provide clinicians and researchers a software architecture 

based on data coming from heterogeneous data sources to 

support medical discovery and evidence-based practice about 

managing and controlling the evolution of chronic diseases. 

The system architecture relies on the open source i2b2 clinical 

data warehouse (CDW) [3] and the work done has been fo-

cused on expanding the basic functionalities of the framework 

by enhancing its visualization layer. A number of modules 

have been designed and developed to present the results 

through an intuitive and easy to use dashboard that shows 

results of process mining, temporal abstractions and similarity 

algorithms. 

Materials and Methods 

Type 2 Diabetes Mellitus (T2DM) is the most common form 

of diabetes. It accounts for at least 90% of all cases of 

diabetes. The World Health Organization (WHO) estimates 

that by 2030 there will be about 550 million people suffering 

from this disease [4]. This disease can remain undetected for 

many years because hyperglycemia (consequence of the 

insulin defects) develops gradually, and at earlier stages, the 

disease is not severe enough for the patient to notice any of 

the classic symptoms of diabetes. Despite the large number of 

models being developed and the increased interest and 

acknowledgement in the clinical field, only a small part of 

these models ends up being used in clinical practice [5]. One 

of the most important challenges of the MOSAIC European 

Union project is to combine the research activities related to 

the discovery of new risk factors, methods and models for 

diabetes onset, progression and evolution, with the develop-

ment of software tools. The components and modules would 

incorporate innovations and make them usable by different 

end-users in a variety of settings. The biggest challenge of the 

project consists in translating innovations to achieve impact in 

the current clinical practice.  

Data sources 

To fill the gap resulting from infrequent clinical follow-ups of 

diabetic patients, the EMR used in FSM, a private hospital in 

Pavia, Italy, has been enhanced with data coming from the 

local public healthcare agency (ASL) of the Pavia area. This 

data contains administrative findings (e.g., prescription-based 

drug purchases), and data reporting environmental 

information (e.g., air temperature, air pollution, etc.) provided 

by the “Regione Lombardia” databases as open data. 

Clinical usage 

The main component of the software tool developed consists 

in a single page dashboard, where users can interact with a 

graphical presentation of clinical parameters. Dashboard users 

can analyze data though three different use cases: 

• Use Case 1 (UC1): risk factors and indicators to im-

prove current detection of T2DM 
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• Use Case 2 (UC2): hospital care management 

• Use Case 3 (UC3): clinical decision support during 

follow-up visits 

In this paper we will focus on use case 2 and 3, which are the 

ones that will be implemented for the management of already 

diagnosed T2DM patients at FSM. UC1 case is active in 

another research center participating in the MOSAIC project: 

the Hospital Universitari i Politècnic La Fe located in 

Valencia, Spain. UC1 will be integrated also in FSM by the 

end of the project, to allow a full evaluation of the system. 

Architecture 

We designed and developed a dashboard (Figure 1) to 

accomplish the goals described in UC2 and UC3. The 

dashboard communicates with the i2b2 DW where clinical, 

administrative and environmental data are integrated. A data 

mining module is responsible for running advanced temporal 

data mining algoritms on data queried from the CDW.  

 

 

Figure 1 – starting page of the MOSAIC dashboard: charts 

show patients grouped by age at diagnosis, types of 

complications and cardio-vascular risk. The timeline displays 

four clinical pathways related to the selected patient set.  

From this section, the user can either choose to select a subset 

of the population to use for further analyses or to search for an 

individual patient to examine his/her clinical charts. In the 

following paragraphs we will present some of the 

functionalities related to the two mentioned use cases. 

Use Case 2. 

UC2 is focused on the analysis of the clinical histories of a 

population of patients. This population could either be the 

whole patients' sample included in the data repository or a 

subset of patients conveniently selected by the user according 

to some clinical criteria available in the starting page of the 

dashboard. The models developed for data analysis rely on 

temporal and process mining techniques and are aimed at de-

tecting the most frequent clinical patterns that are experienced 

by the patients' population [6, 7]. These models are focused on 

taking explicitly into account the temporal dimension, which 

strongly characterizes the evolution of chronic diseases. The 

ultimate goal of applying these techniques is to extract mean-

ingful patients' stratifications that are based on the temporal 

evolution of some interesting clinical variables. For example, 

the most critical pathways in terms of severity that arise from 

complications and use of hospital resources could be high-

lighted. Temporal data mining is employed to understand 

which are the most interesting variables to use and to exploit 

the novel perspectives offered by temporal data integration. 

Clinical histories are mined to extract behavioral patterns of 

prescription-related drug purchases, frequent clinical temporal 

patterns, cardio-vascular risk (CVR) profiles, level of com-

plexity and evolution of complications. The extracted tem-

poral patterns are presented to the user as timelines. The user 

can select a specific temporal pattern to drill down to the pa-

tients' population experiencing that behavior. 

The target population of UC2 is of patients already diagnosed 

with T2DM. The data used to build and train UC2 models 

come from the FSM hospital EMR and are related to a cohort 

of T2DM patients followed up from 5 to 10 years. The EMR 

information related to these patients has been enhanced with 

public data coming from the Pavia ASL and with environmen-

tal information. This kind of data contains the history of all 

kind of therapies, hospitalizations, outpatient services, patient 

geo-localization, air temperature and degree of air pollution. 

To assess the complexity of care of the patients over time, a 

set of complexity stages, determined by the number of com-

plications and hospitalizations patients undergo during the 

course of their disease, has been defined. The computation of 

these complexity stages is made possible by the availability of 

both clinical data related to the onset of complications and 

administrative information on hospitalizations and outpatient 

visits. Assuming that each patient starts with a stable state (it 

refers to pre-diabetic patients and type 2 diabetes patients who 

do not suffer any complications yet), when a complication 

arises the state shifts to “level 1.” If a second complication 

appears later than one year or if the second complication is a 

myocardial infarction, the state shifts to “level 2,” while if a 

second complication appears earlier than one year, the pa-

tient’s state shifts directly from “stable” to “level 2.” When an 

hospitalization, either due to the status of their diabetes-

related complications or because of their metabolic instability 

occurs, the state change from “level 1” or “level 2” to "level 

3.” 

Use Case 3. 

This use case refers to supporting clinicians to better manage 

T2DM chronic patients. Starting from patient’s EMR record, 

the system is able to project in a graphic way clinical 

information and behavioral patterns of prescription-related 

drug purchases. In this use case, clinicians are interested in 

having a better picture of what had happened to a single 

patient and what needs to be improved (e.g., changes in 

therapy, prescriptions of special examinations). Integrating 

information coming from the ASL and from the FSM EMR, 

analyzing and making them available in a unique tool, is a 

first step to achieve this goal. The part of the dashboard 

related to UC3 depicts data related to an individual patient, 

with a specific focus in the integration of data coming from 

different sources. Data integration is very important, as the 

clinical information related to the period that goes from the 

onset to the first follow-up at FSM is missing. The longer this 

period lasts, the more information becomes unobservable. 

This can be a limitation, especially if the objective of the 

analysis is to build predictive models (e.g. for complications 

prediction), as the events that occur in this not known time 

window might be the early determinant of a complication to 

arise. The data integration performed helps to mitigate this 

problem. In fact, it offers some additional information which 

comes from the public healthcare data. With this data, the 

information related to the not known time window becomes 

partially observable, given that the patient has been diagnosed 

after 2003. 

The dashboard functionalities related to UC3 involve clinical 

and administrative data representation. Regarding clinical 

information, the dashboard reports temporal data related to (1) 

HbA1c values from laboratory exams performed within FSM 

hospital, (2) the evolution of the patient’s level of complexity 

and (3) the time course of the cardiovascular risk (Figure 2). 
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Figure 2 – MOSAIC dashboard example representing clinical 

valuesevolution  over time. 

One of the largest parts of information contained in the ASL 

data warehouse is related to prescription-based drug purchases 

by citizens at the pharmacy. Since this information is not 

directly available to the physician during clinical practice, it is 

very important to visualize it in a meaningful way in the 

dashboard. In particular, we have focused on drug purchase 

representation and on evaluation of the adherence to treatment 

behavior of the patient. Each drug purchase has been inserted 

in the i2b2 CDW using its Defined Daily Dose (DDD) that 

allows the expected number of therapy days related to that 

purchase to be computed. As the information about the actual 

drug dosages a patient should take is not available in our da-

tasets, we use drug purchase as a proxy for estimating drug 

intake. Under this assumption, the DDD information repre-

sents the days supply for a specific purchase and we use 

DDDs to evaluate patients' behavioral patterns related to drug 

treatments. For each patient we retrieved the first prescription 

of a specific drug and divided the whole prescription period in 

semesters. For each semester we compute the sum of DDDs, 

which is an estimate of the total drug intake of the patient in 

that semester. We chose to use six months as an observation 

chunk, as in the current practice at FSM the average time be-

tween two consecutive follow-ups for chronic patients is one 

semester. Setting this temporal constraint gives the possibility 

of defining the granularity to observe modifications, adher-

ence and continuity in drug treatments. As result a profile for 

each patient was constructed including the date of each pur-

chase and the time period covered by the dispensed drugs, so 

to define the purchase pattern over time. In addition to the 

temporal profiles describing drug purchases, specific attention 

has been devoted to investigating the behavior of the patient 

in terms of treatment adherence. In recent years, several works 

studied the problem of harmonizing the integration of differ-

ent healthcare information coming from heterogeneous 

sources while processing data coming from EHR or adminis-

trative databases [8]. One of the most common measures is the 

medication possession ratio (MPR) that indicates the percent-

age of received days supply divided by a period of time [9]. In 

our analyses, we have computed adherence to treatment using 

a validated index that corresponds to the MPR index for drug 

acquisition. The index is the Continuous, Single Interval 

Measure of Medication Acquisition (CSA). CSA index is cal-

culated as the ratio: sum of DDDs over an observation peri-

od/length of the observation period (in our case one semester, 

182 days). The CSA index indicates the percentage of days 

covered by the prescription. Besides DDDs, the information 

on CSA has also been included in the CDW. According to the 

CSA value, patients have been grouped into four clusters: no 

adherence (range of adherence between 0% and 40%), poor 

adherence (range between 40% and 80%), adherence (range 

between 80% and 100%), and over adherence (more than 

100%). Patients belonging to the last group purchase, in a 

specific time window, more drugs than their prescription. The 

graphical representation of DDD values and therapy adher-

ence percentage are shown in Figure 3. 

 

Figure 3– MOSAIC dashboard example representing thera-

pies DDD and adherence 

Results 

In this section we will present the results we obtained on a 

first sample of 433 patients using the methodologies described 

in the dashboard. Retrieving data from FSM EMR we had to 

deal with the fact that diabetic patients do not start to be fol-

lowed at the hospital immediately after diabetes diagnosis. In 

Italy, this situation happens because this type of chronic pa-

tient is initially managed by the general practitioner (GP) who 

manages the patient until the GP believes it is more suitable 

for the patient to start being followed at the hospital outpatient 

service. Despite the wide variability of the period of time 

elapsed between onset of the first encounter, the majority of 

the patients start to be followed by FSM at a stable stage 

(73%). Analyzing the pattern of development of the first com-

plication for our patients’ sample and computing the time be-

tween the detection of the first complication and the first en-

counter at FSM, we observed how the diagnosis of the first 

complication occurs close to the first visit at the hospital. This 

is reasonable, if we consider that it is often the worsening of a 

patient's conditions that triggers a GP's decision to send a pa-

tient to the hospital outpatient service. As soon as the patient 

is managed by the hospital, the process that allows diagnosing 

possible complications is started, resulting in the recording of 

the complication in the EMR. Table 1 shows the distribution 

of the first complication for the patients who developed it af-

ter the first encounter at FSM. 

Table 1 – Distribution of patients’ first complication 

developed after first visit at FSM 

Type of complication % of development 

Occlusion and stenosis of ca-

rotid artery 

32.5 % 

Fatty liver disease 25.8% 

Nephropathy 12.8% 

Retinopathy 9.7% 

Neuropathy 8.2% 

Peripheral vascular  6.9% 

Chronic ischemic heart disease 4.1% 

The administrative data related to drug purchases of about 433 

patients considered in the analysis process consist in 244.190 

records and a number of 21.055 distinct ATC codes. 

Classification of the purchased drugs on the basis of clinical 

relevance was the first type of analysis that we performed. In 

this way it was possible to reduce the variety in the data set to 

build simpler and meaningful scenarios based on treatment 

behaviors.  To this end, the following ATC classes have been 

selected: A10 (drugs used in diabetes), B01 (antithrombotic 

agents), C02 (anti-hypertensives), C03 (diuretics), C10 (lipid 

modifying agents). The resulting codes have been further 
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grouped in 17 classes defined on the basis of medical 

knowledge and of the ATC-WHO system [10].  Table 2 de-

tails the number of patients and the number of box purchases 

per drug. Drugs that are not specific for the treatment of dia-

betes have been considered at a higher level of the ATC tax-

onomy, whereas drugs used to treat diabetes have been ana-

lyzed at a deeper level. 

Table 2 – Knowledge-based classification of the ATC codes 

considered in our analysis (* drugs not directly related to 

diabetes treatment) 

Drug Patients 

N° of Pur-

chases 

Alpha glucosidase inhibitors 85 331 

Antihypertensive * 73 554 

Antithrombotic * 338 3598 

Phenformin_Sulfonamides 7 17 

Diuretics * 157 1542 

Gliptin  80 220 

Incretin 23 79 

Insulin 103 1381 

LipidLowering * 303 3484 

Metformin 352 3318 

Metformin_Incretin 20 66 

Metformin_Sulfonamides 73 709 

Metformin_Thiazolidinediones 16 56 

Repaglinide 98 638 

Sulfonamides 150 1108 

Sulfonamides_Thiazolidinediones 1 4 

Thiazolidinediones 36 137 

 

After computing the CSA values, we fixed a threshold (80%) 

to define if in a period, the patient purchased the appropriate 

dosage of the treatment, according to our assumptions. If the 

CSA is lower than 80% we associate a label to the semester 

indicating that there is Adherence = NO, otherwise we state 

Adherence = YES. We also represent the semesters during 

which there are no prescription as Adherence = 

INTERRUPTION and semesters where the purchases exceed 

the number of days in the time windows as Adherence = 

OVER. Table 3 summarizes the count of semesters on the 

basis of the CSA value.  

Table 3 - Overall number of semesters classified as CSA 

>=80% (YES), CSA<80% (NO), CSA>100% (OVER), no 

prescription (INTERRUPTION) 

Drug YES OVER NO 

INTER-

RUPTION

Alpha glucosidase inhibi-

tors 39 34 253 5 

Antihypertensive * 61 133 296 28 

Antithrombotic * 875 555 1515 291 

Biguanides_Sulfonamides 7 7 3  

Diuretics * 126 147 883 151 

Gliptin    74 5 

Incretin 58 66 92 6 

Insulin 109 286 429 58 

LipidLowering * 582 714 1587 228 

Metformin 490 694 1932 202 

Metformin_Incretin 21 23 21 1 

Metformin_Sulfonamides 108 359 188 54 

Metfor-

min_Thiazolidinediones 18 10 28 1 

Repaglinide 61 161 375 41 

Sulfonamides 158 382 488 74 

Sulfona-

mides_Thiazolidinediones 1 1 1  

Thiazolidinediones 32 23 80 2 

Discussion 

Despite the different values of CSA medians for different 

ATC groups, we analyzed the results in order to extract 

reliable and accurate patient’s characterization on the basis of 

the general purchase behaviors. Our analysis has been focused 

on detecting main patterns of drug purchases. We identified 

the following subject classes: 

• patients who purchase less drug boxes than the 

population taking the same drug class 

(CSAPatient<CSAPopulation) 

• patients who purchase more drug boxes than the 

population taking the same drug and for whom the 

median CSA values stay below the 100%, not 

exceeding the recommended dosage (CSAPopulation 

<CSAPatient<100%) 

• patients who purchase more drug boxes than the 

population taking the same drug but whose median 

CSA values stay above the 100%, exceeding the 

recommended dosage (100%<CSAPatient< 

CSAPopulation) 

By identifying these groups it is possible to detect those 

patients who behave differently from the population of 

patients treated with the same drugs. A different purchase 

pattern could identify critical patients, independently from the 

CSA value. The developed procedure addresses the 

stratification challenge thanks to three consecutive steps, 

which are devoted to transform raw data into meaningful 

features and then using these features to in-depth tailoring 

specific patients’ traits. 

Step 1: Detection of subjects with statistically significant 

different purchase patterns from the population.  

For each patient and each drug calculated, the median values 

of adherence for the whole prescription period were compared 

to the median value of the patient with the median value of the 

population has been performed (Wilcoxon Rank-Sum Test to 

asses is significant different, p < 0.05). If p<0.05, the patient 

was been assigned to one of two groups 

Step2: Profiling of the CSA
Patient

>CSA
Population

 group. 

For each patient belonging to this group and each drug check, 

if median values are <100% then classify as CSA
Population

 

<CSA
Patient

<100% (ADHERENT) else  if median values 

are >100% then classify as 100%<CSA
Patient

< CSA
Population

 

(OVER ADHERENT) 

Step3: Detect an overall purchase behavior 

Each patient has the count of the number of drugs where the 

patient is UNDER - ADHERENT – OVER. If the behavior is 

detected for >50% over the total drug purchased then classify 

as: Under Adherent (LESS than POPULATION), Adherent 

(MORE than the population but less than 100%), Over Adher-

ent (MORE than the population and more than 100%). 

After we applied the process and retrieved the adherence strat-

ification, we compared laboratory tests values and life style 

data in the different mined groups to understand if behavioral 

patterns of prescription-based drug purchases can be used as 
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biomarkers of specific clinical conditions of the patients who 

verify those patterns. The clinical variables (BMI, cholesterol 

and HbA1c), show significant differences (p<0.01, calculated 

with Kruskal-Wallis test) in the three groups. In particular, the 

patients identified as Adherent have better clinical values that 

the other groups. For BMI and Cholesterol, this difference 

becomes even more apparent (p <0.01, calculated with Wil-

coxon test) when the Adherent group is highlighted and com-

pared with the two Under or Over adherent groups considered 

together. This comparison emphasizes the clinical conviction 

that patients that not have a good adherence to therapy might 

suffer from metabolic disorders. Furthermore, considering 

other observations about patients diet, it is possible to detect 

better habits in adherent patients. During the whole observa-

tion period, adherent subjects have 118 observations of good 

diet habits, while they show bad habits only in 44 visits. The 

dashboard has been used to represent this information for 

UC3. Four data items are indicated: the median value of pa-

tient DDDs, the median  value of group  DDDs, the p-value 

resulted from Kruskal-Wallis test made to verify if there is 

difference between the patient and the group DDD median 

value, and an arrow used as visual indicator to display a posi-

tive or a negative difference between medians. Furthermore, 

we integrated from the ASL data warehouse, the cardiovascu-

lar risk index calculated as defined by the Italian Ministry of 

Health in the CUORE project [11] that takes into account val-

ues of gender, age, smoke habits, systolic pressure, cholester-

ol, HDL cholesterol, the diagnosis of diabetes and use of anti- 

of hypertensive drugs to produce the risk value.  

Conclusion 

In this paper, we presented an informatics approach that ad-

dresses the challenge of providing adequate clinical infor-

mation such as therapy adherence, evolution of clinical path-

ways, and levels of complexity during inpatients encounters. 

The aim of our implementation is to improve the access to 

medical information through integrated informatics techniques 

necessary to gather data from different and heterogeneous 

sources such as hospital EMRs and public health or adminis-

trative records. By providing information in advance to physi-

cians and not following the traditional approach based on 

questions to patients, we want to minimize the rise of bias and 

misunderstanding that can occur while patients report about 

medications and therapies they are following. With the intro-

duction of the developed system into work practice and incor-

porating it into the hospital EMR, it will be easier to continu-

ally maintain the assessment of T2DM patients during their 

follow-up visits. Moreover, using the developed dashboard, 

clinicians are able to compare patient data they are visiting 

with a similar group on the basis of the variable they are inter-

ested. Analyzing data at the individual level and comparing 

them to similar group might have more impact in predicting 

how the clinical situation could evolve and might be useful for 

clinicians to perform correct clinical decisions. 
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Abstract 

Translational medicine is becoming fundamental in promoting 

information flow between basic research and clinical practice, 

and in improving patients’ health. The need for efficient 

systems to process and share information from multiple 

sources – including distinct areas of medicine – is a pressing 

need in biomedical research. Nevertheless, healthcare 

information systems are fragmented over different databases, 

medical institutions, and geographical locations. 

There are already several approaches to tackle this problem 

based on centralized or distributed solutions. Nonetheless, 

mainly due to privacy reasons, these models only work for 

specific silos. In this paper, we present a new ecosystem for 

connecting database owners and researchers. Our approach 

consists of gathering, via a common fingerprint, an extensive 

characterization of dispersed databases. This fingerprint typi-

cally contains high-level aggregated information addressing 

questions at a population level and allowing, for instance, 

quick identification of databases with data that may help to 

answer a specific research question. 

This work is being conducted in the context of EMIF (Euro-

pean Medical Information Framework), an IMI (The Innova-

tive Medicines Initiative) joint undertaking funded project, 

wherein the Catalogue is being used to collect data from co-

horts and Electronic Health Record systems of several Euro-

pean countries. 

Keywords:  

Translational Research; Real-World Evidence; Observational 

Studies; Cohorts. 

Introduction 

The quantity of clinical information and disease-specific data 

has steadily increased over the last decade. This information is 

fragmented over dispersed databases in different clinical silos 

around the world. However, as awareness about the potential 

of these data for clinical research increases, there is a growing 

need for solutions for secure sharing of information across 

different databases. This re-use of data will lead to many 

benefits, mainly for clinical and pharmacological researchers 

[1-3].  

Several partial solutions have been proposed to solve the prob-

lem, from centralized to federated approaches with distinct 

security levels and different access roles. However, clinical 

researchers struggle to find datasets or clinical trial candidate 

subjects that fulfil their specific research questions. Moreover, 

this problem is not only due to privacy issues, but because 

most of the time appropriate datasets are not easy to locate, or 

their very existence is unknown [4].  

In this paper, we propose a system that is able to summarize 

and aggregate databases’ content, which is not dependent on 

the database type. While actual patient-level data are not 

shared and do not flow outside the healthcare institution’s 

boundaries, clinical researchers are able to query high-level 

information and characteristics of the databases.  

The system allows creating fingerprint templates, such as a set 

of questions that should adequately characterise each database 

type (e.g. observational data sources). Furthermore, research-

ers are able to search in the catalogue in any field. The inte-

gration of fingerprints from different databases and silos al-

lows researchers to find databases suitable to their needs from 

a single access point. 

This catalogue is being developed in the EMIF project (Euro-

pean Medical Information Framework), the broader main goal 

of which is to develop an information framework capable of 

integrating patient health information from different health-

care and research communities at a level that is currently not 

available.  

Translational Research 

The need for efficient systems to process and summarize in-

formation from multiple sources, including distinct areas of 

medicine, is a pressing need in biomedical research [3]. Trans-

lational medicine is fundamental to promote the flow of in-

formation between basic and clinical scientists, improve new 

biotechnologies, and increase patient health [5]. Biomedical 

informatics encompasses a set of methodologies to support 

knowledge transfer and integration across the major areas of 

translational medicine, from molecules to populations [2]. 

There are several questions that translational medicine will 

help to answer, starting by discovering which interventions 

might have an adequate benefit-risk profile in a given individ-

ual. Moreover, there are still many practices and protocols that 

are applied in clinical care based on intuition. Translational 

medicine can help researchers understand the reasons why 

some methods work, and how they can be developed in order 

to improve quality of healthcare. These results can be 

achieved through the contribution of different areas, including 

biomedical informatics. 

Many areas may contribute to translational medicine, such as 

bioinformatics, imaging informatics, clinical informatics, and 

public health informatics. Bioinformatics seeks to improve the 

understanding of biological processes and therefore allow 

more targeted and efficient clinical interventions. Imaging 

informatics plays a significant role in understanding patho-

genesis and identification of treatments at the molecular, cel-

lular, organ, and tissue levels. New methods for visualising 

and analysing these data will be needed and are currently be-

ing developed [6]. Clinical informatics innovations are neces-

sary to improve patients’ care through the availability and 

integration of relevant information. Several methods are ap-

plied to medical report information, such as text mining and 

knowledge extraction. Public health informatics is the area 
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that intends to analyse and study new techniques to exploit 

data on a large scale. Translational medicine teams need to 

address many challenges, and it benefits from innovations in 

decision support, natural language processing, standards, in-

formation retrieval, and electronic health records, among other 

research areas. 

There are efforts to integrate health data from multiple institu-

tions, correlate it with genomic information, and incorporate 

knowledge from the scientific literature. Nevertheless, the 

integration of biomedical data is still largely not applied in 

practice, and significant obstacles pertaining to harmonisation 

challenges, ethical, legal and social issues around data sharing, 

the inherent complexity of the data, and difficulty in identify-

ing appropriate datasets still hamper research and its transla-

tion to patient benefit.  

Related Work 

Many tools have been created to analyse clinical and genomic 

data, mainly for specific purposes, which allow researchers to 

extract knowledge from clinical databases. Consequently, sev-

eral efforts have been made to combine biomedical data from 

different sources, with emphasis on clinical data integration. 

REDCap (Research Electronic Data Capture) [7] provides a 

scientific research workspace for translational research. It al-

lows users to quickly create and manage online surveys and 

databases. Users can insert data related to a research study and 

the forms are only available to users for whom access rights 

are granted. The software supports exporting the data to SPSS, 

R, SAS and Stata. It is a web-based application that has the 

ability to audit and log users’ actions in the platform, and it 

can be used upon request. REDCap is being used in the pro-

duction of more than 30,000 research studies, with 

over 92,000 users. 

Mini-Sentinel [8,9] is a project aiming to create an active sur-

veillance to monitor the safety of FDA-regulated medical 

products. It uses pre-existing electronic healthcare data from 

multiple sources. Several institutions provide access to data, as 

well as scientific and organizational expertise. The tools de-

veloped provide techniques to identify and validate medical 

products' exposure and potentially associated health outcomes. 

There are several isolated software tools to support specific 

research questions, allowing users to do research mainly in-

side the institution. However, there is still a great need for 

expertise to set up all these technologies.  

ENCePP is a collaborative scientific network, launched by the 

European Medicines Agency (EMA), with the aim of 

strengthening the post-authorization monitoring of medicinal 

products, whilst bringing together relevant research centres, 

healthcare databases, electronic registries and existing net-

works covering certain rare diseases, therapeutic fields, and 

adverse drug events of interest across Europe. This project 

was completed in 2009 and provides a framework for im-

proved pharmacoepidemiological research and post-

authorization safety surveillance of medicinal products in 

Europe. This can be achieved by directly contacting the indi-

vidual centres and networks registered in ENCePP or by sub-

mitting a request to the ENCePP secretariat to place an an-

nouncement in the ENCePP partners’ forum. In the first phase 

of the project, it was possible to identify a number of suitable 

centres across Europe, leading to the establishment of a gen-

eral inventory of research institutions following a survey at the 

level of EU Member States. In 2010, the ENCePP Database of 

Research Resources, which is part of ENCePP, was launched. 

The Resources Database is an electronic index of available EU 

research organizations and data sources in the field of phar-

macoepidemiology and pharmacovigilance. It is available 

through the ENCePP web portal to the general public, and the 

information contained in this database is entered and main-

tained by the research organizations and/or data providers.  

Bridge-To-Data [10] offers a tool that allows users to identify 

key features and compare database profiles. This resource also 

serves as an educational tool for public health research and as 

a template for health system planners to design or refine their 

healthcare data. BRIDGE provides a unique, searchable, and 

comprehensive compendium of information on population 

healthcare databases worldwide, allowing the healthcare pro-

fessional to obtain profiles on various population datasets on a 

single website. The database profiles are updated with the 

most current data and verified by the respective database man-

agers or representatives. Updated database profiles replace 

older versions to avoid duplicate reporting. BRIDGE sub-

scribers can perform robust and advanced searches for a wide 

range of database profiles using the search page. Standardized 

data from each database allows subscribers to compare in-

depth details from multiple databases. Informative resources 

are provided, such as a listing of recent publications using the 

relevant database and contact information for database man-

agers. As part of its user-friendliness, BRIDGE also has a 

glossary, including coding systems to guide new subscribers 

with their search.  

While these are already examples of solutions for database 

profiling, they do not apply deep summarization and there is 

still a gap in the clinical research communities, which are dif-

ficult to connect. A system for collecting detailed summarized 

views and asking high level questions regarding the databases 

is still needed.  

Methods 

A key idea behind the creation of the Catalogue is to allow 

researchers to find specific databases aligned with their re-

search purposes. The main conception of the Catalogue was to 

have a summarized overview of a number of geographically 

scattered healthcare databases, with the aim of facilitating 

initial assessment and selection for specific research questions. 

Thus, a system that allows database owners to fill out a ques-

tionnaire and create their own database fingerprint was devel-

oped. Nevertheless, a process will be previously required to 

create a template schema of the fingerprint, which contains 

several questions with relevant information about the database 

and does not disclose person-sensitive information. The tem-

plate schema of the fingerprint needs to be defined for each 

type of database, such as Observational Databases, Research 

Cohorts, or others. Thus, the Catalogue also allows system 

administrators to dynamically modify the questionnaires of 

each data source type. 

Based on the appropriate template, database owners are able to 

fill in their database fingerprint, as shown in Figure 1 (i.e. 

answers to the questionnaire corresponding to their database 

type): 

 

Figure 1: Workflow Description in the Catalogue 
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Fingerprinting a Database 

While real data are not shared and do not flow out of 

healthcare institutions’ boundaries, clinical researchers are 

able to query high-level information on the databases. We 

present the concept of the fingerprint, which is a questionnaire 

with a set of questions about a database type, such as database 

population, coding system, geographical distribution, and 

other relevant information. 

Each template contains several groups of questions. Within 

these, each question can be individually defined, including the 

answer type (for instance, multiple-choice, plain-text, yes or 

no). Administrators can change each question or set of 

question and those entries are available in the administration 

panel (accessible for users with administration profile). 

Afterwards, the application will be automatically updated.  

Users can create fingerprint templates using an online 

assisting tool, or a tabular textual schema (e.g. in Microsoft 

Excel). The process of building this kind of schema and 

allowing collaborative members to contribute without a steep 

learning curve was a priority when developing the Catalogue. 

User Profiles 

The definition of profiles and their role in the Catalogue is a 

really important issue. The user should have access to the fea-

tures and interfaces of interest according to the research ques-

tion, and therefore flexibility was a priority. We considered 

three types of users and defined their respective requirements: 

Researcher, Data custodian and System administrator. 

The researcher is able to search over a set of fingerprints. A 

free-text search feature is provided, so that regular users can 

access all content provided by database owners. Comparison 

of search results, tabular views, and searching for ‘similar’ 

databases are also provided. This requires the definition and 

agreement of similarity measurements for specific property 

matches or various other properties, such as location 

proximity. 

Data custodians have full control over their workspace. They 

are able to manage and access the databases they maintain on 

the system, and navigate through the corresponding fingerprint 

data. Due to the complexity of the database information, the 

user is also able to save the database fingerprint at any point 

and edit it over time.  

The administrator is able to create and edit fingerprints sche-

mas, create group questions in the templates, define questions, 

validate user registrations, and several other management 

tasks. 

Architecture  

The Catalogue is built in three distinct layers (Figure 2). The 

top layer is open for interactions with both end users, through 

the user interface, by third party applications, and through 

direct data exchanges with the Catalogue Web services. At 

this level, four main modules were developed: Browse Cata-

logue, Fingerprint Template, Administration Management, 

and API Web services. 

The idea of the Browse Catalogue module was to create a 

workspace where the user is able to browse the fingerprints 

and also search for researchers' questions. Furthermore, the 

system allows the user to search in the Catalogue (search en-

gine) and also compare results (e.g. compare two databases 

and return the similarity for each field in the fingerprint). 

Fingerprint Templates is a module to create and edit the tem-

plates. Furthermore, an Excel template was defined to allow 

specific types of databases to easily define suitable new fin-

gerprint templates so that they could be easily imported into 

the system. Also, data custodians can submit information 

about their database to the Catalogue. After the database fin-

gerprint is submitted to the system, it should be searchable in 

the Catalogue. 

Administration Management is available to administer the 

accounts and roles in the Catalogue. It also controls the user’s 

access and registration in the system. 

The API Web Services provide a set of programmatic end-

points that can be consulted by third party applications and by 

the Catalogue presentation layer. The main idea is that other 

applications can send data to the Catalogue in the format of 

key-value pairs, containing, for instance, population character-

istics. 

 

Figure 2: Catalogue - Software Architecture 

There is also the logic layer containing the models that define 

the Catalogue’s entities, such as users with different profiles 

and permissions, definition of the template schemas, finger-

print instances, and many others. The business logic is also 

defined in this layer. Finally, the data layer is where the in-

formation is stored. For example, the information regarding 

the catalogue templates and the dynamic groups of questions, 

as well as users’ accounts, are stored in a PostgreSQL data-

base. Furthermore, each database is indexed in an Apache Solr 

instance. This open source search engine framework allows 

full-text search and is used in large-scale information retrieval 

projects. Moreover, specific aggregated views of the database, 

such as population characteristics, are uploaded to a Mon-

goDB instance, which allows greater flexibility in the stored 

values while maintaining good filtering features over stored 

data. 

The Catalogue was developed in Python using Django
1

, a web 

framework that encourages rapid development and clean pro-

grammatic design. However, a considerable part of the devel-

opment was implemented in HTML5, CSS, and Javascript; 

namely, the interface and the end-user interaction. Further-

more, in order to improve the web design quality, we have 

adopted the Bootstrap
2

 framework, a front-end aesthetic 

framework for web development.  

Due to the high number of tasks the Catalogue is subject to, 

we realized that several processes could slow down the system 

when dealing with numerous concurrent interactions. Accord-

ingly, we adopted several strategies to improve its perform-

ance. One of those is to have a cache based on the mem-

cached
3

 system. Several tasks, such as indexing the fingerprint 

in Solr, take too much time, making users wait for the opera-

                                                 

1

https://www.djangoproject.com 

2

http://getbootstrap.com 

3

www.memcached.org 
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tion to complete. All of these heavy tasks are added to a queue 

message (Rabbit MQ
4

) and the Celery backend executes them 

in the background. 

Results and Discussion 

EMIF (European Medical Information Framework) is a joint 

IMI project supported by the EU and the European pharma-

ceutical industry (through EPFIA), which has the overall am-

bition of enabling efficient re-use of health data for research 

purposes. It will allow the creation of new features to re-shape 

the way researchers answer key questions, and it will also de-

termine possible future research directions [11]. The frame-

work being developed (EMIF-Platform) supports two impor-

tant research topics that serve as exemplars and test cases: 1) 

obesity and its metabolic complications (EMIF-Metabolic), 

and 2) markers for the development of Alzheimer’s disease 

and other forms of dementia (EMIF-AD). Through the partici-

pating data sources, the project also aims to explore how the 

massive data available in pan-European Electronic Healthcare 

Record systems (EHR) and research cohorts can be optimally 

leveraged to improve biomedical research.  

In this context, there is a need to integrate medical records, 

clinical and other omics information from different sources. 

Aiming to tackle this problem, a system that should be able to 

provide the first step towards answering questions from clini-

cal researchers, in terms of knowing and comparing data 

sources’ capacities, was created.  

The current version of the EMIF Catalogue is accessible at 

http://bioinformatics.ua.pt/emif, but is only for registered us-

ers until a full governance model is set up in the project, 

which is expected to be completed by the end of 2017. Two 

distinct communities are already using the EMIF Catalogue: 

• Observational Data sources: the fingerprint schema 

has 12 groups of questions, and in total 212 questions. 

• Alzheimer Cohorts: the fingerprint schema has 27 

groups of questions, with a total of 558 questions. 

The EMIF Catalogue has already collected 46 fingerprints of 

different Alzheimer’s Cohort databases and 15 from Elec-

tronic Healthcare records (EHR) data sources, corresponding 

to a total of around of 30 million patients. Overall, the Cata-

logue has more than 100 users registered, including both data-

base owners and researchers. 

Conclusion 

Biomedical researchers have faced several difficulties in find-

ing databases or information that fulfil their requirements.  

In this paper, a software architecture able to fingerprint any 

kind of healthcare and research database was presented. The 

goal is to facilitate the initial assessment and selection of ap-

propriate data sources for studies intending to answer a re-

search question. The system is already being used to collect 

fingerprints from a wide collection of cohort and EHR data-

bases, allowing faster identification of databases and re-

sources. 

                                                 

4

www.rabbitmq.org 
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Abstract 

Advanced techniques in machine learning combined with 

scalable “cloud” computing infrastructure are driving the 

creation of new and innovative health diagnostic applications. 

We describe a service and application for performing image 

training and recognition, tailored to dermatology and mela-

noma identification. The system implements new machine 

learning approaches to provide a feedback-driven training 

loop. This training sequence enhances classification perform-

ance by incrementally retraining the classifier model from 

expert responses. To easily provide this application and asso-

ciated web service to clinical practices, we also describe a 

scalable cloud infrastructure, deployable in public cloud in-

frastructure and private, on-premise systems. 

Keywords: 

Machine Learning; Information Processing; Information Stor-

age and Retrieval; Cloud Computing; Dermoscopy; Mela-

noma. 

Introduction 

New and inexpensive computational and communication ca-

pabilities continue to drive growth in the amount of healthcare 

data generated. For example, the number of mammograms in 

the US has increased from 26 million in 2003 [1] to over 48 

million today, resulting annually in many petabytes of new 

image data alone. With the growth of other heterogeneous 

types of data (text, images, video, genetic sequences), in a 

broad range of clinical domains, the need for new techniques 

and applications to store, process, and utilise these data con-

tinues to evolve. 

Making sense of these large amounts of data is a complex but 

essential task. Algorithmic machine learning techniques are 

essential to extracting useful information or modelling large 

data sets [2-4]. In the context of clinical diagnosis – two major 

classes of machine learning algorithms exist: Fully automated 

algorithms for diagnosis and algorithms that assist an expert 

clinician to perform the diagnosis, or computer assisted diag-

nosis (CAD).  The purpose of computer-based systems is to 

support clinicians in their decision making, not to replace 

them. Therefore, CADs have better synergy in clinical envi-

ronment, by providing a suggestive diagnosis or “second 

opinion” to assist a clinician [5] and are already used in many 

routine clinical tasks [6,7]. 

Modern communication technologies permit access to com-

puting resources (processing, data storage, etc.) remotely. This 

has significant benefit for clinical applications, making data 

collection, analysis, and reporting more flexible and reliable 

[8]. Application of machine learning algorithms on a large 

amount of data require massive computational infrastructure. 

“Cloud” computing provides a suitable model to access such 

computational systems in different levels – infrastructure, 

platform, software, and data. Despite some challenges, such as 

patient data privacy and associated regulatory concerns, cloud 

technologies are being adopted by organisations at an increas-

ing rate [9,10]. For health care providers, it presents a cost-

effective way to get access to advanced technologies [9]. 

Cloud computing platforms hide the complexity of multiple 

tools, operating platforms, and frameworks from the end user 

[11,12]. Moreover, care providers in remote regions can ob-

tain access to specialized resources (human experts, databases, 

digital models etc.) in real time [13]. 

In the health domain, machine learning algorithms require 

large volumes of training data in order to draw useful conclu-

sions. Designing these algorithms to run efficiently on cloud-

provided infrastructure is an effective strategy. There have 

been efforts to develop frameworks, such as MapReduce [14] 

and GraphLab [15], which parallelize the execution of proc-

essing algorithms on the kinds of distributed infrastructure 

found in cloud environments. While these frameworks are 

more suitable for machine learning researchers than non-

technical end-users, hosted software applications, built on the 

same compute infrastructure and tailored for clinical users, are 

becoming available [16,17].  

In this paper, we introduce a new, feedback-driven application 

for performing image training and recognition, targeting der-

moscopy image recognition and melanoma identification.  

This application provides a web application and web service 

to clinical practices, potentially scaling to thousands of users, 

while hiding the complexities of a modern machine learning 

system from medical domain experts. 

Methods 

The system is composed of two high-level components, a ma-

chine learning and analytics pipeline for performing training 

and recognition and a scalable, cloud-based infrastructure for 

storing models and media and for executing tasks against the 

analytics pipeline. 

Image analytics and feature extraction 

A “supervised” machine learning work flow (described in 

previous section) uses “features” or “properties” of images 

from various classes to build a model [18]. These features are 

collected from the image by applying a number of image 

processing algorithms. 
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The collected features can roughly be divided in three broad 

categories: Low, mid, and high-level features. 

Low-level features are directly extracted from image pixel 

data. Histogram of pixel values or other empirical modelling 

of pixel intensity distribution is one such low level feature. 

Mid-level features try to abstract some properties of the object 

of interest, collected from an image annotation. Typically, 

operations or processes take place on raw pixel intensities that 

result in higher-level features. One such example is “edge” 

[19], roughly a gradient operation on raw pixel intensities. 

Horizontal, vertical or diagonal edges or any combination of 

these edges can be easily obtained. Similarly, operators to 

detect corners, textures, and shapes are also available [20].  

High-level features represent domain specific properties of a 

given image. For example, in a cardiac MRI image, an 

enlarged myocardium, or an infarct scar, can be a high-level 

feature. 

Based on the expert opinion (e.g. annotation from domain 

experts), features are extracted either from an entire image, 

partial image, or both. This ensures that local and/or global 

features are captured from a single image. 

The system allows the user to choose from a number of pre-

defined features to be extracted from the image. The choice 

can be made available from the user interface or via a configu-

ration file. 

Analytics Pipeline 

The analytics pipeline contains four subcomponents, as shown 

in Figure 1. Three of these stages are derived from steps in a 

traditional machine learning pipeline; namely, annotation, 

training, and classification.  The pipeline also incorporates a 

fourth stage, which takes user feedback from a classification 

result to refine the classifier through incremental training.  

 

Figure 1 - Stages of the analytics pipeline  

Annotate 

For automated analysis and recognition of images of a certain 

class/type, annotation is an important step and prerequisite to 

training. In the annotation phase, a domain expert generates 

ground truth and training samples for the training module. In 

other words, annotation is the process of attaching metadata to 

images to facilitate development of  classification models. In a 

computer-assisted system for melanoma recognition, for in-

stance, the annotation can include:  

• clinical diagnosis or histopathology of the given 

image (i.e. melanoma vs. benign)  

• spatial boundary of the lesion, separating the lesion 

from surrounding normal skin 

• number and types of colours (e.g. light brown, dark 

brown, black, etc.) observed in the lesion 

• identified dermoscopy patterns (e.g. reticular pattern, 

globular pattern, pigment network, etc.) observed in 

the lesion 

Clinical approaches, such as pattern analysis [21], ABCD rule 

of dermoscopy [22], CASH algorithm [23], and others, can be 

used as a basis for defining an “annotation template” and ap-

plied by the domain expert (clinician) in the annotation phase. 

Our system provides an annotation image tool, as shown in 

Figure 2, to simplify the process of defining annotations for 

an image. The annotation tool enables a clinician to label fea-

tures in an image from one or more templates provided 

through configuration. Labels are applied to the full image or 

spatial regions of interest, such as the lesion border.  In addi-

tion to feature labelling, the clinician also specifies the clinical 

diagnosis for each image (melanoma or benign). 

Train 

After attaching annotations to training samples in the annota-

tion phase, the clinician can train and build a classification 

model.  First, the user creates a new training dataset by select-

ing from one or more pre-annotated images.  A training set 

will contain images of mixed diagnosis, for example images 

with benign lesions and those diagnosed as melanoma. After 

creating the training set, the user launches the training algo-

rithms by selecting “Train New Model”.  While the system 

defaults to a pre-configured set of parameters, advanced users 

Figure 2 - Example image annotation with labelled features 
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can optionally fine-tune the analytic pipeline kernel and pa-

rameters provided to the training algorithms. 

One feature of the system enables the domain expert to im-

prove previously built models. After adding and annotating 

new samples to a previously trained dataset and model, the 

user can select “Update Model”. This will trigger an incre-

mental learning mechanism, which updates the existing classi-

fier and builds an enhanced classification model without re-

training the entire training set. 

Classify 

After building the model in the training phase, the clinician 

can now test the model on unseen images. Our system enables 

a fast classification (Figure 3) by uploading a dermoscopy 

image from the application.  Using one or more classification 

models developed in the training stage, the system provides a 

diagnosis (e.g. melanoma vs. normal) and a confidence score 

on the classification result. 

 

Figure 3 - Classify operation results and feedback controls 

Feedback 

To continually improve classifier performance, the system 

provides a mechanism to gather classification result feedback 

from expert users. As shown in Figure 3, after a classification 

is complete, the clinician can choose to provide feedback to 

the classifier score. Feedback can be provided in two ways. 

The simplest is with a binary answer, either agree or disagree 

with the diagnosis or score. The system also provides a third, 

structured feedback option. These feedback results are stored 

in the database and can be reviewed by an expert to help re-

fine the classifier.  The second option enables the user to 

“mark up” the classified image by providing a new annota-

tion.  In this process, the image annotation tool, shown in Fig-

ure 2, is used to define the annotation structure, including a 

clinical diagnosis. The previously untrained image, along with 

the new annotation, is then appended to the classifier model’s 

existing training dataset and the classifier is incrementally 

retrained. We use stochastic gradient descent SVM [26, 27] as 

backend incremental learning method. When the feedback is 

available from expert, the already trained SVM is updated 

using gradient descent mechanism. Eventually, as more feed-

back is provided (more training examples), the SVM accuracy 

improves.  

System and Infrastructure 

The infrastructure component is implemented using cloud-

computing principals of elastic scaling and deployment plat-

form flexibility.  The system architecture (Figure 4) is made 

up of four subcomponents, an application middleware provid-

ing consumable web services, a collection of worker proc-

esses for executing tasks on the analytics pipeline, a priority 

job broker for queuing and distributing tasks to workers, and 

an extensible document and media storage platform.  Each 

component in the system is built to operate asynchronously 

and uses technologies, such as Web Sockets, to receive re-

quests and provide an asynchronous response. 

 

Figure 4 - Overview of system architecture 

Web Service Interface 

Access to the system is through web service application pro-

gramming interfaces (APIs) using a representational state 

transfer (REST) methodology, JavaScript Object Notation 

(JSON) data format, and implemented in JavaScript using 

Node.js
2

. These APIs provide an authenticated web service to 

submit jobs for execution on the analytics pipeline. The sys-

tem also provides a media management web service for up-

loading new media files for classification and training. 

As many of the tasks are “long-running”, in that they take 

more than three seconds to complete, the web services are 

designed to execute asynchronously.  When a long-running 

request is submitted, the service will provide an immediate 

synchronous response with a task identifier then close the 

channel. The application has two options for receiving the 

acquiring response.  First, the application can on-demand poll 

a result web service by providing the task identifier. Addition-

ally, the application can subscribe to an asynchronous messag-

ing channel using Web Sockets.  In this situation, the web 

service will push a response to the application as soon as it 

becomes available.  

Compute and Storage Infrastructure 

Execution of tasks on the analytics pipeline is handled by a set 

of worker processes, implemented in Python, calling machine 

learning runtimes built on C, Java
TM

, and Python code librar-

ies.  These workers provide an interface layer for accessing 

the analytics pipeline in a scalable and predictable manner. 

Individual workers subscribe and listen for waiting tasks from 

a job broker. When a worker process receives a job from the 

broker, it downloads required models and data from a media 

store, executes the analytic pipeline for a set of parameters 

(default or specified), and provides an asynchronous response 

back. The worker processes are pooled and stateless execution 

routines can be created and destroyed as needed. 

The job broker monitors system load and provisions or de-

provisions virtual machine (VM) instances as needed.  For 

each instance, a set of worker processes are spawned to fill 

available capacity, taking into account available CPU, mem-

ory, and network capacity.  We implement the job broker 

                                                           

2 http://nodejs.org/ 
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process using Redis
3

, to exclusively block and distribute wait-

ing jobs, and Celery
4

 for managing distributed workers on a 

set of VMs. 

The system supports several storage options.  For metadata 

storage and management, the system uses a document store, 

such as MongoDB
5

. For large, opaque binary data, including 

media (images) and classifier models, the system supports 

multiple data stores. In addition to a MongoDB-based storage 

backend, the system also supports distributed object stores, 

such as Amazon Simple Storage Service (S3)
6

 and OpenStack 

Swift
7

. 

While the system can operate in public cloud service plat-

forms, such as IBM BlueMix
8

 or Amazon Elastic Compute 

Cloud (EC2)
5

, it is designed to support a hybrid of public and 

private infrastructure. As many countries require personal 

health data to remain onshore [24], this separates web service 

APIs and applications from data storage and computation, 

simplifying security and monitoring requirements.  In addition 

to the regulatory considerations, this offers other advantages. 

In some situations, it may be inefficient or cost prohibitive to 

transfer and store certain types of media in cloud object or 

block stores [25].  By keeping data on-site or by providing a 

“bring your own” storage environment, data storage as well as 

billing and payment is outsourced to other services or local 

infrastructure, further reducing security and latency concerns. 

Results and Discussion 

Annotation 

Traditionally, annotating images for input into training mod-

ules is done using a spreadsheet tool such as Excel [28]. In 

tests, the time to annotate a series of images using our sys-

tem’s annotate image tool is significantly faster, especially for 

images that require drawn annotations. Despite these en-

hancements, we found the process to still be extremely time 

consuming.  Future versions of the annotation tool will im-

prove the annotation process with contextually aware user 

interface enhancements along with a feedback-trained “smart” 

annotation tool. The smart annotator will suggest an annota-

tion structure for a previously untrained image and allow the 

clinician to accept or amend the suggestion.  These modifica-

tions provide further feedback to future annotate and train 

operations. 

Training and Feedback 

The feedback mechanism of the system enables incremental 

updates to the classification model as updates arrive over time. 

Figure 5 demonstrates an example of the accuracy of the clas-

sification model as new user-provided feedback responses 

(either accepting the prediction or rejecting it) are received 

over time. The example set contains both “agreement” and 

“disagreement” from the experts. The graph suggests that the 

classifier struggles to predict correctly for the first few sam-

ples, but, as the system receives more feedback responses, the 

overall accuracy of the model improves. The initial classifica-

tion model is trained using one example, then gradually up-

dated by receiving more training samples. In this example, the 

                                                           

3 http://redis.io/ 

4 http://www.celeryproject.org/ 

5 http://www.mongodb.org/ 

6 http://aws.amazon.com/ 

7 http://swift.openstack.org/ 

8 https://console.ng.bluemix.net/ 

classification accuracy for the first ten feedback responses is 

56% but quickly improves to 75% over the next fifteen. The 

accuracy continues to improve with some fluctuation before 

converging at approximately 90% after 150 responses. 

 

Figure 5 - Accuracy of classify operations as number of feed-

back results increases 

Classification and Scalability 

To test classifier performance and response time, we built a 

new classifier model from a corpus of approximately 100 im-

ages.  We selected five images of similar size and resolution 

for classifier testing. Three images were of positive diagnosis 

(melanoma), two negative (normal skin). The five images 

were randomly selected and submitted in variable time incre-

ments to the web service, which submitted the images as jobs 

to the job broker. The job broker and worker processes were 

provisioned onto three virtual machines (VMs), each provid-

ing eight compute cores and 16 gigabytes of memory. 

For each classification operation, the baseline response time 

was approximately 6.5 seconds per task (no additional system 

load), with an image upload time of 0.5 - 0.75s and classifier 

runtime of 5.7 - 6.0s.  As expected, by varying the number of 

concurrent worker processes per VM, we found the classifier 

jobs scale with the number of compute cores linearly, indicat-

ing efficient CPU utilization by the classifier.  Increasing the 

number of concurrent jobs beyond the number of compute 

cores for the VM resulted in an increase in classification and 

queue time. Additional work is needed to model and optimise 

total wait time and classification time against the costs associ-

ated with available but unused compute resources. 

Conclusions 

In this paper, we have described an innovative feedback-

driven system for performing melanoma recognition in der-

moscopy images. This system provides domain experts (clini-

cians) easy access to the complexities of a machine learning 

system, including annotation, training, and classification, 

through a simple user interface. Additionally, the system is 

built on top of a cloud-enabled infrastructure that can scale to 

thousands of users. Next steps involve further work to refine 

the training annotation workflow and a public deployment 

with one or more clinical partners. 
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Abstract 

We demonstrate the use of electronic records and repeated 

measures of risk factors therein, to enable deeper 

understanding of the relationship between the full longitudinal 

trajectory of risk factors and outcomes. To illustrate, dynamic 

mixed effect modelling is used to summarise the level, trend 

and monitoring intensity of kidney function. The output from 

this model then forms covariates for a recurrent event Cox 

proportional hazards model for predicting adverse events (AE). 

Using data from Salford, UK, our multivariate model finds that 

steeper declines in kidney function raise the hazard of AE (HR: 

1.13, 95% CI (1.05, 1.22)).   There is a non-proportional 

relationship between the hazard of AE and the monitoring 

intensity of kidney function. Neither of these variables would be 

present in a classical risk prediction model.. This work 

illustrates the potential of using the full longitudinal profile of 

risk factors, rather than just their level. There is an opportunity 

for deep statistical learning leading to rich clinical insight 

using longitudinal signals in electronic data. 

Keywords:  

Biomarkers; Clinical Prediction; Estimated Glomerular 

Filtration Rate; Longitudinal Analysis; Model Calibration. 

Introduction 

Most risk prediction models incorporate only the most recently 

measured value of a biomarker or risk factor. This is often in-

adequate as risk may be driven by decline, variability, or other 

complex aspects of the longitudinal trajectory. Electronic 

medical records contain rich longitudinal data from which risk 

factor trajectories can be estimated, and therefore used to en-

rich prediction models. In this paper we present an example of 

a two-stage model that first estimates the longitudinal trajec-

tory of a risk factor, then uses predictors derived from this in a 

risk prediction model. 

We illustrate the model using the example risk factor of esti-

mated glomerular filtration rate (eGFR), which is a measure of 

kidney function. Deteriorating kidney function is an important 

risk factor for adverse events. Chronic heart failure (CHF) and 

type 2 diabetes (T2DM) both damage the kidneys. CHF re-

duces blood flow through the kidneys due to weaker heart 

pumping; the factors causing it also affect the kidney blood 

vessels; and some CHF treatments may damage the kidney. 

T2DM damages the blood vessels and other parts of the kidney 

directly. So, patients with these conditions require particularly 

diligent monitoring of their regular laboratory test results. 

Kidney disease in patients with T2DM is well documented in 

the literature. A recent study in the US showed that as many as 

43.5% of patients with T2DM have chronic kidney disease 

(CKD) [1]; CKD is strongly associated with increased mortal-

ity and accelerated cardiovascular disease [2]. Patients with 

T2DM are also more likely to experience acute renal failure 

than patients without diabetes (adjusted hazard ratio: 2.5, 95% 

CI 2.2 – 2.7) [3]. Like CKD, acute renal failure is also associ-

ated with high mortality rate, around 50% [4]. 

Data from the EuroHeart Failure survey suggest that patients 

with T2DM and impaired kidney function have amongst the 

worst short and long-term outcomes [5]. A recent study [6], 

showed that the combination of poor heart and kidney function 

is a particularly strong and discrete risk factor for death. An-

other study [7] found that T2DM was a statistically significant 

predictor of all-cause mortality in patients with CHF, but only 

those who had eGFR between 30 and 90 ml/min*1.73m
2

. Heart 

and kidney dysfunction are closely linked [8] and diabetes 

worsens the situation, whether measured by hospital admis-

sions or death rates [9]. 

In addition to slowly progressing disease, the kidneys can suf-

fer acute injury leading to emergency hospitalisation and death, 

especially among patients with CHF and T2DM. Most reported 

studies in this area have focused on measuring kidney function 

at the time of endpoints such as death or admission. This study 

shifts the focus to the process of deteriorating kidney function 

itself. The aim is to examine in detail the trajectory of eGFR 

prior to endpoints being observed. In particular we will con-

sider the effects of eGFR level, rate of decline and intensity of 

monitoring on adverse events such as emergency hospitalisa-

tion rates and all-cause mortality in patients with CHF and 

T2DM.  

Methods 

The data used in this study were obtained from the Salford In-

tegrated Record (SIR) – a medical data store in Salford, 

Greater Manchester, UK. The population of Salford is around 

234 thousand with 53 general practices and a single hospital. 

SIR contains linked data from both primary and secondary care 

for the population that engage with health services. 

The cohort was restricted to patients who had both CHF and 

T2DM. Patients with congenital heart disease and those with 

cor pulmonale were excluded from the study, as were patients 

who had renal replacement therapy during the study period, 

where eGFR has a different interpretation. The study period 

spanned from January 2008 to August 2012. 

The main outcome of interest was adverse events (AE), which 

comprise emergency hospital admissions and all-cause mortal-

ity. The covariates of primary interest were eGFR level, rate of 

decline and intensity of monitoring. Models were corrected for 

patient’s age at the time of follow-up start, gender, and index 

of multiple deprivation (IMD) 2010. All covariates related to 
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eGFR are time dependent and as such require estimation of the 

longitudinal process for each patient. Therefore we take a two 

stage modelling approach. In Stage 1, the eGFR process is es-

timated. Stage 2 then models AEs as a function of the eGFR 

process. 

For Stage 1, a simple approach to estimating the eGFR level at 

any time, t, is to use either the most recent eGFR value or some 

summary of a collection of recent eGFR values like the median 

or the mean. The eGFR decline can be calculated as the differ-

ence between the last and the penultimate eGFR values. In both 

cases, one needs to make several, rather arbitrary, decisions, 

for example, decide how far apart the two eGFR values should 

be in the case of calculating the eGFR decline. Also, as eGFR 

values can be ‘noisy’, this approach can be affected by varia-

tions in eGFR values. In order to smooth the variation in eGFR 

values and use all of the information about the degradation 

process of the kidney function in this particular population, we 

used dynamic mixed effects regression [10-11]. The eGFR 

level and decline for each patient at any given point in time �, 

was derived from a mixed effects model fitted to all of the 

eGFR data prior to �. The generic model was formulated as 

follows: dependent variable – the  logarithm of eGFR, predic-

tors (fixed effects) – age, gender, IMD, time since diagnosis 

(TSD) and time since study start (TSS), and random effects – 

variance of random effects on the intercept and coefficient of 

TSS. 

For each patient at each endpoint at time t, eGFR level was 

measured by the predicted eGFR value at time t and eGFR de-

cline was measured as �� � �� / �	 �  	
�

�, where a is the predicted 

eGFR value at the start of the study, 	
�

, and b is the predicted 

eGFR value at time t. Since the kidney function for the cohort 

considered in this study is in progressive decline, for all 	 
  	
�
 

the eGFR slope is a positive number, where higher values indi-

cate steeper decline. 

The eGFR intensity of monitoring was measured as the prox-

imity of the most recent eGFR record: within 180 days, be-

tween 180 and 365 days and more than 365 days. 

For Stage 2, modelling the risk of AE, we used a repeated 

measures Cox proportional hazards (CPH) model with gamma 

shared frailty – i.e. patient level random effects were modelled 

using a gamma distribution [12]. CPH model is a popular 

method used to model survival data [13-14]. It is a semi-

parametric method with an advantage over parametric methods 

in that it focuses on hazard ratios only, thus, bypassing the 

need to specify a parametric distribution for the baseline haz-

ard. This allows direct comparison of the risk between subjects 

with different characteristics, where a hazard ratio of one indi-

cates that there is no difference in risk; ratios above one indi-

cate higher risk; and below one lower risk.      

Results 

The process of deriving the cohort is illustrated in Figure 1. 

Stage 1 

Table 1 shows exponentiated fixed effects of two log eGFR 

mixed effects models. The first model is the model fitted for 

the first AE during the study period. It is the model that used 

the smallest number of eGFR records for estimating the kidney 

function decline process. For each subsequent event, this model 

was updated with more data until the last model, which was 

fitted at the end of the study. Time is measured in years. From 

Table 1 we can note that older patients tend to have lower 

eGFR, female patients have lower eGFR than male patients,  

 

Figure 1 – Exclusion flowchart. 

patients who have had both CHF and T2DM for longer have 

lower eGFR, and the eGFR is in decline with time. 

Figure 2 shows the random effects of each patient on the inter-

cept and the coefficient of the TSS for the last model. For the 

intercept, patients with negative random effects have lower 

than average eGFR. For the slope, patients with negative ran-

dom effects have steeper than average decline in eGFR. We 

can see from Figure 2 that most of the steeper decline in eGFR 

is associated with patients with below average eGFR. The pre-

dicted eGFR levels and declines where carried forward to 

Stage 2. 

Table 1 – Exponentiated parameter estimates of log eGFR 

models. Interpretation example: male coefficient is greater 

than one, meaning male eGFR is predicted to be higher. 

  First model Last model 

Intercept 

139.5  

(119.72, 162.56)
a 

146.01  

(126.47, 168.56)
 a

 

Age 0.99 (0.99, 0.99)
 a

 0.99 (0.99, 0.99)
 a

 

Gender:   

Female 1 1 

Male 1.07 (1.03, 1.11)
 a

 1.05 (1.01, 1.1)
 a

 

Time since  

diagnosis 

0.98 (0.98, 0.99)
 a

 0.98 (0.98, 0.99)
 a

 

Time since  

study start  0.96 (0.95, 0.98)
 a

 0.97 (0.97, 0.98)
 a

 

Key: a – statistically significant at 5% 
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Figure 2 – Patient random effects on the intercept and on the slope of time since study start [15].  

 

Stage 2  

Table 2 shows covariate details and hazard ratios for univariate 

and multivariate models for AE. We can note the following 

from the table. Older patients are at higher risk of AE. Gender, 

IMD and eGFR level were not statistically significant, whereas 

the eGFR decline was. The hazard ratio for the eGFR decline 

indicates that a one unit decrease in eGFR per year increases 

the hazard of AE by 10-11%. The hazard ratios for the eGFR 

monitoring indicate that patients with more recent eGFR re-

cords are more likely to have AE. The multivariate model was 

selected on the basis of significance of the parameter estimates. 

The eGFR monitoring covariate failed to adhere to the propor-

tional hazards assumption, so the multivariate model is strati-

fied on this. Kaplan-Meier plots of the eGFR monitoring strata 

are presented in Figure 3.  

 

Figure 3 – Kaplan Meier plot of AE-free survival stratified by 

time since most recent eGFR measurement. 
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Table 2 – Hazard ratios for emergency hospital admissions models. Hazard ratios greater than one represent higher risk. 

Covariates 

Mean (SD), count 

or proportion 

Hazard ratio (95% CI) 

  
Univariate Multivariate 

Age 
73.03 (10.43) 1.02 (1.01, 1.04)

a

 1.03 (1.01, 1.05)
a

 

Gender: 
   

Female 
42% 1 (reference) - 

Male 
58% 1.2 (0.857, 1.68) - 

IMD 2010 
37.16 (18.20) 1 (0.993, 1.01) - 

eGFR level 
59.03 (18.18) 0.996 (0.988, 1) - 

eGFR decline 
2.27 (2.05) 1.11 (1.03, 1.19)

a

 1.13 (1.05, 1.22)
a

 

Last eGFR 
58.58 (21.37) 0.993 (0.986, 1)

a

 - 

eGFR monitoring: 
   

[1, 180] 
730 1 - 

(180, 365] 
149 0.21 (0.12, 0.35)

a

 - 

> 365 
190 0.13 (0.08, 0.20)

a

 - 

Key: a – statistically significant at 5% 

 

Discussion 

We have presented a proof-of-concept study of a two-stage 

framework for modelling the full longitudinal profile of a risk 

factor and its impact on risk, using the example of eGFR de-

cline in T2DM and CHF patients. We found that eGFR decline, 

modelled as patient-specific slope from a mixed effects model, 

was a strong predictor for adverse events (AE), and eGFR level 

was not a significant predictor either in a univariate or multi-

variate model. In a standard predictive modelling framework, 

only the most recent eGFR measurement would have been 

taken, so eGFR decline would not have been captured. We ad-

ditionally considered the intensity of eGFR measurement as a 

predictor, and found a complex relationship between this and 

AE. 

The main strength of this study is the incorporation of longitu-

dinal information from routine care-records into risk predic-

tion, a feature absent from standard models. We considered one 

risk factor but the method is easily extended to multiple risk 

factors. The main weakness is that uncertainty in eGFR predic-

tions is not propagated to the estimates of the hazard ratios 

across the two stages of the method. Future work will investi-

gate joint modelling approaches to overcome this. 

We considered only mixed effects regression to model the tra-

jectory of eGFR. Other methods such as random forests, neural 

networks and support vector regression could be used for this 

purpose. These machine-learning techniques might better cope 

with additional covariates, particularly treatments for T2DM 

and CHF that could influence kidney function. In our data, 

there were over a thousand different medications prescribed 

among our patient cohort in the month preceding the first 

eGFR measurement. Future work will compare alternative dy-

namic modelling strategies capable of incorporating complex 

covariate structures. 

The ability to monitor and predict longitudinal processes using 

dynamic models, integrated with medical records, provides an 

opportunity to develop optimal monitoring polices for these 

risk factors. Linking the predictions of the kidney function de-

cline to the effectiveness of its monitoring, aimed at averting 

adverse events, is a hard problem and the subject of ongoing 

research. This requires investigating the mechanism behind 

how the decline in eGFR leads to adverse events. For example, 

it may be that the decline in eGFR first leads to changes in 

treatment that in turn precipitate adverse events. 

As with most routine care-records, the data in our study had 

limitations. In particular, the linkage of emergency hospital 

admissions to the SIR database required general practitioners to 

enter or accept data on admission episodes. In addition, we did 

not have data on the duration of hospital admissions, which 

could have been used to refine our endpoint definitions. 

Despite limitations in the data and methodology this study has 

clearly demonstrated that clinical predictive models can im-

prove their predictive abilities by taking account of the longi-

tudinal information in electronic health records. 

Consider EU Directive 2007/47 that considers algorithms used 

for prognostic purposes to be “medical devices.” The usual 

validation methods for such algorithms certify the encoding 

into software of models, but rarely question the fact that pub-

lished model parameters will drift in calibration as risk-factor 

environments change. In addition, the structure of models may 

need reconsidering as populations, contexts of health-

care/observation and data-quality evolve. 

Conclusion 

Sophisticated statistical modelling with electronic health re-

cords allows for complex relationships between risk factor tra-

jectories and outcomes to be captured, thereby improving pre-

dictions. Most current predictive models do not exploit longi-

tudinal health record information in this way – neither is the 

regulatory framework for clinical algorithms set up to cope 

with this dynamic modelling approach. Research is urgently 

needed into statistical methods and computational frameworks 

for optimising clinical prediction from the continuously evolv-

ing risk information across heterogeneous populations, health-

care environments and information systems. 
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Abstract 

Laboratory test results in primary care are flagged as 

'abnormal' when they fall outside a population-based 

Reference Interval (RI), typically generating many alerts with 

a low specificity. In order to decrease alert frequency while 

retaining clinical relevance, we developed a method to assess 

dynamic, patient-tailored RIs based on mixed-effects linear 

regression models. Potassium test results from primary care 

were used as proof-of-concept test bed. Clinical relevance was 

assessed via a survey administered to general practitioners 

(GPs). Overall, the dynamic, patient-tailored method and the 

combination of both methods flagged 20% and 36% fewer 

values as abnormal than the population-based method. 

Nineteen out of 43 invited GPs (44%) completed the survey. 

The population-based method yielded a better sensitivity than 

the patient-tailored and the combined methods (0.51 vs 0.41 

and 0.38, respectively) but a lower PPV (0.66 vs 0.67 and 

0.76, respectively). We conclude that a combination of 

population-based and patient-tailored RIs can improve the 

detection of abnormal laboratory results. We suggest that lab 

values outside both RIs be flagged with high priority in 

clinical practice. 

Keywords:  

Clinical Decision Support Systems; Point-of-Care Systems; 

Biochemistry. 

Introduction 

Failure to follow up laboratory test results is a major concern 

in primary care [1]. Missed test results can lead to delayed 

interventions or to decisions made on the basis of incomplete 

information with potential compromise of patient safety [2]. 

For patients, poor test handling may generate increased 

number of visits, repeated laboratory examinations, and 

unnecessary stress or harm [3]. Callen et al. [1] showed that 

the extent of the failure to follow up test results in primary 

care ranges from 7% to 62% of results and can cause delayed 

diagnosis, preventable hospitalisation and adverse drug 

reactions. 

Electronic Health Records (EHRs) can improve test result 

follow-up and management [4]. However, general 

practicioners’ (GPs) satisfaction of informatics systems in 

place to manage tests is low [5]. One of the main barriers for 

timely follow-up is the high number of often unecessary alerts 

that physicians are presented with on a daily basis [6, 7]. It is 

estimated that each general practitioner spends almost an hour 

per day processing alerts generated by primary care 

information systems, the majority of which are composed of 

test result alerts [5, 6]. As a consequence, physicians may not 

have the necessary time to focus on the most important alerts 

[8]. This information overload contributes to alert fatigue [9] 

and can potentially generate patient safety issues [1]. 

The high number of alerts produced is directly related to the 

lack of specificity of current threshold-based methods for 

detecting abnormal values. The majority of EHRs use 

population-based Reference Intervals (RIs), which are defined 

as “intervals that, when applied to the population serviced by 

the laboratory correctly include most of the subjects with 

characteristics similar to the reference group and exclude the 

others” [10]. RIs are usually calculated by assuming a 

Gaussian distribution of test results for the given physiological 

measure (e.g. potassium, creatinine, heamoglobin), and 

estimating population mean and variance to calculate the RI as 

the 95% reference range. By definition a value outside the RI 

is flagged as abnormal [11]. As this approach is based on 

population estimates, it may flag values as abnormal that may 

be considered normal in the context of a specific patient's 

medical history. For instance, some patients have persistently 

high or low levels of certain physiological parameters, and this 

is dealt with via the clinician’s knowledge of the patient. 

Conversely, some patients may experience sudden changes in 

critical parameters that need prompt medical action, but these 

changes are not flagged as abnormal because measured values 

are still within the population-based RI. In this regard, the 

adoption of more personalised methods that adapt to the 

patient's history could reveal key patterns and insights the 

interpretation based on population thresholds would not [12]. 

The aim of the paper is to develop a dynamic patient-tailored 

method for detecting abnormal laboratory test results in 

primary care, and assess the incidence of abnormal test results 

when using this method alone and in combination with the 

population-based method. Furthermore, we aimed to assess 

the potential clinical relevance through a survey administred 

to experienced practicioners in UK primary care. 

Methods 

Model  

Mixed-effects modelling allows the analysis of data with 

complex patterns of variability and hierarchical structure [13]. 

Specifically, when estimating RI for laboratory tests, mixed-

effects modelling can take into account both the population 

variability and the intra-patient variability. Consider a patient i 

and its corresponding test result set Y
i
=y

i1
.., by applying the 

introduced hierarchical structure and calculating the maximum 

likelihood estimate: 
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Here, µ and ω
2

 are population mean and variance, y
ij
 is the jth 

observation of patient i, α
i
 is the mean of patient i, σ

2

 is the 

intra-patient variance. Moreover, ��
ij
 and n

ij
 are the sample 

mean and number of observations for patient i after j 

observations. Finally, μ�
ij
 and V

ij
 are the maximum likelihood 

estimates of α
i
 and σ

2

, and λ
ij
 is a shrinkage factor, that as soon 

as there are more observations for patient i, increases the 

weight of the sample mean ��
ij 

compared to the population 

mean µ. Accordingly, by using μ�
ij
 and V

ij
 it is possible 

calculate an adaptive patient-tailored RI for patient i (defined 

as in the standard method as the 95% reference range), which 

is dynamically updated at each new test result and tells us 

what is normal/abnormal in a specific patient’s context. Figure 

1 shows an example of the application of the population-based 

and patient-tailored RIs to a patient’s potassium results time 

series to detect abnormal values. As it is possible to notice at 

the first observation (on the left), with no previous information 

about the spefic patient, the population-based and patient 

tailored RIs coincide. Conversely, with new observations 

coming the patient-tailored RI is updated and adapts to the the 

patient’s context. For example, the third value, that is similar 

to the previous ones but slighlty outside the population-based 

RI, is not flagged as abnormal according the patient-tailored 

method but it is according to the population-based ones. 

Finally, the last value, that is inside the RI but “unusual” for 

the patient, is flagged as abnormal by following the patient-

tailored RI and it would be missed with the population-based 

one. 

Data 

The Salford Integrated Record (SIR) database was used to test 

our method. SIR is an anonymized electronic health record 

database from the City of Salford (population 234k, UK), 

which collects data from 49 primary care providers and one 

secondary care provider. Records are stored using Read codes 

v2 and CTV3 standards [14]. 

We focused our analysis on potassium results and we 

extracted data from SIR for patients aged 18 to 85 during the 

period 1/1/1990–31/12/2012. Potassium results are influenced 

by medications and chronic conditions, and in case of 

hypokalemia (<2.5 mmol/l) or hyperkalemia (>6 mmol/l) it 

can result in significant cardiac dysrhythmias. In addition, 

some patients can have levels persistently outside the RI 

without any effect on heart ryhthm. Accordingly, a patient-

tailored alerting system would be particularly helpful for this 

laboratory parameter. As a consensus RI across UK 

laboratories, we implemented in our study a potassium RI of 

3.5 to 5 mmol/l [15]. 

Parameter estimation 

From SIR data extraction, after outliers exclusion in order to 

reproduce the implemented potassium RI, we derived two 

datasets: 1) a test set made by 500 patients randomly exracted, 

with all their potassium results; 2) a training set composed by 

all the remaining data extract used for fitting the mixed-effects 

model and estimate its parameters to implement the 

abovementioned adaptive patient-tailored RI. 

Potassium results in the test set were flagged as abnormal if 

out of the RI range according either to the standard threshold-

based method using our UK consensus RI (referred from now 

on as standard method) or the adaptive patient-tailored RI 

(patient-tailored method). 

 

 

 

Figure 1 – Example of application of the patient-tailored and population-based RIs to a patient’s potassium results time series to 

detect abnormal values. 
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Evaluation  

Survey design 

In order to test the clinical relevance of flagged values by the 

patient-tailored method as well as the standard method, we 

defined a gold standard as the GPs’ clinical judgement, which 

we obtained through a survey, designed as follows. From the 

analysed testing dataset, we randomly selected 15 values for 

each possible combination of the two methods, i.e. values 

alerted by: 1) only the standard method; 2) only the patient-

tailored method; 3) the standard AND patient-tailored 

methods at the same time (referred in the text as combined 

method); 4) none. From these values, we randomly included 2 

per combination (for a total of 8) in a survey. GPs were asked 

to rate on a colour-based scale how abnormal each value was 

in the context of the specific patient: 

• Green (normal value; i.e. no actions required); 

• Yellow (probably abnormal; i.e. repeat in more than a 

week, do further test, change medication); 

• Red (definitely abnormal; i.e. repeat urgently / 

hospital admission). 

For each value GPs were provided with patient characteristics 

(i.e. age and gender), a graph showing the patient’s previous 

potassium results, brief summary of past medical history (i.e. 

comorbidities and time since diagnosis), and medications from 

the last four months. In order to avoid any possible priming, 

no information about the standard and patient-tailored RIs 

were provided. Since values were randomly selected each time 

from the 15 values per combination included, it is noteworthy 

that: all surveys administered to participants were different 

between each other, while maintaining the proportion between 

the different combination of the two methods; each value 

could be assessed by more than one general practitioner. 

The survey also contained three questions about respondent’s 

working days (1-3 days, 4-5 days),  years of experience (1-10 

years, 10-20 years, >20 years), and opinion about abnormal 

test results alerts (“not enough”, “about right”, “too much”)  

Participants and survey setting 

We administered the survey to a group of 43 GPs taking part 

in a 5 days Continuing Professional Development course for 

leadership development held in the city of Manchester (UK) in 

Octorber 2014. 

Data analysis 

We considered as clinically relevant, a value that was judged 

by GPs as at least probably abnormal (i.e. yellow and red in 

the coloured scale in the survey). In order to test performance, 

we calculated sensitivity and PPV for the standard, patient-

tailored and combined methods by taking the prevalence of 

the different type of flagged values (i.e. flagged only by the 

standard method, only by the patient-tailored or by both 

methods at the same time) in the original dataset into account.  

In order to assess variable importance, possible intra-assessor 

and intra-value correlation, a mixed-effects logistic regression 

was employed, using the flags by standard and patient-tailored 

methods as well as respondent characteristics as independent 

variables and the values clinical relevance as binary outcome.  

All analyses were performed using the R software 

(http://www.r-project.org/). 

Results 

Data analysis 

We extracted 1,411,757 unique potassium results from the SIR 

database, for a total of 151,681 patients. Mean age at first 

potassium record was 45.4 (17), female accounted for 49.8% 

and the mean follow-up time was 4.7 (4). The training dataset 

was composed of 500 patients and 4,144 potassium results. Of 

these, 470 (11.3%) values were flagged as abnormal by the 

standard method, 372 (9%) by the patient-tailored method and 

301 (7.3%) by the combined one. The patient-tailored and 

combined methods registered a 20% (98 values) and 36% (169 

values) reduction of the number of abnormal flagged values 

compared to the standard method. 

Evaluation 

Of the 43 GPs that received the survey, 19 completed it 

(response rate of 44%). Each value was assessed by a median 

of 3 GPs. Table 1 reports respondents’ characteristics. The 

majority of GPs had more than 20 years of experience in 

general practice (63.2%) and worked 1-3 days in general 

practice. Furthermore, 42.1% thought that there are too many 

test results alerts in general practice.  

Table 1 – Baseline characteristics of general practitioners. 

Question  Reply N (%) 

Days per week in practice 

1-3 days 10 (52.6%) 

4-5 days 9 (47.4%) 

Years of experience 

<10 years 2 (10.5%) 

10-20 years 5 (26.3%) 

>20 years 12 (63.2%) 

Opinion about tests alerts 

in general practice 

Not enough 4 (21.1%) 

About right 7 (36.8%) 

Too much 8 (42.1%) 

 

Out of the 152 values assessed by GPs, 92 values were 

cosidered normal (green), 54 as probably abnormal (yellow), 

and 6 values as definitely abnormal (red). On average, each 

general practitioner identified 4.8 normal values (minimum: 1, 

maximum: 8), 2.8 probably abnormal values (minimum: 0; 

maximum: 7), and 0.3 definitely abnormal values (minimum: 

0; maximum: 1). 

Table 2 reports cross tabulation of values flagged as abnormal 

by all methods and whatever values were considered clinically 

relevant by GPs. 

Table 2– Cross tabulation between standard, patient-tailored 

and combined methods and general practitioners judgement 

as clinically relevant. 

 

Clinically relevant 

Neg Pos Total 

Standard 

method 

Neg 63 13 76 

Pos 29 47 76 

Total 92 60 152 

 

Clinically relevant 

Neg Pos Total 

Patient-

tailored 

method 

Neg 55 21 76 

Pos 37 39 76 

Total 92 60 152 

 

Clinically relevant 

Neg Pos Total 

Combined 

method 

Neg 83 31 114 

Pos 9 29 38 

Total 92 60 152 

 

Table 3 reports sensitivity and PPV of all three methods, 

calculated by taking the prevalence in the original dataset into 

account. The standard and combined methods had the best 

performance in terms of sensitiviy and PPV respectively. 
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Table 3– PPVs and sensitivities based on general 

practitioners judgements as clinically relevant. 

Parameter 

Standard 

method 

Patient- 

tailored 

method 

Combined 

method 

Prevalence in 

testing dataset 

(n=4144) 

11.3% 9% 7.3% 

Prevalence in 

values 

assessed by 

GPs 

50% 50% 25% 

Sensitivity 0.51 0.41 0.38 

PPV 0.66 0.67 0.76 

 

Table 4 shows the adjusted ORs for the fixed effects in the 

mixed-effects logistic regression of values identified as 

clinically relevant by GPs. The estimated variance of the 

random effects for assessor and value were 1.5 (SD:1.2) and 

0.4 (SD: 0.6) respectively. The only two significant variables 

were the flags by the standard and patient-tailored methods. 

Table 4– Adjusted ORs for values identified as clinically 

relevant by general practitioners.(GP: General Practice) 

Parameter 

Adjusted OR 

[95% CI] 

Standard method pos. vs neg. 24.5 [5.3,113.7] 

Patient tailored method pos. vs. neg. 6.2 [2.0,19.1] 

Weekly working days in GP: 4-5 

days vs 1-3 days 

2.2 [0.4,11.3] 

Years of experience in GP: 10-20 

years vs <10 years 

3.5 [0.4,11.3] 

Years of experience in GP: >20 years 

vs <10 years 

6.0 [0.3,103.1] 

Opinion about tests alerts in GP: not 

enough vs about right 

0.5 [0.7,3.7] 

Opinion about tests alerts in GP: too 

much vs about right 

0.2 [0,1.3] 

Discussion 

This paper describes the development and preliminary 

evaluation of a method to produce dynamic, patient-tailored 

alerts for abnormal test results. The evaluation was focused on 

potassium results and clinical relevance was assessed via a 

survey administred to a group of experienced GPs in 

Manchester (UK). 

Looking at performance of the standard and patient-tailored 

method, overall the standard method yielded a better trade-off 

between sensitivity and PPV. Although the dynamic, patient-

tailored method achieved a reduction in the number of flagged 

abnormal values and a slightly better PPV, the standard 

method was significantly more sensitive. 

The combined method showed poor sensitivity (similar in 

absolute numbers to the patient-tailored method). However, 

PPV was the best by far. This result suggests that combining 

population RI with patient-specific contextual information, 

improves the clinical relevance of flagged values. This finding 

is not unexpected: values flagged by the combined method are 

potassium results that are abnormal for the healthy population 

as well as in the context of a particular patient. The 

importance of the additional information provided by the 

patient-tailored method is also confirmed by the mixed-effects 

logistic regression modelling. 

To decrease the number of not relevant test results alerts, 

some investigators have suggested alerting physicians only 

about those values that have a high deviance from the RI [16, 

17]. We performed a sensitivity analysis by adopting a 

threshold-based approach with potassium RI of 2.5-6 mmol/l 

(previously proposed in [17]) that confirmed our main 

analysis. In detail, weighted sensitivity and PPV were 0.1 and 

0.89 respectively. Although values outside the adopted RI had 

a very high deviance from the UK potassium RI, not all 

flagged values were considered clinically relevant and just a 

small proportion were considered definitely abnormal. This 

confirms the importance of the context and the bluntness of 

using fixed-thresholds when looking at individual patients. 

Our main focus was on PPV, which is key to avoiding alert 

fatigue. However, we note that low sensitivities obtained by 

the patient-tailored and combined methods would lead to 

clinically relevant abnormal values being missed, with 

possible consequences for patient safety. It is noteworthy that 

in absolute numbers, even the sensitivity by the standard 

method (0.51) cannot be considered satisfactory and would 

lead to miss many values that are abnormal in the context of a 

specific patient but lay within the population RI. In addition to 

the lack of sensitivity, the patient-tailored and stardard 

methods have further drawbacks directly related to how they 

are defined. On one side, because of his adaptative nature, the 

patient-tailored method in presence of patients that are not 

stable but worsen over time (i.e. the value for a specific 

parameter keeps increasing or decreasing) would slowly adapt 

to the abnormal values and produce a biased patient-tailored 

RI. On the other side, the standard method, which uses fixed 

thresholds, would keep flagging tests results as abnormal 

when patients’ values are stable but consistently outside the 

population RI. Improvements are needed in these regards for 

all methods. 

Our analysis has several limitations. First, we focused on only 

one biochemical factor (potassium). Second, we carried out 

our evaluation within a relatively small panel of GPs in one 

geographical area. Third, the UK potassium RI adopted might 

have been slightly different than the one used in other 

laboratories that the clinicians may be used to; furthermore 

there might have been GPs that slavishly applied the 

abovementioned RI when replying to the survey. 

Conclusion 

This study demonstrates that the combined adoption of a 

patient-tailored method and a the standard threshold-based 

method for assessing potassium levels can improve the PPV of 

results flagged as abnormal. This could be particularly 

important to prioritise alerts by making the values flagged by 

both methods more prominent. 

We plan to extend our experiments to a wider panel of 

laboratory tests (e.g. creatinine, eGFR, calcium, heamoglobin) 

and to a larger number of GPs, as well as investigating 

alternative statistical approaches (including Bayesian 

inference). We also plan to relate the alerting performance to 

adverse health outcomes. 

This study represents a first step towards a next generation of 

context-aware alerting systems that in future may enhance 

patient safety. 
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Abstract 

The National Surgical Quality Improvement Project (NSQIP) 

is widely recognized as “the best in the nation” surgical 

quality improvement resource in the United States.  In 

particular, it rigorously defines postoperative morbidity 

outcomes, including surgical adverse events occurring within 

30 days of surgery. Due to its manual yet expensive 

construction process, the NSQIP registry is of exceptionally 

high quality, but its high cost remains a significant bottleneck 

to NSQIP’s wider dissemination.  In this work, we propose an 

automated surgical adverse events detection tool, aimed at 

accelerating the process of extracting postoperative outcomes 

from medical charts. As a prototype system, we combined 

local EHR data with the NSQIP gold standard outcomes and 

developed machine learned models to retrospectively detect 

Surgical Site Infections (SSI), a particular family of adverse 

events that NSQIP extracts. The built models have high 

specificity (from 0.788 to 0.988) as well as very high negative 

predictive values (>0.98), reliably eliminating the vast 

majority of patients without SSI, thereby significantly 

reducing the NSQIP extractors’ burden. 

Keywords: 

Electronic Health Records, National Surgical Quality 

Improvement Project, Supervised Learning, Surgical Site 

Infection 

Introduction 

The American College of Surgeons (ACS) National Surgical 

Quality Improvement Project (NSQIP) is widely recognized 

as “the best in the nation” surgical quality improvement 

resource in the United States [1]. NSQIP helps member 

hospitals to track outcomes associated with surgical patients, 

by collecting data on over 150 variables, including 

preoperative characteristics, intraoperative factors, and 

postoperative morbidity occurrences. In particular, 

postoperative morbidity outcomes are rigorously defined 

surgical adverse events occurring within 30 days of surgery, 

such as surgical site infection (SSI), urinary tract infection 

(UTI), and acute renal failure (ARF). NSQIP uses collected 

data elements to calculate relative performance regarding 

postoperative morbidity and mortality and to compare each 

member hospital’s performance with benchmarking, which is 

risk stratified, including providing an observed to expected 

(O/E ratio) for every surgical adverse event [2]. With this 

feedback, member hospitals are able to focus attention and 

resources to areas of opportunity  for improving the care of 

patients, which may also result in achieving reduced length of 

stay and readmission rates [3].  

Unfortunately, less than 20% of hospitals in the United States 

currently participate in NSQIP, in large part due to its 

associated costs to implement. In addition to the participation 

fee, hospitals must employ a formally trained surgical clinical 

reviewer (SCR). An SCR ensures the reliability of clinical 

data abstraction, selects operation cases following NSQIP 

inclusion criteria, manually reviews and extracts data 

elements, and documents surgical postoperative occurrence 

outcomes. This manual yet expensive approach leads to high-

quality clinical data, but the associated cost remains a 

significant bottleneck to NSQIP’s wider dissemination.  

An SSI is an infection occurring after surgery in the part of 

the body where surgery took place. While most surgical 

patients do not experience an SSI [4], SSIs are very expensive 

and morbid. According to the depth and severity of infection, 

SSIs are categorized into superficial, deep, and organ/space. 

Definitions for SSIs have been standardized by the Centers for 

Disease Control and Prevention (CDC) and are used by 

NSQIP SCR to identify and document each SSI category [5-

6].  

Previous work has explored risk factors associated with SSI, 

but few studies have focused on the detection of SSI. Most 

papers examining detection have relied heavily on 

administrative data or claims databases (such as age, gender, 

principal diagnosis, and billing information about medications 

and procedures) [7-8]. Since EHR data contains more detailed 

and richer clinical data (e.g. vital signs, lab results, and social 

history), compared with claims data it would provide 

additional significant indicators and signals to SSI and thus 

enhance the detection performance. In addition, most studies 

are procedure-specific, only processing SSIs following certain 

types of operation, such as hip and knee arthroplasty [9-10], 

instead of the current approach which is broadly inclusive of 

different types of surgery. To help reduce the labor and cost in 

reviewing patient records for postoperative surgical 

occurrences, we hypothesized that we could leverage both 

electronic health record (EHR) data  and historic NSQIP 

registry data to develop and validate an automated approach 

with supervised machine learning algorithms to detect NSQIP 

occurrence outcomes. In particular, we focused on the 

postoperative SSI occurrences to develop a classifier of three 

SSI categories (superficial, deep, and organ/space) and the 

total SSI, and to reduce the SCR’s burden by eliminating the 

vast majority of patients associated with surgeries that did not 

result in SSI. 
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Figure 1 - Overview of Materials and Methods

Materials and Methods 

Our overall methodological approach for this study included 

four steps as outlined in Figure 1: (1) identification of the 

patient cohort and associated patient EHR data, (2) data 

preprocessing, (3) iterative supervised learning model 

development, and (4) evaluation of the final models using 

gold standard outcome data from the NSQIP registry. 

Institutional review board approval was obtained and 

informed consent waived for this minimal risk study. 

Data Collection and Patient Cohort Identification 

The University of Minnesota Academic Health Center 

Information Exchange platform includes access to the clinical 

data repository (CDR) which contains University of 

Minnesota Medical Center (UMMC) clinical data. UMMC 

has been a member of NSQIP since 2007 and has used the 

inpatient instance of Epic since April 2011. CDR and NSQIP 

registry, two different data sources, were linked through the 

patient medical record number and the date of surgery. 

Subjects with no records in the EHR were eliminated. The 

patient cohort was divided into two datasets: data of patients 

with surgery from April 2011 to the end of 2012 (model 

development set) and data of patients with surgery in 2013 

(evaluation set). The former dataset was used as the training 

set for model development. The evaluation dataset was held 

out fully for the overall evaluation of the developed models. 

Table 1 describes the detailed demographic information. From 

April 1, 2011, through December 31, 2013, a total of 6258 

procedures with 405 SSIs were collected. The period of April 

2011 to the end of 2012 comprised 3996 procedures and 278 

SSIs (6.95%  rate). About 79% procedures were patients no 

more than 65 years old, and 21% were patients more than 65 

years old. Approximately 83.8% were white, 8.6% were 

black, and 7.6% were other race/ethnicity and unknown. The 

year of 2013 comprised 2262 procedures and 127 SSIs (5.6% 

rate), with similar patient characteristics, as shown in Table 1. 

The clinical data utilized included six data types: 

demographics, diagnosis codes, orders, lab results, vital signs, 

and medications. Demographics included each patient’s 

gender, race, and age at the time of surgery. Diagnosis codes 

consisted of related ICD-9 codes generated during the 

encounter and hospital stay at the time of surgery from 

coding, as well as the diagnoses from the past medical history 

and problem list. Orders related with SSI diagnosis and 

treatment were also gathered from the EHR,  including 

imaging orders, infectious disease consultation orders, and 

procedures with incision and drainage. The most recent lab 

values and vitals results before surgery and those during the 

postoperative 30-day window (since surgical adverse events 

defined as occurring within 30 days after surgery) were 

collected. Medications utilized for this analysis included 

antibiotics from the third day after surgery onwards.  

Another two important data measures included were 

American Society of Anesthesiologists (ASA) physical status 

classification and surgical wound classification. ASA 

classification from 1 to 6 indicates a patient’s status from 

normal healthy to declared brain-dead; the surgical wound 

classification is used for postoperatively grading of the extent 

of microbial contamination, indicating the chance a patient 

will develop an infection at the surgical site. We dichotomized 

the wound classification as the bottom two (no or mild 

disturbance) versus the remaining levels (significant 

disturbance). 

Data Preprocessing 

EHR data of interest were collected, cleaned, and analyzed 

next. Identifying and removing outliers, and correcting 

inconsistent data were the very first tasks of data 

preprocessing. How to transform clinical data into meaningful 

features was our main interest. Most clinical data, such as lab 

test results and vitals, tended to be longitudinal with repeated 

measures. Traditional methods to summarize those variables 

by calculating the moments (mean and standard deviation) or 

extremes tended not to be sufficient to describe the temporal 

behavior of such variables. To better summarize individual 

tests, we explored other features like the change of values
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Table 1 - Characteristics of patients and cases of surgical site infection (SSI) from cohorts 

 
  

4/2011-2012  
  

2013 

Characteristic 

No. of 

procedure 

No. 

of  

SSI 

Superfi-

cial SSI 

Deep  

SSI 

Organ/ 

Space 

SSI 

 No. of 

procedure 

No. 

of  

SSI 

Superfi- 

cial SSI 

Deep  

SSI 

Organ/ 

Space 

SSI 

Total  3996 278 140 52 86  2262 127 47 35 45 

Encounter type            

  Inpatient 3018 265 147 47 83  1352 108 36 32 40 

  Outpatient 978 13 5 5 3  910 19 11 3 5 

Age group            

  < 65 3160 210 112  41 67  1569 90 28 28 34 

  �65 836 68 38 11 19  693 37 19 7 11 

Gender            

  Male 1530 122 56 19 47  974 56 21 15 20 

  Female 2466 156 84 33 39  1288 71 26 20 25 

Race            

  White 3366 226 115 45 66  1881 110 38 31 41 

  Black 269 23 10 5 8  142 8 4 1 3 

  Other 361 29 15 2 9  239 9 5 3 1 

during an “elevating period”. An elevating period is a time 

period during which the measurement in question is near-

monotonously increasing from a low level (trough point) to a 

high level (peak point). For patients with SSI, some lab 

results, like serum glucose (GLC), platelet count (PLT), and 

white blood cells (WBC), have significant increases in the 

measurement from the third day after operation.  

As shown in Figure 2, GLC increased in three time periods: 

(I) day 3~7, GLC increased from 116 to 128; (II) day 7~9, 

from 104 to 140; and (III) day 15~28, from 87 to 148. Such 

elevation may indicate the onset of SSI. To capture the 

elevating period, a feature defined as the postoperative 

increase from a trough to its nearest peak was included in our 

tentative model. In the case of multiple elevating periods, the 

feature was computed by using the period with the highest 

peak. For measures where low values could indicate SSI, a 

“descending period” can be defined analogously.  

 

Figure 2 - GLC values within 30 days before and after 

surgery 

Figure 3 depicts the flowchart of the algorithm to compute 

this feature. The algorithm first searches for the maximum 

value (p
m
) from all results at least two days after the operation 

({p
i
, i=0, …,n}), (e.g., in Figure 2, point B is the maximum 

GLC value, which was measured nineteen days after the 

operation). Then the algorithm proceeds by  searching for the 

trough point backward from point B. The algorithm is robust 

in its filtering of the abnormal point that temporarily breaks 

the rule of monotone. For example, in Figure 2, the elevating 

period is        

 

from day 15 to 19, however, there is an abnormal point A 

which breaks the monotone increasing trend between day 15 

and 17; to overcome the problem and identify the real trough, 

the algorithm further compares day 15 and day 17 in order to 

determine whether the criterion of monotone increasing is 

satisfied.   

For other data like antibiotic use and specific orders, we 

created binary variables to indicate whether a relevant element 

was observed. For example, a value of 1 for Interventional 

Radiology signifies that an abscess drainage order was placed 

for a patient; while a value of 0 signifies that no such test was 

ordered. 

Model Development 

To build our SSI detection model, we utilized multivariate 

logistic regression models.  We constructed one model for 

total SSI and one model for each of the three SSI subtypes. 

Binary variables were entered as dummy indicator variables 

and continuous variables were entered unmodified. We used 

stepwise construction to select significant features and Akaike 

Information Criterion (AIC) for model selection. 

Evaluation 

In assessing detection of surgical adverse event outcomes like 

SSI, since these events are relatively rare, overall detection 

accuracy percentage is not an optimal criterion for evaluating 

model validity. Instead, we report specificity, as well as the 

the area under the curve (AUC), in evaluation of our 

automated detection system. Our aim was to maximize the 

specificity under the constraint that the negative predictive 

value remains above 98%. This aim is reflective of our 

original expectation of actual use of the detection models: to 

assist a NSQIP chart  extractor to eliminate patients who 

clearly did not suffer the adverse event and then to accelerate 

the process of data abstraction from clinical charts. 
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Figure 3 - Finding the postoperative increase in GLC 

Results 

Significant Variables  Selected 

Tables 2 through 5 show the results for the multivariate 

detection models for the three kinds of SSI and the total SSI, 

selected by AIC. The two most common variables included 

were diagnosis codes (the ICD-9 codes of SSI is 998.xx) and 

antibiotic use. Superficial SSI occurs just at the skin incision 

and thus relatively easily diagnosed. Therefore, imaging 

diagnostic orders tend to be unnecessary. Infection is 

sometimes diagnosed with microbiology cultures, however, 

frequently this diagnosis is based on the physical examination 

only. Actually only cultures ordered or not is a signal of SSI. 

According to table 3 and table 4, we can find that  abscess 

culture, fluid culture and wound culture are significant  factors 

for detecting deep and organ/space SSI. Since these two kinds 

of  SSIs  occur deep within or under the wound, imaging 

orders for both diagnosis and treatment are frequently 

required. 

We also found the postoperative elevating  period of GLC,  

for superficial  and PLT for organ/space,  to be indicative  of 

clinical  suspicion. Clinically these lab values can be altered in 

the setting of infection. For a unit increase in postoperative 

increase of GLC, we expect to see approximately a 0.0112  

increase in log-odds of superficial SSI. Similarly, for a unit 

postoperative increase of PLT, approximately a 0.0115 

increase in the log-odds of organ/space SSI is expected.  

Table 2 - Significant indicators for detecting superficial SSI 

Significant variables Estimate P-value 

Diagnosis codes 2.1126 <0.0001 

Wound culture ordered 2.1941 <0.0001 

Antibiotic use 1.1321 <0.0001 

Encounter type (inpatient) 1.6007 0.0010 

ASA Classification (significant 

disturbance) 

0.4342 0.0058 

Abscess culture ordered 1.5020 0.0050 

Postoperative increase of GLC 0.0112 0.0687 

Table 3 - Significant indicators for detecting deep SSI 

Significant Variables Estimate p-value 

Diagnosis codes 3.1959 <0.0001 

Antibiotic Use 2.2276 <0.0001 

Abscess culture ordered 1.2880 0.0868 

Gram stain ordered 0.8040 0.0427 

Imaging treatment ordered 1.5445 0.1107 

Imaging diagnosis ordered 0.6254 0.0981 

Tissue culture ordered 1.6516 0.1010 

Table 4 - Significant indicators for detecting organ/space SSI 

Significant Variables Estimate p-value 

Imaging treatment 1.3999 <0.0001 

Imaging diagnosis 1.2090 <0.0001 

Antibiotic Use 1.1662 <0.0001 

Abscess culture ordered 2.3041 <0.0001 

Fluid culture ordered 1.4204 0.0003 

Preoperative PLT 0.00332 0.0135 

Drainage culture ordered 1.3760 0.0711 

Diagnosis code 0.8259 0.0667 

Postoperative increase of PLT 0.0115 0.0606 

Table 5 - Significant indicators for detecting total SSI 

Significant Variables Estimate p-value 

Diagnosis codes 5.3940 <0.0001 

Antibiotic use 1.3672 <0.0001 

Abscess culture ordered 3.2565 <0.0001 

Wound culture ordered 2.2926 <0.0001 

Imaging diagnosis ordered 0.8741 <0.0001 

Fluid culture ordered 1.2909 <0.0001 

Encounter type (inpatient) 1.0185 0.0037 

ASA Classification 

(significant disturbance) 

0.4258 0.0031 

Preoperative PLT 0.00214 0.0440 

Post maximum pain 0.0775 0.0957 

Model Performance 

Four detection models exhibited excellent specificity to 

eliminate the majority of non-SSI patients, which greatly 

accelerate the process of extracting postoperative SSI 

occurrences. Table 6 presents the negative predictive value 

(NPV) for each of the SSI identification models. The highest 

specificity 0.988 was for detecting deep SSI at NPV equals to 

0.99, and the lowest 0.787 was for detecting total SSI at NPV 

equals to 0.99. AUC values for the four models were 0.820, 

0.898, 0.886 and 0.896, respectively.  

Table 6 - Negative predictive value  and specificity for four 

SSI models 

                               NPV Specificity 

Superficial SSI 0.980 1.000 

 0.985 0.987 

 0.990 0.900 

Deep SSI 0.980 1.000 

 0.985 1.000 

 0.990 0.988 

Organ/space SSI 0.980 1.000 

 0.985 0.999 

 0.990 0.974 

Total SSI 0.980 0.935 

 0.985 0.888 

 0.990 0.787 
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Discussion  

The current research is a pilot study to examine the feasibility 

of automatically detecting postoperative SSI occurrences 

based on EHR data. The aim of this study is to assist a NSQIP 

SCR to eliminate patients who clearly did not suffer the 

adverse event. Therefore, a very high NPV is desired, which 

could assist in the reliable identification of patients without 

postoperative SSI. From the modeling results, we can see that 

all four models perform very well (with specificity ranging 

from 0.788 to 0.988) in eliminating the majority of patients 

without SSI based on the NPV equals to 0.99. Considering the 

nature of NSQIP SCR’s work, SCRs still need to review all 

clinical charts, even if the positive predictive value for a 

patient is 0.9 or higher, since they need to extract the clinical 

characteristics of patients with SSI. Therefore, achieving high  

NPV, and thus allowing SCRs to eliminate patients, rather 

than achieving a high positive predictive value, is the main 

focus of this research. 

Among selected potential indicators, a few of them were 

found to be quite significant with very small p-values. Only 

the indicators that had p-value less than 0.0001 were 

employed in the logistic regression modeling, however, this 

did not improve the detection performance. Other modeling 

methods, like Random Forest and Support Vector Machine, 

were employed; however, logistic regression models were 

found to outperform these methods for detection of all types 

of postoperative SSI events.  

The current study was limited by the fact that it was 

conducted with only complete cases over three years. This 

may have limited our ability to fully refine and optimize the 

automated detection model. In the future, more procedures 

will be included, and the treatment of missing data will be 

studied. 

Large quantities of meaningful information are stored at the 

clinical notes, such as imaging reports and culture results, 

which we did not utilize in this study. For example, a positive 

abscess culture result could be recorded as “On day 2, isolated 

in broth only: Bacteroides fragilis group”. However, we 

merely considered whether the diagnostic and therapeutic 

imaging orders or cultures were placed, we did not use the 

actual results. Natural language processing (NLP) has played 

an important role in detecting adverse events [11-12]. In our 

future research, we will apply NLP techniques to extract 

additional important information from clinical notes.  

Conclusion 

In this study, to accelerate the process of extracting 

postoperative SSI outcomes from medical charts and reduce 

the workload of NSIQP SCR, an automated postoperative SSI 

detection model based on supervised learning was proposed 

and validated. The models exhibited good performance, they 

reduced the SCR’s burden by reliably eliminating the vast 

majority of patients with no SSI. The significant factors of 

detecting SSI identified by our models are in line with clinical 

knowledge. In addition, some useful patterns, (e.g. 

postoperative increase of PLT and GLC), were extracted from 

the longitudinal lab results.  
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Abstract 

A care/clinical pathway defines a standardized care process 

for a specific patient group, which consists of clinical goals, 

activities, data attributes, and constraints describing temporal 

dependencies and data preconditions of the activities. The 

constraints, which are the key elements to represent the best 

practices, are difficult to define due to the variations in 

different regions and populations. In this paper, we propose 

an approach to discover temporal and data constraints that 

are correlated with clinical outcomes for care pathways. For 

each activity of interest, we extract a set of associated event-

condition-action (ECA) rules from electronic medical records 

(EMR) to represent the temporal and data preconditions of the 

activity, by using our modified association rule mining 

algorithm. Then the best ECA rule that is significantly more 

likely to lead to a positive outcome is translated into the 

constraint on the activity. The approach has been applied to 

real-world EMR, and discovered meaningful constraints for 

different groups of type 2 diabetes patients, which can be used 

to provide decision support during individual patient care. 

Keywords:  

Clinical Pathways; Data Mining; Association Learning; 

Electronic Medical Record. 

Introduction 

A care/clinical pathway defines a standardized care process 

for a well-defined patient group, aimed at improving patient 

outcomes and promoting patient safety [1]. Generally, a care 

pathway consists of clinical goals (e.g., controlling glucose of 

diabetes patients), activities such as laboratory tests and 

medications, data attributes such as problem histories and test 

items, as well as constraints on the activities. The constraints, 

which describe temporal dependencies (e.g., check renal 

function (RFT) before using biguanides (BG)) and data 

preconditions (e.g., BG can be used only if the patient does 

not have ketoacidosis (KA) and creatinine (CR) ≤ 2.0 mg/dL) 

of the activities, play the most important role in achieving the 

clinical goals and reducing medical errors. 

Real-world care processes, however, are dynamic, complex 

and ad-hoc [2]. For a certain disease, the care practices may 

vary in different regions, different periods and different 

patient populations. Therefore, if only guided by general 

medical knowledge such as clinical guidelines, it is usually 

difficult to define the pathway constraints that can represent 

the best practices for a specific patient group. However, 

because real clinical activities and patient outcomes are 

tracked in electronic medical records (EMR), a potential 

improvement for care pathway modeling is to discover the 

constraints from EMR using data mining and process mining 

techniques.�
It is a challenging problem, however, to discover the complex 

constraints for a pathway. Firstly, both temporal dependencies 

and data preconditions should be extracted to build the care 

pathway. These temporal and data preconditions are usually 

associated with each other and cannot be mined 

independently. Secondly, to summarize the best practices for a 

specific patient group, the discovered constraints should be 

correlated with positive clinical outcomes. Previous works on 

clinical process mining [2-5] mainly focused on mining 

temporal dependencies of activities, and did not consider data 

conditions. Moreover, most of these methods [2-4] focused on 

the extraction of frequently satisfied dependencies. These 

frequent practices are not always the best practices. Although 

an existing solution [5] can highlight the mined temporal 

dependencies that have high correlation with patient 

outcomes, it can neither distinguish positive dependencies 

from negative ones, nor discover the data conditions 

associated with the outcomes. Several process mining methods 

for general purposes [6,7] can discover data preconditions that 

discriminate between satisfaction and violation of a temporal 

constraint, but these methods cannot obtain constraints that are 

correlated with outcomes. 

In this paper, we address these issues by proposing an 

approach to discover constraints that are associated with 

positive clinical outcomes for care pathways. The constraints 

are defined using event-condition-action (ECA) rules, where 

temporal dependencies and data preconditions of an activity 

can be represented as events and conditions respectively. We 

discover the ECA rules from EMR by providing a modified 

association rule mining algorithm, which uses the metrics of 

support and valid rate to measure the frequency of a rule, as 

well as the relative risk and Fisher’s exact test to quantify its 

correlation with a clinical outcome. For each activity of 

interest, the best ECA rule, which is significantly more likely 

to cause a positive outcome, is translated into the constraint of 

the activity. The proposed approach has been applied to real-

world EMR to extract constraints for different groups of type 

2 diabetes patients. The discovered constraints are reasonable 

and meaningful, which can be integrated into a care pathway 

management system to help clinicians refine the pathways and 

provide decision support during individual patient care. 

Methods 

Our method takes as input, a set of patient traces from the 

EMR and a draft care pathway, and the output is a complete 

care pathway with discovered constraints that are significantly 

associated with positive outcomes. The method includes two 

main steps. Firstly, we construct an activity dataset from the 

patient traces to represent the execution situation of the care 

pathway during each activity of interest. Secondly, a set of 

ECA-based constraints are mined from the activity dataset.  

Materials 

A variety of representations have been proposed for care 

pathway modeling, such as computer-interpretable guideline 
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languages [8], business process models [5], and the case 

management modeling and notation (CMMN) standard [9]. 

Generally, the key elements, such as stages, goals, activities, 

data attributes, and constraints on the activities are normally 

defined in a care pathway model. Actually, using our previous 

approach [10], every patient trace can be aligned with a 

multistage care pathway, where each record is mapped onto a 

corresponding stage according to a hidden Markov model. In 

this work, we focus on the constraint discovery within each 

stage of the pathway. Formally, a stage of a pathway model 

can be represented as M = (g, A, B, Φ), where g is the clinical 

goal (e.g., Glycated hemoglobin (A1c) < 7.0% and Fasting 

plasma glucose (FPG) ≥ 3.9 mmol/L), A is a set of clinical 

activities, B is a set of data attributes and Φ is a set of 

constraints on the activities of interest A
I 
⊆A. A constraint 

ϕ∈Φ can be defined in the form of an ECA rule: 

on events(A) if conditions(B) do action(a
I
), 

where the event (on) part represents the temporal dependency 

of the activity a
I 
∈A

I
 on other activities in A, and the condition 

(if) part represents the data preconditions of the activity a
I
.  

We treat each event, condition or action as a rule item c = (f, 

ω
f
, x

f
), where f∈A∪B is the feature to represent an activity or 

an attribute, ω
f
∈Ω

f
 is the possible operator on f (e.g., =, ≥, ≤), 

and x
f
 is the reference value that can be boolean, categorical or 

numeric depending on the feature type. A ECA rule contains a 

set of rule items C = C
A
∪C

B
∪C

I
, where C

A
, C

B
 and C

I
 are 

respectively the item sets in the event, condition and action 

parts of an ECA rule. For instance, the above example about 

biguanides can be formally represented as: 

on Renal_function_test.completed = true 

if Ketoacidosis = false ∧ Creatinine ≤ 2.0 

do Biguanides.enabled = true. 

Figure 1 shows the graphical representation of this constraint 

in a CMMN-based care pathway model [9,11].  

 

Figure 1 – A fragment of an example care pathway model 

In EMR, a patient record can be formally represented as r = 

(p, e, v, t), where p∈P is the patient identifier from a cohort P, 

e∈E is the code from a standard terminology to represent a 

care event such as a diagnosis, a medication or a lab test, v is 

the value (e.g., the value of a test item), and t is the occurring 

time of the event. For a specific patient p, his/her records can 

be sorted by t to generate a patient trace  σ = <r
1
, r

2
, …, r

k
>. 

Figure 2 illustrates an example patient trace, where “CR (1.0)” 

is a record whose code e represents CR and v = 1.0. 

 

Figure 2 – An example patient trace 

 

In a draft pathway model, the goal g, activities A and attributes 

B are pre-defined by users, while the constraint set Φ is 

empty. For constraint mining, a many-to-one terminology 

mapping Δ
A
: E

A
→A between a subset of event codes E

A
⊂E 

and the activities A in the pathway should be pre-defined, as 

well as a mapping Δ
B
: E

B
→B between a subset of codes E

B
⊂E 

and the attributes B. With these mappings, every relevant 

patient record can be mapped onto an activity and/or an 

attribute. Then the objective of our approach is to discover a 

set of constraints Φ for the activities of interest A
I
, from the 

given set of patient traces Σ. The mined constraints should be 

frequently fulfilled in Σ and associated with achievement of 

the goal g.  

Activity Dataset Construction 

To discover the desired constraints, we first derive an activity 

dataset D from patient traces Σ, where each instance d∈D can 

represent the execution situation of the care pathway at the 

time point of a patient record r. An instance d = (a
d
, x

A
, x

B
, y) 

contains the current activated action a
d
 for an activity of 

interest, the event feature vector x
A
, the condition feature 

vector x
B 

and the outcome y after the action. Each event 

feature x
a
 in x

A 
is a boolean attribute to represent whether the 

corresponding activity a∈A was executed within an 

observation time window w
O 

(e.g., 1 year) before the current 

action. Each condition feature x
b
 in x

B 
contains the most recent 

value of an attribute b∈B within the observation window w
O
. 

The outcome y is a boolean label to represent the achievement 

result of the goal g within an evaluation window w
E
 

 
(e.g., 3 

months) after the action a
d
.  

Table 1 shows an example activity dataset where the three 

instances are derived from the patient trace shown in Figure 2. 

In this example, BG is taken as the activity of interest. For 

each record that can be mapped onto BG (highlighted in 

Figure 2), we create a new instance to record at the time of 

that action, whether renal function test (RFT) and other 

activities had been executed within w
O
, whether ketoacidosis 

(KA) and other problems had occurred, the most recent values 

of creatinine (CR) and other test items within w
O
, and the 

outcome (the truth value of A1c < 7.0 ∧ FPG ≥ 3.9) after the 

action within w
E
. Note that the condition features and the 

outcome can have null values, when they cannot be validly 

evaluated within the time windows. 

Table 1 – An example activity dataset derived from Figure 2 

Ins. 

Action Event features Condition features Outcome

ad xa1 
(RFT) … xb1

 (KA) xb2 
(CR) … y 

1 BG false … false null … null 

2 BG true … false 1.0 … true 

3 BG true … true 2.5 … false 

… .., … … … 

Constraint Mining 

Based on the activity dataset D, we then discover the desired 

constraints Φ. For each activity of interest a
I
∈A

I
, the objective 

is to mine an ECA rule C → O
 
 that is composed of a set of 

associated rule items C = C
A
∪C

B
∪C

I
 and prone to result in a 

positive outcome O. Existing association rule mining methods 

[12, 13] can find a rule that satisfies support and confidence 

constraints based on the Apriori algorithm. Let D(C) = {d | 

d∈D, C(d) = true} denote the set of instances satisfying all 

rule items of C, and |D(C)| is the number of the instances, then 

the support of the rule is the proportion of instances satisfying 

the rule in the instances where the action a
d
 equals a

I
:  

,)()()( ICDCDCSup =

 

where D(C
I
) = {d | d∈D,  d.a

d 
=a

I
}. The support measures the 

applicability of the rule, and the confidence measures the 

association level with the outcome, which is the proportion of 

instances causing a desired outcome in the satisfying 

instances: 

A1c (6.0) 

FPG (3.5) 

A1c (6.5) 

FPG (5.5) 

RFT 

CR (1.0) 

RFT 

CR (2.5) BG BG BG 

wEwO 

KA 

Instance 3 

wE wO 

Instance 2 Instance 1 
t
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,)()()()( CDODCDOCConf ∩=→
 

where D(O) = {d | d∈D,  d.y = true}. Notice that the 

confidence only measures the outcome of the satisfaction 

cases, and the consequence of violating the constraint is not 

considered, which is also critical to evaluate the effectiveness 

of the constraint. Furthermore, the significance of the mined 

rules, which is very important for clinical evidence to be 

accepted, cannot be ensured just using support and confidence. 

To address these problems, we use relative risk (RR) and 

Fisher’s exact test to evaluate a constraint. Relative risk is the 

ratio of the probability of developing positive outcomes in an 

satisfaction group to the probability of developing positive 

outcomes in a comparison, violation group:  

.

))((

)(

)(

OCCConf

OCConf

OCRR

I →∩¬

→

=→
 

Relative risk has been widely used to quantify how strongly 

the presence or absence of a condition is associated with an 

outcome in clinical trials and risk analysis [14], which also has 

a clear interpretation in our scenario: “satisfaction cases of the 

constraint would be RR times as likely as violation cases to 

develop a positive outcome.” A higher RR (> 1) means that 

the positive outcome is more likely to occur in the satisfaction 

group than in the violation group. Right-tailed Fisher’s exact 

test can be performed to test if RR is significantly greater than 

1. Fisher’s exact test is valid for small and highly unbalanced 

dataset, which can therefore be applied to the rules with high 

support and few violation cases. 

Another issue is that in real-world EMR, some of the data can 

be highly censored. The features with too many null values 

may cause an inaccurate calculation of support and relative 

risk. To tackle this problem, we replace the instance set D(C
I
) 

with D(Ĉ
I
) = D(C

I
) ∩ {d | d∈D, c∈C, d.x

c
 ≠ null} in the above 

formulas to obtain an unbiased evaluation of a rule. We also 

measure the valid rate of a rule, which is the proportion of 

instances without null value features: 

.)()
ˆ

()( II CDCDCVR =

 

Algorithm 1. Care Pathway Constraint Mining 

Input: A draft care pathway (g, A, B) and a set of activities of interest AI 

            The activity dataset D  

            Pre-defined thresholds: Θ = (θV, θS, θR, θP) 

Output: A set of constraints Φ 

1: Φ = ∅ 

2: for each aI ∈AI do 

3:       L
1 
= ∅, CI = {ad = aI} 

4: for each f ∈A∪B do 

5: Lf  = genCandidate1Rules(f) 

6: for each Cf ∈Lf do 

7:       if evalRule(Cf, CI, D, Θ) = true then L
1
 = L

1
 ∪{Cf} 

8:                    end for 

9:              end for 

10: for k = 2; Lk-1 
= ∅; k = k + 1 do 

11:             Lk 
= ∅, LT 

= genCandidateRules(Lk-1
) 

12: for each CT ∈LT do 

13:       if evalRule(CT, CI, D, Θ) = true then Lk = Lk ∪{CT} 

14:             end for 

15:       end for 

16:            Φ = Φ ∪ {getBestRule(∪k Lk, CI, Θ)} 

17: end for 

As shown in Algorithm 1, our constraint mining algorithm 

takes as input the draft pathway model, the activity dataset 

derived from the EMR, as well as a set of pre-defined 

thresholds Θ = (θ
V
, θ

S
, θ

R
, θ

P
), where θ

V
 is the minimum valid 

rate θ
V
, θ

S
 is the minimum support, θ

R
 is the minimum relative 

risk, and θ
P
 is the maximum p-value. 

For each a
I 
∈A

I
, the algorithm first builds a set of 1-rules  L

1
, 

where each rule has only one item (line 3-9). The function 

genCandidate1Rules (line 5) generates a set of candidate 1-

rules for a feature f. If f is a categorical or Boolean feature, we 

create a set of candidate rules L
f  

= {C
f
 | C

f
 ={(f, ω

f
, x

f
)}, ω

f
 

∈Ω
f
 , x

f
∈X

f
}, where X

f
 is the set of possible categories of f, 

and Ω
f 
is the possible operators (e.g., {KA = false}). If f is a 

numeric feature, we first discretize the attribute [12] and then 

build an item set similarly (e.g., {CR ≤ 2.0}). Notice that 

|X
f
|×|Ω

f
|
 

candidate 1-rules are created for f, and not all of them 

are valid, frequently satisfied and correlated with the outcome. 

Therefore, we use the function evalRule to evaluate every rule 

C
f 
∈ L

f  
using the above metrics, and prune the uninteresting 

rules (line 7). For an event feature f ∈A, if VR(C
f 
∪C

I
) ≥ θ

V
 

and Sup(C
f 
∪C

I
) ≥ θ

S
, then C

f
 can be added to L

1
. And for an 

condition feature f ∈B, besides VR and Sup, we also check 

whether RR(C
f 
∪C

I
 →O) is greater than θ

R 
to further remove 

the rules that are not very likely to cause positive outcomes. 

In each subsequent pass k, the algorithm builds a set of k-rules 

L
k
, where each rule has k items (line 10-15). The function 

genCandidateRules is similar to the Apriori algorithm [13], 

which uses L
k-1 

found in the pass k-1 to generate the candidate 

rules L
T
 by joining and pruning (line 11). Because one feature 

may have multiple candidate rule items with different 

operators and/or different reference values, the function also 

ensures that in each rule there is no implied items (e.g., CR ≤ 2 

and CR ≤ 3) or conflicted items (e.g., CR ≤ 2 and CR > 3). 

Then evalRule is performed to evaluate every rule C
T 
∈ L

T
 and 

remove the invalid, infrequent or negative rules (line 13). 

After generating all the rules for a
I
, the algorithm selects the 

best rule (line 16) that has as many items as possible and is 

significantly more likely to lead to a positive outcome. The 

function getBestRule first ranks the rules C∈∪
k 
L

k
 by k and RR 

orderly, and removes the rules whose p-values from Fisher’s 

exact test is less than θ
P
.  Then the top-one rule in the rank list 

is selected as the constraint of a
I 
and added to the constraint 

set Φ. After all the iterations (line 2-17), the set Φ contains the 

discovered constraints for all the activities of interest in A
I
. 

Results and Discussion 

We performed a case study using our method on real-world 

EMR collected from a China hospital. The EMR data contains 

729,027 events (including 163,654 diagnoses, 178,019 

medications and 387,354 lab tests) that occurred over 4 years, 

from a cohort of 2,693 patients with type 2 diabetes, where 

1,454 patients also had cardiovascular diseases (CVD). 

Two different care pathways were focused on in this study: (I) 

care pathway for the management of general type 2 diabetes; 

(II) care pathway for managing diabetes patients with CVD. 

The draft pathways are derived from a clinical guideline of 

type 2 diabetes mellitus [15] and recommendations from 

diabetes experts. In the care pathways, we defined clinical 

activities including 9 classes of medications and 7 panels of 

laboratory and vital sign tests, as well as attributes including 6 

categories of problems and 12 test items. Some of the 

activities and attributes are shown in Table 2.  

Table 2 – Abbreviations of activities and attributes 

Abbr. Clinical activity Abbr. Attribute 

 Medications:  Problems: 

BG Biguanides HG hypoglycemia 

SU sulfonylureas KA ketoacidosis 

αGI α-glucosidase inhibitors  Test Items: 

TCM traditional Chinese meds TG triglyceride 

ST Statins LDL low density lipoprotein cholesterol 

FI Fibrates HDL high density lipoprotein cholesterol

 Laboratory tests: ALT alanine transaminase 

MFT metabolic function test TB total bilirubin 

LFT liver function test CR serum creatinine 

RFT renal function test ACR urine albumin/creatinine ratio 
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We first mined constraints for the general diabetes pathway 

(I). Its goal is controlling glucose levels (A1c < 7.0 %) while 

avoiding hypoglycemia (FPG < 3.9 mmol/L). The activities of 

interest are three classes of most widely used oral 

hypoglycemic drugs, as well as traditional Chinese 

antidiabetic medicines which are also used in China hospitals. 

The observation window and evaluation window were set to 

w
O
 = 1 year and w

E
 = 3 months, and the thresholds in 

Algorithm 1 were set to θ
V
 = 0.6, θ

S
 = 0.75, θ

R
 = 0.85 and θ

P 
= 

0.05. The attributes used to evaluate outcomes were removed 

from the feature set to avoid the obvious correlation. Table 3 

shows the number of instances for each activity, the mined 

constraint with temporal (on) and data (if) conditions, as well 

as its support and relative risk. All the constraints are 

statistically significant (p-value < 0.05). The CMMN 

representation of the first constraint in Table 3 is shown in 

Figure 3, which means that “use biguanides only after 

checking metabolic function, renal function and liver function, 

and only if hypoglycemia and ketoacidosis did not occur 

before, as well as CR ≤ 2.0 mg/dL, ACR ≤ 400 μg/mg and 

ALT ≤ 50 IU/L”.  

Table 3– Constraints mined for (I) (θ
V
=0.6, θ

S
=0.75, θ

R
=0.85) 

Act. #Ins. Constraint Sup RR

BG 4364 

on MFT∧RFT∧LFT  

if ¬HG∧¬KA∧CR≤2∧ACR≤400∧ALT≤50 

0.76 1.21 

SU 2338 

on MFT ∧RFT∧LFT 

if ¬HG∧¬KA∧CR≤3∧ACR≤400∧ALT≤70∧TB≤30 

0.92 1.39 

αGI 2825 

on MFT∧RFT∧LFT 

if ¬HG∧¬KA∧CR≤3∧ACR≤500∧ALT≤50 

0.93 1.57 

TCM 201 

on MFT∧LFT 

if ¬HG∧¬KA∧ALT≤50 

0.94 1.63 

 

Figure 3 – Graphical representation of the constraint on BG 

The discovered constraints are reasonable and meaningful, 

which indicate that all these medicines cannot be given to 

hypoglycemia or ketoacidosis patients, which is consistent 

with the clinical guideline [15]. Moreover, it is commonly 

accepted that severe hepatopathy and nephropathy are 

contraindications to the use of most oral antidiabetic drugs. 

Our study not only revealed that renal function and liver 

function should be checked prior to oral hypoglycemic 

medications, but also found the reference thresholds of the 

relevant test indicators for each pharmacy class, which are not 

always explicitly given in guidelines. For example, a very 

high CR and ACR usually denotes significant kidney diseases, 

and an obvious rise of ALT and TB normaly indicates severe 

liver diseases. The discovered constraints restrict that the 

medicines should not be used under these conditions. 

We also extracted constraints for the care pathway (II) for 

diabetes with CVD. It has two stages: Stage 1 is similar with 

the pathway (I) for controlling glucose; and Stage 2 is 

designed to control lipid levels (TG < 1.7 mmol/L, LDL < 2.6 

mmol/L and HDL > 1.0 mmol/L), which are critical indicators 

for CVD patients. The activities of interest in Stage 2 are two 

classes of medications to lower cholesterol: ST and FI. We 

used the dataset of the cohort of diabetes with CVD, and the 

parameters were the same with those in the above experiment. 

The discovered constraints are shown in Table 4. There is no 

constraint discovered for TCM and FI due to too few instances 

involved. Notice that the constraints in the pathway (II) are 

stricter than those in (I). That is because the disease condition 

of (II) is more severe and complex, and the interventions 

should be given more carefully. 

Table 4– Constraints mined for (II) (θV
=0.6,θ

S
=0.75,θ

R
=0.85) 

Act. #Ins. Constraint  (on MFT∧RFT∧LFT) Sup RR

BG 2326 if ¬HG∧¬KA∧CR≤2∧ACR≤70∧ALT≤60∧TB≤40 0.75 1.36

SU 1276 if ¬HG∧¬KA∧CR≤3∧ACR≤100∧ALT≤70∧TB≤30 0.91 1.41

αGI 1642 if ¬HG∧¬KA∧CR≤3∧ACR≤300∧ALT≤40∧TB≤30 0.83 1.42

ST 1624 if CR≤2∧ACR≤300∧ALT≤60∧TB≤30 0.75 1.56

The effect of varying the thresholds in Algorithm 1 was shown 

in Table 5. Compared with the constraints shown in Table 3, 

simpler constraints were extracted when using the higher 

thresholds, while more complex constraints can be discovered 

when using the lower thresholds. Therefore, clinicians can 

adjust the thresholds to obtain a desired constraint set, 

depending on how strict the care pathway is expected to be. 

Table 5 – Constraints mined for (I) using different thresholds. 

Thres. Act. Constraint  Sup RR

θV=0.9 

θS =0.9 

θR=1.0 

BG on MFT∧LFT   if ¬HG∧¬KA∧ALT≤50 0.93 1.40

SU on MFT∧LFT   if ¬HG∧¬KA∧ALT≤70 0.97 1.89

αGI on MFT∧LFT   if ¬HG∧¬KA∧ALT≤50 0.96 1.29

θV=0.5 

θS =0.5 

θR=0.7 

BG 

on MFT∧RFT∧LFT (the same below) 

if ¬HG∧¬KA∧CR≤3∧ACR≤400∧ALT≤60∧TB≤40

0.91 1.34

SU if ¬HG∧¬KA∧CR≤3∧ACR≤400∧ALT≤70∧TB≤30 0.92 1.39

αGI if ¬HG∧¬KA∧CR≤3∧ACR≤90∧ALT≤40∧TB≤30 0.78 1.30

We also compared our algorithm with the existing association 

rule mining algorithm on mining constraints for the pathway 

(I). For each activity, we applied the CBA-RG algorithm [12]  

to extract the rules, and selected the rule with the most items 

and the highest Conf as the constraint. We tried different 

thresholds for the CBA-RG algorithm, and show the results of 

minsup = 0.75 and minconf = 0.7 in Table 6, which are the 

most reasonable on the whole. Notice that some discovered 

conditions are less meaningful (e.g., CR ≤ 4 is too loose for 

restricting BG, while ACR ≤ 30 is over strict for using αGI), 

which is because the consequence of violating a constraint are 

not considered in the CBA-RG algorithm. 

Table 6 – Constraints mined for (I) using Sup and Conf 

Act. Constraint  (on MFT∧LFT∧RFT) Sup Conf

BG if ¬HG∧¬KA∧CR≤4∧ACR≤60∧ALT≤40∧TB≤40 0.78 0.70 

SU if ¬HG∧¬KA∧CR≤2∧ACR≤300∧ALT≤60∧TB≤30 0.77 0.71 

αGI if ¬HG∧¬KA∧CR≤4∧ACR≤30∧ALT≤60∧TB≤90 0.76 0.74 

The proposed approach was implemented using Java, and the 

execution of each experiment above was completed in several 

minutes on a laptop computer. The approach was integrated 

into IBM Care Pathway Workbench [16], which is a web-

based platform to build care pathways. Each discovered 

constraint can be translated into an entry criterion in a 

CMMN-based care pathway model [9], and clinicians can 

further edit and refine the constraints in the workbench. Figure 

4 shows a screenshot of the workbench, demonstrating the 

structured representation of the above constraint shown in 

Figure 3. The final care pathway models can then be loaded to 

a care management system to provide evidence-based decision 

support during individual patient care. 
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Figure 4 – The constraint in Care Pathway Workbench 

Conclusion 

Care pathway mining [4,5], which is aimed at discovering the 

frequent and best practices that impact patients in their care 

journeys, can provide meaningful insights into care pathway 

modeling and execution. Though the temporal and data 

preconditions of clinical activities forms the most critical part 

of a care pathway, it is still a challenging problem to mine the 

constraints that can represent the best practices for a specific 

group of patients. In this paper, we proposed a care pathway 

mining method to extract temporal and data constraints that 

are correlated with positive outcomes from EMR. We 

performed a real-world case study using our method on 

different cohorts of diabetes patients, and the results showed 

that our method can discover reasonable constraints for care 

pathways, which has the potential to provide meaningful 

decision support during care pathway execution. 

One limitation of our method is the scalability of the 

constraint mining algorithm. Though the experiments showed 

that the algorithm worked well for care pathways with dozens 

of features and for relatively high thresholds, if it was applied 

to much more features and very low thresholds, its running 

time and space requirement might dramatically increase. In 

future work, a scalable algorihm with parallel computing 

could be developed to improve the runtime performance. 

Another limitation is that the activities, attributes, possible 

operators, and thresholds have to be manually defined before 

constraint mining. Potential improvements for this problem 

include to automatically identify activities and attributes of 

interest from candidate features in EMR by feature selection, 

and to learn possible operators and thresholds from user-

defined sample constraints. Besides, our current method 

cannot extract the exit criteria of activities (e.g., stop using 

fibrates after initiating statins), which are also common and 

important in pathways. In future work, we could modify the 

mining algorithm to support the discovery of the constraints 

for terminating activities that are prone to cause negative 

outcomes in specific conditions.  
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Abstract 

The massive accumulation of biomedical knowledge is re-

flected by the growth of the literature database MEDLINE 

with over 23 million bibliographic records. All records are 

manually indexed by MeSH descriptors, many of them refined 

by MeSH subheadings. We use subheading information to 

cluster types of MeSH descriptor co-occurrences in 

MEDLINE by processing co-occurrence information provided 

by the UMLS. The goal is to infer plausible predicates to each 

resulting cluster. In an initial experiment this was done by 

grouping disease-pharmacologic substance co-occurrences 

into six clusters. Then, a domain expert manually performed 

the assignment of meaningful predicates to the clusters. The 

mean accuracy of the best ten generated biomedical facts of 

each cluster was 85%. This result supports the evidence of the 

potential of MeSH subheadings for extracting plausible medi-

cal predications from MEDLINE. 

Keywords:  

Knowledge Acquisition; MEDLINE; Biomedical Terminol-

ogies. 

Introduction 

The availability of massive datasets in the biomedical domain 

presents challenges and opportunities for data management 

and analysis. One of the most established sources is the litera-

ture database MEDLINE
1

 with over 23 million bibliographic 

records. One of its most valuable assets is metadata annota-

tions performed by domain experts at the U.S. National Li-

brary of Medicine, using the MeSH
2

 indexing vocabulary. 

Such annotations consist of unordered lists of so-called head-

ings, i.e., controlled terms from the MeSH vocabulary, most of 

which are further qualified by subheadings (Table 1). 

Table 1- MeSH annotations of a sample paper (ID= 1341068) 

MeSH Heading with corre-

sponding concept IDs 

(UMLS CUI) 

MeSH Subheading with 

abbreviations  

Gastritis (C0017152) Etiology (ET) 

Gastritis (C0017152) Physiopathology (PP) 

Gastrointestinal Diseases 

(C0017178) 

Etiology (ET) 

Gastrointestinal Diseases 

(C0017178) 

Physiopathology (PP) 

Helicobacter Infections 

(C0079487) 

Etiology (ET) 

Helicobacter pylori 

(C0079488) 

Physiology (PH) 

                                                           

1

 http://www.nlm.nih.gov/pubs/factsheets/medline.html 

2

 http://www.nlm.nih.gov/mesh/ 

The subheading information is not relational; subheadings 

only qualify the subject of what could be a complete statement 

such as, “Helicobacter pylori causes gastritis.” 

These annotations are available via the UMLS [1] Metathesau-

rus (UMLS Meta), a resource that connects over 9 million 

terms for some 2.8 million concepts from more than 130 bio-

medical terminology systems
3

. It provides a file named 

MRCOC5
4

, which contains MeSH annotation co-occurrences. 

This data source has repeatedly been used to extract concept 

associations [2-4], such as between genes and diseases [5], as 

a support for text mining [6], for word sense disambiguation 

[7], and query expansion [8]. 

The large amount of data to be processed requires efficient 

and scalable methods related to big data analysis [9]. Such 

methods entail a distributed framework of multithread, mas-

sively parallelized computing tasks. 

Table 2- Possible predicates between concepts ordered by 

selected  semantic types (columns: subjects; rows: objects) 

 Disease/ 

Syndrome 

Finding Substance Organ-

ism 

Disease/ 

Syndrome 

complicates 

causes 

co-occurs  

with 

occurs in 

diagnoses 

treats 

prevents 

causes 

occurs in 

affected 

by 

causes 

 

Finding 

 

produces 

diagnosed by 

 

complicates 

causes 

co-occurs 

with 

 

treats 

prevents 

causes 

 

affects 

caused by

 

Substance 

 

caused by 

treated by 

prevented by

diagnosed by 

 

treated by 

caused by 

prevented by 

 

interacts 

 

is af-

fected by

produces

 

Organism 

 

caused by 

affected by 

 

caused by 

affects 

 

affects 

produced 

by 

 

interacts 

with 

Here we describe the first experiments to investigate the po-

tential of MeSH annotation co-occurrence data from 

MEDLINE, in concert with machine learning methods and 

additional terminological resources. This is a novel approach 

compared to existing methodologies that use similar resources. 

The main goal is to extract concept-concept predications based 

on statistical associations regarding the distribution of 83 sub-

heading types used in MeSH annotations. We understand by 

predications subject-predicate-object triplets, which convey 

                                                           

3

 http://www.nlm.nih.gov/research/umls/knowledge_sources/ 

  metathesaurus/release/statistics.html 

4

 http://mbr.nlm.nih.gov/MRCOC/MRCOC_Doc_2013.pdf 
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information that is not ontological in the strict sense [10,11] of 

formal, logic-based ontology, but stands for a strong or typical 

association between the subject and the object concept in 

terms of the predicate. For example, the triplet  

<gastritis; has-location; gastric mucosa> 

is ontological, as it can be interpreted that all instances of gas-

tritis are located in some gastric mucosa, whereas 

<gastritis; caused-by; helicobacter pylori> 

cannot be translated in logics. The interpretation is less clear; 

it might be paraphrased as: “It is sufficiently frequent that 

gastritis is caused by helicobacter pylori for this to be consid-

ered in a clinical decision-making process”. 

We focus our experiments on the MeSH headings associated 

with the semantic types Disease/Syndrome and Pharma-

cologic Substance as defined in UMLS Semantic Network 

(UMLS SN). Table 2 lists possible predicates between seman-

tic types as defined in UMLS SN. They represent probable 

predicates that can relate concepts from UMLS Meta that be-

long to such semantic types. Furthermore, we limit our dataset 

to MEDLINE records published in the past five years to sim-

plify the experiments. 

Materials and Methods 

MRCOC provides pairs of concepts that co-occur in the same 

entry of an information source. It summarizes the MeSH 

descriptors that occur together in MEDLINE citations from 

the MEDLINE/PubMed baseline, a snapshot created at the 

beginning of each new MeSH indexing year. In this project we 

have used the version of MRCOC from the UMLS Meta 2014 

AA release. Besides the main headings, MRCOC includes a 

“fingerprint” of MeSH subheadings, such as “DT” (Drug 

Therapy) or “PC” (Prevention & Control). They characterize 

the context in which the first concept occurs in the related 

MEDLINE records. For example, if an article is about the 

prevention of stroke, the concept “Stroke” in the MEDLINE 

record is refined by the subheading “PC”.  

 

Figure 1 - It shows the content of the legacy and updated 

versions of the MRCOC file regarding the co-occurrences of 

C1 and C2 concepts and their corresponding MeSH 

subheadings. 

Since 2013, an updated version of the MRCOC file (size 

131GB)
5

 is provided. Figure 1 shows how the content of the 

legacy and the updated version of MRCOC have changed. In 

the updated version, each line contains a pair of two concepts 

that co-occur in MEDLINE with their corresponding MeSH 

                                                           

5

 http://mbr.nlm.nih.gov/MRCOC.shtml 

subheadings concepts. On the other hand, the legacy version 

had accumulated the MeSH subheadings of every co-

occurrence in two lines, one with the pair of co-occurring con-

cepts and the accumulated subheadings related to the first 

concept, and another with the co-occurring concepts but with 

the accumulated subheadings of the second concept. Conse-

quently, the accumulation of MeSH subheadings now has to 

be computed out of the updated MRCOC file. In MRCOC, the 

MeSH descriptors are represented as UMLS concepts, identi-

fied by concept identifiers (CUIs), and the subheading infor-

mation as two-letter abbreviations (see Table 1). The UMLS 

semantic types and relations (used as a source of candidate 

predicates like in Table 2) were obtained from the files 

MRSTY and SRSTRE1. 

The methodology to extract plausible predications from 

MEDLINE records consists of the following sequential steps: 

(1) aggregate the co-occurring concept pairs and their sub-

heading information; (2) obtain the corresponding log-

likelihood rates (LLRs); (3) cluster the co-occurring concept 

pairs based on the vector of accumulated MeSH subheading 

values; and (4) manually associate meaningful predicates to 

the resulting clusters. 

Aggregate co-occurring concept pairs 

Due to the huge volume of data in our project we applied the 

MapReduce [12] programming paradigm and the Amazon 

cloud services (Amazon Elastic MapReduce
6

, Amazon S3
7

) 

together with Apache Hadoop [13] for generating the aggre-

gated version of MRCOC, as depicted by Figure 2. MapRe-

duce has two procedures: Map(), which filters and sorts the 

elements to be processed; and Reduce(), which takes the re-

sulting elements from Map() and performs operations on the 

accumulated values to the unique key. Input and output data 

are represented as of key/value pairs, thus facilitating data 

access and distribution across several computers. Hadoop is a 

software framework that supports the distributed processing of 

large data sets across clusters of computers. As a result, jobs 

can be easily scaled up and parallelized. We therefore imple-

mented four JobFlowSteps within a JobFlow executed on 

Amazon Elastic MapReduce. The first job filtered (past five 

years, ZY-Yes) the detailed_CoCoccurs_2014.txt.gz file (split 

and uploaded to Amazon S3) and obtained the aggregated 

values for co-occurring concept pairs. 

 

Figure 2 - System architecture in Amazon cloud services of the 

processing of MRCOC file and the calculation of the corre-

sponding likelihood. 

                                                           

6

 http://aws.amazon.com/elasticmapreduce/?nc2=h_ls 

7

 http://aws.amazon.com/s3/?nc2=h_ls 
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Obtaining LLRs 

The log-likelihood rates (LLRs) are calculated to filter co-

occurring concepts that are not significant or without suffi-

cient scientific impact. The LLRs were determined as part of 

the MapReduce JobFlow exploiting the Apache Mahout
8

 im-

plementation along with the aggregation of MRCOC. Thus, 

the Map() procedure populates the intermediate key/value 

pairs by using the first concept (CUI1) combined with the 

second concept (CUI2) as the key, the MeSH subheading ab-

breviations from CUI1 as the value, and, inversely, CUI2 

combined with CUI1 as the key and the MeSH subheading 

abbreviations from CUI2 as the value. The reduce phase gen-

erates the accumulated MeSH subheading vector per key 

“CUI1CUI2” along with the number of times CUI1 and CUI2 

co-occur (#CUI1CUI2). The second job takes the output from 

the first job and computes the absolute number of occurrences 

for CUI1 (#CUI1) and CUI2 (#CUI2). 

The third job performs a reduce-side join on CUI1, adding the 

absolute number of occurrences for CUI1 to the output from 

the first step, with respect to “CUI1CUI2”. The last job once 

again applies a reduce-side join but this time on CUI2, adding 

the number of absolute occurrences for CUI2 to the co-

occurrence under inspection. Now in this final JobFlowStep 

missing parts for calculating the LLR (see Table 3) are re-

solved (#notCUI1notCUI2 #CUI1notCUI2 #notCUI1CUI2), 

and finally the LLR is added to the accumulated subheading 

information. 

Table 3. It shows a summary of the relations between the 

different counts calculated from the concept co-occurrences. 

Co-occurrences CUI1 not occur CUI1 

CUI2 #CUI1CUI2 #notCUI1CUI2 

not occur CUI2 #CUI1notCUI2 #notCUI1notCUI2 

 

Formula (1) shows how the log-likelihood ratio (LLR) [14] is 

computed:  

( ) ( )( )mColsHmRowsHmatrixHLLR −−×= )(2  (1) 

The function H is the Shannon entropy [15]. H(matrix) corre-

sponds to the entropy of #CUI1CUI2, #notCUI1notCUI2, 

#CUI1notCUI2, and #notCUI1CUI2. H(mRows) is the sum of 

entropies of the pairs (#CUI1CUI2, #notCUI1CUI2) and 

(#CUI1notCUI2, #notCUI1notCUI2). H(mCols) is the sum of 

entropies of the pairs (#CUI1CUI2, #CUI1notCUI2) and 

(#notCUI1CUI2, #notCUI1notCUI2). Applying a threshold of 

10.83 (chi-squared test, f=1, p<0.001) to the calculated LLR in 

the last job, we obtain the list of relevant co-occurrences that 

are used for the clustering approach. 

Co-occurrence clustering 

In this phase, the resulting list of co-occurrences is grouped 

based on the accumulated list of MeSH subheadings. The clus-

tering was performed using WEKA [16], which provides a set 

of machine learning algorithms mainly for data mining tasks. 

We chose the simple k-means clustering algorithm. In order to 

decide the types of predicates to assign to the co-occurring 

concept pairs we first identify the UMLS semantic types of 

each concept. In this experiment, we have focused on the 

predications that relate concepts from the semantic types Dis-

ease/Syndrome (T047) and Pharmacologic Substance (T121). 

According to UMLS SN, concepts under these semantic types 

can be related via the predicates (SN relations) diagnoses, 

affects, treats, complicates, prevents, and causes (Figure 3). 

                                                           

8

 http://mahout.apache.org/ 

 

Figure 3 - Excerpt of the UMLS Semantic Network related to 

the predicates (UMLS SN relations): diagnoses, affects, treats, 

complicates, prevents, and causes. 

We used the number of suggested predicates as the parameter 

of the number of clusters to be produced by the k-means algo-

rithm. The preparation of the co-occurring concept pairs in-

volves the division of the list into two, the first list containing 

the co-occurrences Disease/Syndrome concepts with Pharma-

cologic Substance concepts, whilst the second list contains the 

co-occurrences in the inverse order. The reason is that in the 

original record, subheadings are only assigned to the first 

(subject) concept. For example, in C
1
;C

2
;DT, the subheading 

DT (“drug therapy”) refers to C
1
, in C

2
;C

1
;TU, the subheading 

“therapeutic use” (TU) belongs to C
2
. Besides, to normalize 

the frequency of MeSH subheadings for each co-occurrence 

we divided them by the total times the pair of concepts co-

occurs. Consequently, the normalized values are in the range 

0-1. 

Cluster association 

This final phase connects resulting clusters to some of the 

suggested predicates. The matching of predicates to cluster 

and the evaluation of the plausibility of the resulting predica-

tions is a manual task to be performed by domain experts. To 

facilitate the association, we selected the ten best co-

occurrences of each cluster, i.e., the ten nearest co-occurrences 

to each cluster centroid based on their Euclidean distance from 

the normalized MeSH subheading vector to the centroids sub-

heading vector. The experts evaluated the plausibility of each 

collected co-occurrence with the matched predicate of the 

cluster to estimate the accuracy of the inference. The distance 

of the co-occurrences to their corresponding cluster centroid 

and the accuracy of the associated predicate in the cluster in-

dicate the consistency of the inferred biomedical fact. 

Results 

The main result of the project is the definition and implemen-

tation of the methodology to extract meaningful Subject-

Predicate-Object triplets through the processing and clustering 

of statistically associated concepts from MEDLINE records. 

The method was applied only to the predications between dis-

eases and substances, limited also to the years 2009 – 2013, 

where the two concepts are flagged major topics (Flag ZY). 

These co-occurrences were processed and filtered using the 

system described in Figure 2. As a result, we obtained a list of 

17,908 co-occurrences such as “Addison’s Disease” and “Cor-

tisol”, or "Osteoporosis" and "Calcium". 
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The UMLS Semantic Network identifies six different predi-

cates (SN relations) between the semantic types Dis-

ease/Syndrome and Pharmacologic Substance. Therefore, the 

clustering process grouped the list of co-occurrences into six 

different clusters.  

The clustering is based on the subheadings vector of each con-

cept pair. Consequently, some subheadings are more predomi-

nant in one cluster and other subheadings in other clusters. 

Table 4 shows the number of different co-occurrences in each 

cluster. 

Table 4 - Total number of co-occurrences in each resulting 

cluster. 

Cluster 

 

Disease/Syndrome vs. 

Pharmacol. Substance  

0: Diagnosis and Etiology 2,422 

1: Chemically Induced 2,015 

2: Prevention and Control 1,741 

3: Drug Therapy 7,668 

4: Complications and Therapy 2,543 

5: Metabolism and Pathology 1,519 

The clustering process creates the clusters that minimize the 

distance of co-occurrences based on their MeSH subheading 

vectors and indicates the nearest cluster centroid to each co-

occurrence. This means that the co-occurrences are associated 

to only one cluster. This is a limited approach since many 

drugs can both be used to prevent and to treat a disease. How-

ever, we can calculate the distance between a co-occurrence 

and each other cluster and obtain the plausibility of also being 

close to a second or third cluster. Moreover, we can calculate 

the mean values of two cluster centroids and check whether 

the joint cluster represents co-occurrences related to both 

predicates at the same time. 

The manual association of a predicate to each cluster by a do-

main expert produced a list of plausible SPO triplets. To 

evaluate these triplets, we collected the elements nearest to 

each cluster centroids and manually analyzed their accuracy. 

Because this manual evaluation is a time consuming task we 

limited it to the ten best elements of each cluster. Conse-

quently, the domain experts only evaluated 60 plausible trip-

lets. The manual association and evaluation of the predicates 

with clusters provided the following results: 

• Cluster 0 with the predicate diagnoses gave an accuracy 

of 50% and the mean of the distance values for the ten 

nearest co-occurrences is 0.3537. 

• Cluster 1 and the predicate causes were manually associ-

ated. The resulting accuracy of the association is 90% and 

the mean of the distance values is 0.2136 for the top ten 

co-occurrences in the cluster. 

• Cluster 2 was linked to the prevents predicate. It has an 

accuracy of 100% for the ten nearest co-occurrences in 

cluster 2. The mean value of the distances of the top ten 

co-occurrences is 0.2590. 

• Cluster 3 with the treats predicate also has an accuracy of 

100%. The ten nearest co-occurrences were manually ex-

amined and associated to the treats predicate. The mean 

of the distance values of the best co-occurrences in the 

cluster is 0.1621. 

• Cluster 4 was related to the affects predicate. The in-

spected co-occurrences were not clearly related to a more 

specialized relationship and affects was general enough to 

cover them. Therefore, we obtained an accuracy of 100% 

but a mean distance value of 0.3194. 

• Cluster 5 was linked to the causes predicate. The calcu-

lated accuracy is 70% and the mean of the distance values 

of the top ten co-occurrences is 0.2440. 

Discussion 

The association of predicates to co-occurrences presents some 

difficulties. Many of the concepts that co-occur represent gen-

eral terms and, therefore, the acquired facts represent coarse-

grained knowledge. For example, the co-occurrence in cluster 

0 “Drug Allergy” and “Anticoagulants” are related to the 

predicate causes, but in fact, any drug has the potential to 

cause drug allergy. Furthermore, MeSH’s granularity is lim-

ited both regarding disorders and substances. Another problem 

is the ambiguity of co-occurrences from which more than one 

predicate can be inferred. For example, the co-occurrence in 

cluster 0 of the disease concept Coagulation Defect and the 

pharmacologic substance concept Blood Coagulation Factor 

could be linked either to treats if there is a substitution of the 

coagulation factor or to diagnose, because the lack of certain 

coagulation factor proteins in blood is used to diagnose corre-

sponding coagulation defects. This ambiguity is reflected in 

the fact that the clusters have a higher distance value of their 

members to their centroids. We also found that certain asso-

ciations do not correspond to any of the assigned predicates. 

For example, cluster 4 contains the co-occurrence of Asthma 

with Insulin, from the experimental treatment of patients with 

asthma using inhaled insulin [17]. This has not yet been uni-

versally accepted as a therapy, and its translation into a gener-

alizable predicate would be problematic.  

An important observation was that the most predominant 

MeSH annotations mostly agreed with the assigned predicate 

and, hence, they could be used to support the manual curation 

done by the physicians. For example, in cluster 3 the most 

predominant subheading was Drug Therapy, which corre-

sponded quite well to the assigned predicate treats. 

In general, we have observed a good correlation between the 

accuracy of the predicates and the distance values of co-

occurrences, i.e., the lower the accuracy the higher the dis-

tance values to the centroid of the cluster. For example, the 

treats predicate, which exhibited an accuracy of 100% based 

on the nearest ten members of cluster 3, is related to more 

specialized concepts such as Cerebrovascular accident and 

Alteplase, and, thus, the distance to the centroid of cluster 3 is 

lower than in the other clusters. On the other hand, the cluster 

0 has an accuracy value of 50% for the predicate diagnoses 

and the mean value of the distance of the top ten co-

occurrences is 0.3537. 

Conclusions and Further Work 

MapReduce and cloud services have demonstrated the 

potential of big data analysis, with the processing of more than 

11 million co-occurences in minutes, a process that would take 

hours in a centralized single-thread architecture. It will 

therefore be no problem to extend the analysis to the complete 

dataset, including all annotations, even inferred ones, and 

possibly extending it to additional features extracted from 

titles and abstracts. 

Our methodology demonstrated its ability to extract biomedi-

cal facts from MEDLINE records. However, there was a focus 

on very general statements due to the predominance of coarse-

grained MeSH headings. Consequently, the acquired knowl-

edge may be trivial for experts but could be of interest to lay 

persons in medical domain. We plan to improve the specificity 

of the generated facts by including additional knowledge from 
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bibliographic records using Natural Language Processing 

methods that recognize terms in abstracts and map them to 

SNOMED CT and other more fine-grained terminologies. In 

this case, subheading information can still be used if one of 

the two concepts stems from the MEDLINE metadata.  

More evaluation would be necessary to rate the plausibility or 

correctness of the extracted facts, in order to assess the suit-

ability of our methods for different use cases and to detect 

weaknesses that could trigger methodological modifications or 

enhancements. 

Considering that every pair of co-occurring concepts provides 

two different subheading vectors, because the subheadings 

associated with either concept are different, a more subtle dis-

tinction between the extracted facts would be possible. Other 

information could be obtained from the analysis of temporal 

trends, publication types, or the extraction of negations and 

other epistemic information (e.g., “does not influence”, “no 

evidence of”) from titles and abstracts. 
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Abstract 

Perioperative bleeding (PB) is associated with increased 

patient morbidity and mortality, and results in substantial 

health care resource utilization. To assess bleeding risk, a 

routine practice in most centers is to use indicators such as  

elevated values of the International Normalized Ratio (INR). 

For patients with elevated INR, the routine therapy option is 

plasma transfusion. However, the predictive accuracy of INR 

and the value of plasma transfusion still remains unclear. 

Accurate methods are therefore needed to identify early the 

patients with increased risk of bleeding. The goal of this work 

is to apply advanced machine learning methods to study the 

relationship between preoperative plasma transfusion (PPT) 

and PB in patients with elevated INR undergoing noncardiac 

surgery. The problem is cast under the framework of causal 

inference where robust meaningful measures to quantify the 

effect of PPT on PB are estimated. Results show that both 

machine learning and standard statistical methods generally 

agree that PPT negatively impacts PB and other important 

patient outcomes. However, machine learning methods show 

significant results, and machine learning boosting methods 

are found to make less errors in predicting PB.  

Keywords: 

Blood Transfusion; Bleeding; Treatment  Effect; 

Classification; Machine Learning; Electronic Health Records.   

Introduction 

Bleeding in patients undergoing surgical procedures is a 

serious and relatively common complication that has been 

found to be associated with increased health care resource 

utilization, morbidity, and mortality. Although the origin of 

bleeding during surgery may be due to multiple factors, 

surgical factors and pre-existing abnormalities of the 

hemostatic system represent the principal causes of significant 

perioperative hemorrhage.[1] Excessive bleeding, reoperation 

for bleeding, and the need for transfusion of blood products 

are common both during and shortly after some types of 

surgical procedures. In spinal surgery, for example, between 

30% and 60% of patients require allogeneic blood 

transfusion.[2] Reoperation for bleeding and administration of 

blood products are associated with postoperative 

complications including transfusion-associated lung injury 

(TRALI).[3] Despite the known negative effect on 

immunomodulation and increased risk of postoperative 

complications and mortality, various studies have shown large 

variability in the use of blood products among different 

centers, and even among individual anesthesiologists within 

the same center.[4, 5] For example, the number of red blood 

cell (RBC) units transfused annually in the US alone is about 

14 million. Cost-wise, at an estimated cost of $761 per unit of 

RBC, this amounts to $10.5 billion in health care 

expenditures.[4] Therefore, strategies to minimize the need for 

allogeneic blood transfusions and perioperative bleeding 

complications are of great interest.  

A key step to reduce the need for transfusion of allogeneic 

blood product is to assess patients who might bleed pre-

transfusion. This might involve the identification of patients 

with impaired hemostasis and increase bleeding risk. 

However, our ability to predict these adverse events, typically 

estimated with a combination of patient- and procedure-

related factors,[6] is incomplete. For patient-related factors, 

substantial emphasis is often placed on preoperative screening 

tests, such as the international normalized ratio (INR): a major 

driver for  decisions about preoperative plasma transfusion.[7] 

Fresh frozen plasma infusions are commonly used to improve 

coagulation or clotting and are the main therapy option for 

patients with elevated INR. A large proportion of the plasma 

components are transfused in the perioperative 

environment,[7,8] however, they are frequently administered 

prophylactically in the absence of significant active bleeding. 

This practice persists despite a growing body of literature 

questioning its efficacy.[8, 9] Moreover, plasma transfusions 

are increasingly recognized as important contributors to 

transfusion-related complications, including allergic reactions, 

TRALI, and transfusion-associated circulatory overload 

(TACO).[3, 10] 

The goal of this study is to apply advanced machine learning 

methods to study the effect of preoperative plasma transfusion 

(PPT) on perioperative beeding (PB). The study is built on 

recent work described in Jia et al.[11] Based on propensity 

score matching estimated via standard statistical methods, Jia 

et al showed that PPT does not improve PB complications for 

patients with high INR scores. Generalized linear models such 

as logistic regression or linear regression are frequently used 

to estimate the propensity scores and models for the outcome. 

However, parametric models require assumptions regarding 

the functional form, distribution of the variables, and variable 

selection. If any of these assumptions are incorrect, the 

derived causal relationship may be misleading. Contrary to 

statistical approaches, machine learning methods can estimate 

complex relationships between the outcome and observed 

variables producing consistent estimates of the propensity 

scores and hence more reliable causal relationships. 

Unlike the standard statistical analyses in Jia et al,[11] this 

work investigates the causal relationship between PPT and PB 
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by making use of modern machine learning algorithms to 

obtain consistent and reliable relationships. The relationship 

between PPT and other secondary outcomes such as 

intraoperative RBC transfusion (Intra-RBC), blood loss, Re-

operation for bleeding (Re-OP), need for ICU care, ICU 

length of stay (ICU-LOS), hospital length of stay (LOS), and 

mortality are also studied. Different from the approach in Jia 

et al,[11] the analyses in this study are geared towards 

designing advanced techniques to identify early patients who 

might bleed during or after a surgical operation. In particular, 

in the interesting case where potential non-bleeding patients 

are identified, a more conservative practice can be adopted in 

which PPT is administered not only based on elevated INR, 

but on accurate predicted individual need for PPT. The 

presented work is an initial step towards achieving this larger 

goal. In this light, the problem is studied under the framework 

of causal inference by estimating the causal effect of the 

treatment (in this case PPT). Thus, estimates of the average 

treatment effect for those who received PPT can be used to 

quantify the independent association of PPT with PB. The 

computed average treatment effect can be regarded as a form 

of attributable risk, comparing the overall risk of bleeding to 

the risk of bleeding for those who received PPT.[12] Large 

values can be interpreted as increased risk of bleeding. 

Although machine learning methods have been applied 

extensively in healthcare, to the best knowledge of the 

authors, their use for estimating the causal treatment effect of 

blood product transfusion has not been investigated. Thus, 

besides being one of the first works on the application of 

machine learning for blood transfusion, this paper strives to 

study PPT on several important patient outcomes in the 

context of causal inference by computing robust estimates of 

the average effect of PPT that can be used to answer questions 

like “what and how big is the effect of PPT on patient 

outcomes?” 

Data Structure and Parameter of Interest  

 

 

  

 

 

 

This study is based on an observational comparative 

effectiveness research analysis using a cohort design 

described in Jia et al [11] that was approved before 

initialization and this study followed all guidelines for 

strengthening and reporting of observational studies. 

The structure of the data used in this study has the typical 

structure of causal inference. The observations for each 

patient are given by ( X, Y, Z) where {0,1}∈Z  is the 

treatment indicator with Z=1 if patient was treated or Z=0 if 

patient was not treated. X is a vector of baseline covariates 

that records information specific to each patient prior to 

treatment. Y  is the outcome variable such as perioperative 

bleeding, with  Y = 1 if bleeding or  Y = 0 if no bleeding. Y 

can also be continuous, such as in LOS. 

In observational studies the vector of covariates  X could be 

related to both the potential outcome of interest  Y and the 

treatment administered  Z. Since  Z and  Y are affected by  X,  

Z is therefore not independent of  Y. Since  X can affect both 

the probability of treatment and the probability of the outcome 

it is referred to as confounders. Ignoring the potential 

confounding effects of patient characteristics may lead to 

biased estimation of the treatment effect.[13] Thus, it is vital 

in observational studies to address potential bias due to 

confounding. Unbiased estimates of the parameters of interest 

can be obtained after controlling for observed characteristics, 

for example with propensity scores (PS) estimated via 

parametric regression methods.[14] However, unbiased 

estimates can only be obtained if the regression models are 

correctly specified. To minimize bias due to model 

misspecification, machine learning methods have been 

employed recently to find the best-fitting model for the data, 

thus producing consistent estimates of the propensity scores. 

These methods have been shown in numerous simulation 

studies to be able to reduce bias due to model 

misspecification.[15, 16] 

 

 

 

 

 

 

 

 

 

To define the parameter of interest, the problem is viewed 

under the potential outcome framework first introduced by 

Rubin [17] and the recent population intervention model 

proposed in Hubbard and Van Der Laan.[18] The potential 

outcome model defines the effect of the possible levels of 

treatment  Z = 1 or  Z = 0 for each patient and allows for the 

consideration and estimation of what would have happened if 

a patient receives a particular treatment, possibly contrary to 

what the patient actually received. This counterfactual 

procedure allows for the definition of summary measures that 

quantify the effect of the treatment. Figure 2 illustrates the 

potential outcome modeling procedure. The general procedure 

is to use a model to estimate the outcome of interest had the 

entire population been treated or not treated and compare the 

two estimates. 

With the goal of reducing bleeding risk and optimization of 

plasma transfusion, this work is interested in studying for 

from those who received PPT, what would have happen if 

they did or did not receive PPT. Thus, measures like the 

average treatment effect for the treated (ATT) or the average 

treatment effect for the control (ATC) is of interest. ATC is 

defined as [ ] ][0,=|[= YXZY
X

EEE −ψ , where 
X

E  

denotes the expectation with respect to X (see [18, 19] for 

more details). ATC can be regarded as a type of attributable 

risk, since it compares the overall mean of the outcome to the 

mean of the population of interest average over strata of  X. 

Estimation Methods  

Assuming no other unobserved variables are present, the 

relationships between the observed variables are shown 

graphically in Figure 1. From the graphical representation, the 

Figure 1: Causal Graph and Confounding 

Figure 2: Potential Outcome (What If) Model
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factorized data likelihood can be written as: 

��� ���� ���� ��� ��
z

Q
g

ZXYXZXZYX ),|(Pr)|(Pr)(Pr=),,(Pr  

Node  Z in Figure 1 is of great interest in causal inference as 

the goal is to determine what happens to the outcome when 

some intervention is done on Z. The probability 

)|(Pr=)|( XZXZg  represents the propensity or the 

causal disposition of the treatment to produce or create some 

outcome. )( XQ
z

 is the outcome model which represents the 

mean value of the outcome  Y given  Z and  X. With the 

factorized data likelihood, different approaches can be used to 

answer the question  "what and how big is the effect of PPT 

on PB ?" 

For a meaningful measure of treatment effect, two robust 

estimation methods are considered for estimating the 

parameter ψ : Double Robust (DR) and Targeted Maximum 

Likelihood (TMLE) Estimation. More in-depth treatment of 

these estimators can be found in [18, 19]. 

Doubly Robust Estimator   

The Doubly Robust (DR) estimator for ATC is derived in [18, 

19] and given by  
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 Where I is the indicator function, )|0=(ˆ XZg  and 

)(
ˆ
0

XQ  are estimates of )|0=( XZg  and )(
0

XQ  

respectively.  

Doubly robustness means that 
DR

ψ  is a consistent estimate of 

the causal treatment effect when either gˆ  or 
0

ˆ

Q  is a 

consistent estimate of g  and 
0

Q  respectively. 

Targeted Maximum Likelihood Estimator (TMLE)  

From the definition of the DR estimator, the occurrence of g  

in the denominator shows that the estimator may blow up 

when gˆ  is not well-bounded. For some patients where 

estimates of g  is close to zero, 
DR

ψ  may be unstable. The 

lack of boundedness in gˆ  is a violation of one of three 

identifying assumptions: namely, the positivity or 

experimental treatment assumption (ETA) that requires 

1<)|(<0 XZg . See [19] for a more thorough discussion 

of these assumptions. 

To solve this problem, the Targeted Maximum Likelihood 

Estimator (TMLE) was proposed in [20]. Like DR, TMLE is 

also double robust and locally efficient. The technical details 

of this estimator are beyond the scope of this paper and the 

interested reader is referred to the cited reference for more 

details. 

Machine Learning Methods  

Traditionally, the estimation of the functions g  or 
0

Q  is 

performed using generalized linear models such as logistic 

regression or ordinary least squares. However, these 

parametric approaches are prone to model misspecification. 

An alternative and more attractive approach is to employ 

machine learning methods. Machine learning aims to infer the 

true relationship between the outcomes and covariates through 

a learning procedure. Bias in the estimates resulting from 

model misspecification can thus be reduced. 

This work makes aggressive use of six machine learning 

methods: Support Vector Machine (SVM), Neural Networks 

Using Model Averaging (NNET), AdaBoost (Stochastic 

gradient boosting), randomForest (RF), random k-nearest 

neighbor (rKNN), and Generalized Boosted Regression 

Models (GBM). A comprehensive review of these supervised 

learning techniques can be found in.[21] rKNN is a recent 

algorithm that builds multiple k-nearest neighbor classifiers or 

regression models and combines them using a similar strategy 

as in the RF algorithm.  

Experiments 

This section describes the experimental setup: the study 

population, covariate balancing, and variable importance.  

Study Population 

To be considered for this study, patients must meet the 

following criteria: age ≥  18 years, noncardiac surgery and an 

INR 1.5≥  in the 30 days preceding surgery. See Jia et al [11] 

for more details on the selection criteria and data source. 

Between January 1, 2008, and December 31, 2011, a total of 

155,492 patients aged ≥  18 years underwent noncardiac 

surgery at the participating institution. Of them, 14,743 had an 

INR measured within 30 days of the index surgical procedure, 

with 1,234 having an INR ≥  1.5. This latter group comprised 

the study population. 

Baseline patient demographics include age, weight, gender, 

and American Society of Anesthesiologists Physical Status I-

V classifications (ASA). Disease conditions included 

myocardial infarction, congestive heart failure, 

cerebrovascular disease, dementia, chronic pulmonary disease, 

connective tissue disease, diabetes mellitus, tumor, etc. 

Preoperative laboratory test results included INR, 

hemoglobin, creatinine, albumin, and activated partial 

thromboplastin time. Preoperative medications such as aspirin, 

clopidogrel, and heparin were also included in the models.     

Covariate Balancing and Variable Importance  

In causal inference, the models do not have to only fit the data 

well, but also represent (and hence balance) the features of 

patients who received PPT and patients who did not. Thus an 

initial investigation using RF was performed to determine if 

there are confounding covariates in the study population. See 

Jia et al [11] for the results from standard univariate and 

multivariate statistical approach in balancing the data. 

First, RF variable importance measure was used to identify 

features that are statistically associated with PPT (results not 

shown). The method described in Luz Calle et al [22] was 

used to estimate p-values. Then a robust Covariate Balancing 

Propensity Score (CBPS) method [23] was applied to estimate 

propensity scores by maximizing the average treatment effect 

(ATE). The estimated propensity scores were then used in a 

non-parametric matching algorithm described in Ho [24] to 

pair patients who received PPT to patients who did not. Table 
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1 shows, under the covariate balancing columns, the RF 

permutation variable importance p-values based on the Gini 

impurity measure for the adjusted and unadjusted covariates. 

Similarly to the results in Jia et al,[11] the RF variable 

importance identified many between-group differences. 

However, after performing CBPS, the all non-significant p-

values under the Adjusted column of Table 1 indicates that the 

propensity score matching was effective in addressing 

covariate imbalance. 

Second, the same RF permutation variable importance 

measure was again applied to the CBPS balanced data to 

identify statistical relevant predictors of perioperative 

bleeding. The last column of Table 1 shows that Clopidogrel , 

Peptic Ulcer, Chronic Renal Failure, and Creatinine are 

significant risk factors for bleeding at the 5% significance 

level. 

Results  

This section presents the main results: Estimates of treatment 

effect of preoperative plasma transfusion on perioperative 

bleeding and other important patient outcomes. For each 

estimation method described in section 3, the g  and 
z

Q  

functions are estimated using the six machine learning 

methods. For comparison with standard regression methods, 

g  is also estimated with logistic regression (LR) while 
z

Q  is 

estimated with LR or linear regression depending on whether 

the outcome is binary or continuous .  

For each method, the parameter estimate, standard error, and 

significance represented by two sided p-value are reported. 

All computations were performed using a modified version of 

the R statistical package multiPIM,[25] a causal inference 

approach to variable importance analysis. The standard 5-fold 

cross-validation training procedure was followed for all 

experiments. 

Table 1: Random forest variable importance p-values for 

balanced and unbalanced data and risk factors for bleeding 

  Bleeding

Variables  Unadjusted  Adjusted  Risk Factors

Clopidogrel 0.050 0.950 0.030

Peptic Ulcer 0.673 0.459 0.033

Chronic Renal Failure 0.741 0.094 0.040

Creatinine 0.864 0.218 0.040

PLT 1.000 0.455 0.080

ASA Recoded 0.012 0.589 0.237

Hemiplegia 0.553 0.898 0.263

Coumadin 0.493 0.359 0.321

Peripheral Vascular 0.770 0.838 0.435

Dementia 0.553 0.697 0.465

MI 0.387 0.790 0.466

Age 0.365 0.218 0.474

Cancer 0.864 0.721 0.488

Lymphoma 0.447 0.357 0.512

DM organ damage 0.367 0.545 0.516

Heparin 0.072 0.403 0.559

Aspirin 0.473 0.242 0.565

Hemoglobin 0.679 0.253 0.576

Cancer meta 0.870 0.647 0.602

INR 0.946 0.453 0.616

Connective Tissue Disease 0.176 0.481 0.703

Gender 0.922 0.818 0.724

Leukemia 0.926 0.425 0.796

Cerebrovascular Disease 0.645 0.896 0.806

Pulmonary Disease 0.220 0.118 0.854

Emergency 0.002 0.561 0.872

DM 0.906 0.737 0.920

Procedure categories 0.008 0.541 0.976

Congestive Heart Failure 0.904 0.828 0.982

Liver Disease 0.445 0.224 1.000

      Covariate Balancing

 

 

Table 2 presents estimates of ψ , the average treatment effect 

of PPT on PB and other outcomes for the untreated. Assuming 

that the ETA assumption hold from Young et al,[19] a value 

of 0.05= −ψ  in the table for a binary outcome can be 

interpreted as: “The effect of preoperative plasma transfusion, 

given that all patients in the population are not transfused, is 

to reduce the risk of the outcome by 5 percentage points”. 

Table 2: Impact of plasma transfusion on perioperative 

bleeding and other important patient outcomes 

 Estimator  Outcome  Statistics  LR  SVM  NNET  AdaBoost  RF  rKNN  GBM

 -0.010 -0.016 -0.014 -0.011 -0.008 -0.015 -0.022

 SE 0.005 0.004 0.004 0.004 0.002 0.005 0.006

 p-values 0.186 0.000 0.007 0.032 0.008 0.006 0.001

 -0.010 -0.017 -0.016 -0.011 -0.008 -0.015 -0.022

 SE 0.005 0.004 0.004 0.004 0.003 0.004 0.006

 p-values 0.186 0.000 0.001 0.040 0.009 0.007 0.001

 -0.014 -0.027 -0.017 -0.014 -0.013 -0.022 -0.031

 SE 0.005 0.005 0.005 0.005 0.003 0.005 0.006

 p-values 0.049 0.000 0.002 0.019 0.001 0.000 0.000

-0.058 -0.301 -0.244 -0.076 0.018 -0.200 -0.171

 SE 0.121 0.089 0.129 0.113 0.070 0.094 0.118

 p-values 1.000 0.001 0.119 1.000 1.000 0.066 0.299

 -0.014 -0.022 -0.017 -0.011 -0.012 -0.021 -0.024

 SE 0.005 0.004 0.005 0.003 0.003 0.005 0.005

 p-values 0.057 0.000 0.002 0.003 0.001 0.000 0.000

 -0.010 -0.018 -0.013 -0.011 -0.012 -0.008 -0.022

 SE 0.005 0.004 0.005 0.004 0.003 0.005 0.006

 p-values 0.185 0.000 0.031 0.041 0.000 0.459 0.001

 -0.010 -0.017 -0.012 -0.011 -0.013 -0.017 -0.022

 SE 0.005 0.004 0.005 0.004 0.003 0.005 0.006

 p-values 0.185 0.000 0.076 0.049 0.000 0.002 0.001

 -0.014 -0.029 -0.022 -0.013 -0.016 -0.007 -0.031

 SE 0.005 0.005 0.005 0.005 0.003 0.005 0.006

 p-values 0.047 0.000 0.000 0.050 0.000 1.000 0.000

 -0.058 -0.157 -0.171 -0.136 -0.085 -0.195 -0.170

 SE 0.121 0.105 0.113 0.109 0.071 0.094 0.119

 p-values 1.000 0.267 0.263 0.426 0.456 0.075 0.309

 -0.014 -0.077 -0.019 -0.008 -0.015 -0.019 -0.025

 SE 0.005 0.008 0.005 0.003 0.003 0.004 0.005

 p-values 0.055 0.000 0.000 0.099 0.000 0.000 0.000

 Intra-RBC

 Re-OP

 ICU-LOS

 Intra-RBC

 Re-OP

ICU-LOS

 ICU-Care

DR 

TMLE

  ICU-Care

PB

 PB 

ψ

ψ

ψ

ψ

ψ

ψ

ψ

ψ

ψ

ψ

 

Table 3:  Accuracy measures for predicting perioperative 

bleeding if plasma transfusion was not administered  

 Classifier  PCC  PCC.se  AUC  AUC.se  sens  sens.se  spec  spec.se

AdaBoost 0.792 0.017 0.868 0.016 0.734 0.031 0.824 0.020

GBM 0.791 0.017 0.864 0.016 0.772 0.029 0.801 0.021

LR 0.786 0.017 0.860 0.016 0.734 0.031 0.816 0.020

NNET 0.767 0.018 0.852 0.016 0.717 0.031 0.796 0.020

RF 0.808 0.016 0.863 0.016 0.673 0.033 0.884 0.017

rKNN 0.765 0.018 0.842 0.017 0.709 0.032 0.796 0.021

SVM 0.739 0.018 0.823 0.018 0.734 0.030 0.743 0.022
 

Overall, all algorithms confirmed that PPT increases the risk 

of PB and all other considered outcomes. However, machine 

learning methods turn to generate significant results as 

illustrated by the small p-values. The significant results at the 

5% level are highlighted. Results from machine learning 

methods show that PPT significantly impacts PB and 

Intraoperative RBC transfusion by 1-2 %, and need for ICU 

care by 1-7%. While PPT negative impacts ICU length of 

stay, hospital length of stay, and mortality (results not shown), 

the effects are not statistically significant. 

The performance measures of the classifiers in predicting PB, 

assuming the counterfactual that no patient was administered 

PPT, is shown in Table 3. PCC is the percent of cases 

correctly classified (accuracy), AUC is the area under the 

receiver operating characteristic curve, while sens and spec 

are the sensitivity and specificity, respectively. Standard 

errors are also shown. The overall performance of the 

classifiers was very good with boosting methods tending to 

show a slightly better performance.   

The performance of the two estimators (DR and TMLE) 

appear to be quite comparable, especially for logistic and 

linear regression. However, as noted earlier, DR may be 

unstable when the estimated propensity scores are close to 

zero. No such instability was observed for the analysis in this 

paper.  

Conclusion and Future Work  

This work employed advanced machine learning methods to 

measure the effectiveness of plasma transfusion from 

observational data. The method applies a causal modeling 

framework that establishes a causal relationship between 

administering plasma transfusion and perioperative bleeding 

based on two robust estimation procedures. The paper 

provides meaningful interpretation of the estimation results 

which are more intuitive to understand than estimated 

coefficients from regression models. 

C. Ngufor et al. / Effects of Plasma Transfusion on Perioperative Bleeding Complications724



Results from the analysis show that population wise, the 

action of not administering plasma product has the impact of 

reducing bleeding and positive effects on other patient 

important outcomes. These results are not new, as several 

authors have derived these results. However this paper takes a 

causal approach based on modern machine learning to 

quantify in a meaningful way the effect of not transfusing. 

Given that, on average, no plasma transfusion reduces the risk 

of bleeding, an interesting problem warranting further 

investigation is: “Can machine learning methods be used to 

identify a sub-population for which no plasma transfusion 

increases the risk of bleeding?” This paper is an initial step to 

answering this important question. 
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Abstract 

The quantification of fat depots on the surroundings of the 

heart is an accurate procedure for evaluating health risk 

factors correlated with several diseases. However, this type of 

evaluation is not widely employed in clinical practice due to 

the required human workload. This work proposes a novel 

technique for the automatic segmentation of cardiac fat pads. 

The technique is based on applying classification algorithms 

to the segmentation of cardiac CT images. Furthermore, we 

extensively evaluate the performance of several algorithms on 

this task and discuss which provided better predictive models. 

Experimental results have shown that the mean accuracy for 

the classification of epicardial and mediastinal fats has been 

98.4% with a mean true positive rate of 96.2%. On average, 

the Dice similarity index, regarding the segmented patients 

and the ground truth, was equal to 96.8%. Therfore, our 

technique has achieved the most accurate results for the 

automatic segmentation of cardiac fats, to date. 

Keywords: 

Segmentation; Classification; Epicardial fat; Mediastinal fat; 

Adipose tissue; Computed tomography; Data mining; Cardiac 

fat. 

Introduction 

Extensive studies address the importance of the epicardial and 

mediastinal (due to a nomenclature inconsistency some call it 

pericardial) fats and their correlation with pathogenic profiles, 

risk factors and diseases [1,2]. Some work [3] associates both 

mediastinal and epicardial fats to carotid stiffness; others [4] 

associate them to atherosclerosis, coronary artery calcification 

and others health risk factors. Sicari et al. [5] have shown as 

well how mediastinal fat rather than epicardial fat is a 

cardiometabolic risk marker.  

An increasing demand for medical diagnosis support systems 

has been observed jointly to the computational evolution in 

the last years. Systems of this kind speed up the tedious and 

meticulous analysis conducted by physicians or technicians on 

patients’ medical data. In several cases there is a huge amount 

of data to be analyzed and, therefore, the diagnosis may lack 

of precision and suffer noticeable inter and intra-observer 

variation [6].  

The automated quantitative analysis of epicardial and 

mediastinal fats certainly adds a prognostic value to cardiac 

CT trials with an improvement on its cost-effectiveness. 

Iacobellis et al. [7] have shown that the epicardial fat 

thickness and coronary artery disease correlate independently 

to obesity, which supports individual segmentation of these 

adipose tissues rather than merely and simply estimating its 

volume based on the patient overall fat. 

Latterly, three imaging techniques appear suitable for 

quantification of these adipose tissues, namely Magnetic 

Resonance Imaging (MRI), Echocardiography and Computed 

Tomography (CT). Each has been used in several medical 

studies [5,8,9]. However, CT provides a more accurate 

evaluation of fat tissues due to its higher spatial resolution 

compared to ultrasound and MRI [10]. In addition, CT is also 

widely used for evaluating coronary calcium score [9]. 

Literature Review 

Semi-automated segmentation methods for epicardial fat have 

been proposed since 2008. Dey et al. [11], for instance, apply 

a preprocessing step to remove all other structures from the 

heart by using a region growing strategy. An experienced user 

is required to scroll through the slices and to place from 5 to 7 

control points along the pericardium border if visible. Thus, 

Catmull-Rom cubic spline functions are automatically 

generated to obtain a smooth closed pericardial contour. 

Finally, since the epicardial fat is inside this contour it is 

simply accounted by thresholding. In [12], a method is 

proposed for the segmentation of abdominal adipose tissue. 

The work of Kakadiaris et al. [13] has further extended the 

method to the segmentation of the epicardial fat. 

Coppini et al. [10] focused on reducing the user intervention. 

On their method, an expert is still necessary to scroll through 

the slices between the atrioventricular sulcus and the apex in 

order to place some control points on the pericardium layer. 

The amount of required control points is not clearly described. 

Nevertheless, the amount of slices to be analyzed is apparently 

less than that of the method proposed by Dey et al. [11]. 

Coppini et al. also present their solution in a 3D space. The 

overall focus of their work was to describe their method 

mathematically. Nevertheless, the authors did not address the 

achieved general accuracy. 

Barbosa et al. [14] proposed a more automated segmentation 

method for the epicardial fat. They use the same preprocessing 

method from Dey et al. [11] and further apply a high level 

step for identification of the pericardium by tracing lines 

originating from the heart’s centroid to the pericardium layer 

and interpolating them with a spline. Although this approach 

may be of simple complexity and highly applicable for 

virtually any proposed method in the field, the reported results 

are not impressive. Only 4 out of 40 images were correctly 

segmented in a fully automatic way. 

As far as we know, Shahzad et al. [15] proposed the first fully 

automated method for epicardial fat segmentation. Their 

method uses a multi-atlas based approach to segment the 

pericardium. The multi-atlas approach is based on registering 

several atlases (8 in this case) to a target patient and fusing 

these transformations to obtain the final result. They selected 
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98 patients for evaluation and reported a Dice similarity index 

of 89.15% to the ground truth and a low rate of approximately 

3% of unsuccessful segmentations. Nevertheless, they did not 

provide any measurements of the overall processing time. 

Ding et al. [16] proposed, in 2010, an approach similar to the 

method of Shahzad et al. [15]. They segment the pericardium 

using an atlas approach, which consists of a minimization of 

errors after applying transformations to the atlas along with an 

active contour approach. The mean Dice similarity coefficient 

was 93% and they claim that their result was achieved in 60 

seconds on a simple personal computer. Although their 

segmentation seems to be the most precise in the literature, the 

reported computational time is oddly described. That is, 60 

seconds is considered too fast for segmenting and 

transforming an entire patient scan, which consists of roughly 

50 images. They also present a work [17] that segmented the 

aorta instead of the pericardium and compare their time (60 

seconds) to the 15 minutes of the former. If these 60 seconds 

correspond to just the time it takes for the algorithm to 

minimize the transformations, then this comparison is not 

feasible. Furthermore, they report that their approach had the 

atlases’ images pre-aligned to a standard orientation and that 

there is a comparison with just one of these atlases to speed up 

the process. The remaining pericardium contour follows the 

pre-aligned pattern, which is a reported limitation. Besides, 

they did not describe how each one of these atlases is chosen 

as suitable for each possible case. 

Materials and Methods 

We define the fat located within the epicardium as epicardial 

fat, corroborating with the majority of published works [4-

8,10]. Furthermore, by following the same “first outer 

anatomical container” logic, we conclude that mediastinal fat 

is the best definition for the fat located on the external surface 

of the heart or fibrous pericardium. In other words, the 

mediastinal fat is located within the mediastinal space as long 

as it is not epicardial (i.e., it is not located within the 

epicardium). Furthermore, we have used CT scans from two 

manufactures (Siemens and Philips), which configures this 

work as being multi-manufacturer. 

Molteni [18] associates values around -100 Hounsfield Units 

(HU) to the overall fat of the human body. Coppini et al. [10] 

and Shmilovich et al. [19] defined the cardiac adipose tissue 

range as starting from -190 to -30, Spearman et al. [20] 

defined it as from -195 up to -45, and Shahzad et al. [15] 

defined it as from -200 to -30. In this work, we consider the 

largest addressed interval for the cardiac fat, which 

corresponds to the one considered in the work of Shahzad et 

al., i.e., from -200 to -30 HU.  

Overview 

We propose an automatic segmentation for the epicardial and 

mediastinal fats based on two main principles, namely (1) an 

intersubject registration and (2) a classification step. For the 

whole segmentation process we have used CT images ranging 

from -200 to -30 HU on the axial plane. However, we believe 

that our methodology can be easily adapted to other ranges 

and also to other modalities. 

Image registration can be defined as the process of matching 

characteristics of images in order to find alignments that 

minimize the variation between overlapping pixels [22]. Such 

processes are included in panoramic assemblages, medical 

images, time series alignments [23,24] and many others. 

Registration is also alternatively treated as an optimization 

problem with the goal of finding the spatial mapping that will 

bring images, parts of them, or even a combination of these 

parts into minimal variation. 

Machine learning algorithms are often divided in two main 

categories: (1) supervised and (2) unsupervised methods. The 

algorithm is categorized as supervised when it explicitly 

evaluates the class attribute of a training set as the predictive 

label desired to attach to an incoming unlabeled instance. 

Furthermore, when this assumption is formalized, the class 

attribute heavily induces the generated predictive model. 

However, without the formalization, the algorithm is defined 

as unsupervised and the class induces no heavy influence but 

of a normal attribute to the predictive model when, of course, 

it is not disregarded from the training pace. Classification 

algorithms are always categorized as supervised learning 

methods while clustering algorithms are often unsupervised. 

Registration 

In a previous work we extensively described the methodology 

of our intersubject registration [25]. Summing up, it is 

composed of (1) creating an atlas of the retrosternal area, (2) 

using this atlas to recognize the same area of an incoming 

instance, and (3) using a heuristical method to reinforce the 

chosen position. The atlas assemblage is done by (1) 

converting a number of CT slices to the fat range where black 

represents the background, (2) manually selecting the position 

of the retrosternal area, (3) thresholding each selected area to 

0 or 1 (binary image) and finally, (4) performing an arithmetic 

mean of the binary images. The final image of Figure 1 is the 

result of the described process conducted for 10 randomly 

chosen patients. Thereafter, the proposed registration consists 

of fusing two approaches: a landmark with an atlas approach. 

The landmark approach is defined as when two selected points 

from the subjects to be registered are used as reference (in this 

case, the center of the retrosternal area) [26]. Finally, the 

retrosternal area is defined as the region at the back of the 

sternum and, in this case, it frequently captures parts of the 

heart if it is relatively close to the thorax as well as few parts 

of the thorax as shown in Figure 1 by the rectangles in red. 

 

Figure 1 – Atlas of the retrosternal area. 

Once the atlas is assembled it is considered immutable for any 

subject to be registered. The following step is to displace the 

atlas image on top of any cardiac CT image that is on the 

proper fat range and that has the retrosternal area visible and, 

to compute a similarity score associated to every possible 

position of the atlas. A weighted mutual information (WMI), 

as shown in Equation (1), was chosen for computing the 

similarity score. Hence, we are autonomously recognizing the 

pattern of the retrosternal area on an arbitrary patient in order 

to suppose its location. After assuming its location on the 

basis of the WMI score, a heuristical confirmation method was 

applied to reinforce the chosen position. Once the position is 

set, all the retrosternal areas of the patients being registered 

are aligned, based on the recognized landmark, to a common 
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Figure 2 – Accuracies of selected classifiers versus pixels neighorboods of distinct sizes. 

period to train and evaluate the predictive model was, in some 

cases, up to 20 minutes for each possible combination of 

neighborhood size and classification algorithm. 

The five algorithms shown in Figure 2 were the quickest on 

this large dataset (16 patients). The HyperPipes was the fastest 

and always converged virtually within 0.5 seconds but, in this 

case, the best accuracy that it could achieve was around 70%. 

We can state by this evidence that this algorithm is not 

generalizable. In other words, the algorithm overfitted to a 

single patient and failed to generalize the predictive model to a 

class instead of a single patient. It is a rather simple algorithm 

and, in fact, the achieved low accuracy was somehow 

supposed to happen, even in the convergence evaluation trial.  

Due to the convergence time issue, we were not able to 

extensively assess all the possible sizes for the neighborhood 

in consideration for all the algorithms shown in Table 1. The 

REPTree algorithm did not converge remarkably faster than 

the remaining decision tree algorithms evaluated on this large 

dataset. The RBFNetwork was faster than RandomForest and 

SPegasos was slower but both achieved lower accuracies. 

SPegasos was the slowest among the algorithms in Figure 2. 

RandomTree and DecisionStump were just a little faster than 

RandomForest and REPTree but the accuracies were 

significantly lower; therefore, they were disregarded in the 

second evaluation due to the massive presence of decision tree 

algorithms. The J48Graft returned similar accuracies if 

compared to RandomForest but its convergence was 

approximately 1.4 times slower and, so it was impracticable to 

evaluate all the neighborhood sizes for this classifier. The 

SimpleCart, Naïve Bayes, J48 and SMO took more time to 

converge on the large dataset than SPegasos, therefore, they 

could not be precisely evaluated in the second trial. 

Visualization 

Figure 3 compares a single manually segmented slice (left) to 

the result of the proposed automatic segmentation (right). 

Green denotes the mediastinal fat, red represents the epicardial 

and blue corresponds to the pericardium. All the colored 

pixels represent pixels within the fat range for a CT image, 

therefore, there are some discontinuities on the images. Figure 

4 corresponds to the same patient shown in Figure 3 but 

reconstructed in a 3D model. It is possible to distinguish the 

contour of the heart based on the epicardial fat (red color). 

  

Figure 3 – Manually (left) and automatically segmented slice 

(right). 

 

Figure 4 – 3D model of the automatically segmented patient. 

Table 2 compares the results obtained by the proposed 

methodology to the four main related works. Barbosa et al. 

[14] and Kakadiaris et al. [13] use semi-automated methods, 

while Shahzad et al. [15] and Ding et al. [16] use fully 

automatic methods. The first column of the table indicates the 

rate of successful automatic segmentations, which are usually 

observed by a physician. The second column is the Dice 

similarity index and the third is the true positive rate. All these 

four works only segment the epicardial fat, therefore, we only 

compare our epicardial fat segmentation rates. 

Table 2 – Comparison of results 

Authors Successful Dice T.P. 

Barbosa et al. 10% (4/40) - - 

Kakadiaris et al. - - 85.6% 

Shahzad et al. 96.9% (95/98) 89.15% - 

Ding et al. - 93.0% - 

This work (epicardial) 100% (82/82) 97.9% 98.3% 

Conclusion 

The proposed automated method achieved the best results with 

no need for placement of any control point, the mean accuracy 

for both the epicardial and mediastinal fats was 98.4% with a 

mean true positive rate of 96.2%. We are the first to propose 

an automated segmentation of the mediastinal fat and a unified 

methodology for the automated segmentation of both types of 

fat. Despite the processing time issues of our approach, this is 

still feasible for real time segmentation if properly adjusted. 

Although it requires approximately one day to segment a 

single patient, some heuristics could be used to speed up the 

classification step while an extensive selection and evaluation 

of features could grant an overall speed improvement. The 

speed up gain is also strongly related to the meticulousness of 

the approach. If a faster segmentation is desired, a per-area 

classification instead of a per-pixel classification may be 

applied and it should return worse but still adequate results. 

Ensemble methods use multiple learning algorithms to obtain 

better predictive performance. In this work, we have selected a 

single classification algorithm (Random Forest) to segment 

the patients. As a further improvement, the RandomForest 

could be combined to the J48Graft and, perhaps, to the 

REPTree algorithms to increase the accuracy of the predictive 
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model. These three algorithms, RandomForest, J48Graft, and 

REPTree, were the best in our performance analysis. 
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Abstract 

In multi-view learning, multimodal representations of a real 

world object or situation are integrated to learn its overall 

picture. Feature sets from distinct data sources carry 

different, yet complementary, information which, if analysed 

together, usually yield better insights and more accurate 

results. Neuro-degenerative disorders such as dementia are 

characterized by changes in multiple biomarkers. This work 

combines the features from neuroimaging and cerebrospinal 

fluid studies to distinguish Alzheimer’s disease patients from 

healthy subjects. We apply statistical data fusion techniques 

on 101 subjects from the Alzheimer’s Disease Neuroimaging 

Initiative (ADNI) database. We examine whether fusion of 

biomarkers helps to improve diagnostic accuracy and how the 

methods compare against each other for this problem. Our 

results indicate that multimodal data fusion improves 

classification accuracy.  

Keywords: 

Multimodal;Data fusion; Heterogeneous; Alzheimer’s disease.  

Introduction 

Multimodal data fusion refers to the fusion of multiple data 

sources, their associated features, and (or) intermediate 

decisions to perform an analysis task [1]. This multimodel 

method has found widespread use in areas such as multimedia 

and sensor analyses to integrate views obtained from audio 

and video signals, texts and images, and others. Recent studies 

in medical informatics have benefitted from combining 

multiple data sources to better understand disease processes. 

In this paper, we study the impact of multimodal data fusion 

on classifying Alzheimers’ Disease (AD) patients. 

Dementia is a spectrum of neuro-degenerative disorders that 

lead to memory and cognitive decline, severe enough to 

disable a person to perform activities of daily living. AD, the 

most common subtype, affects close to 75% of the demented 

population. As of 2010, there are around 36 million affected 

individuals worldwide, and an enormous amount is spent on 

their care [2]. No definitive prevention methods/cures are 

available for AD. Hence, we need efficient methods to screen 

and study the disease early on, so that timely interventions 

may delay its progression. 

Dementia severity is assessed by psychometric tests like Mini 

Mental State Examination (MMSE) and Clinical Dementia 

Rating (CDR), neuroimaging, protein and genomic tests, and 

others. Biomarkers acquired from these tests provide 

indicators about a person’s state. The sensitivity of biomarkers 

varies over the stages from normal aging through Mild 

Cognitive Impairment (MCI) to Dementia, as evident from 

Figure 1 [3]. Recently, pattern classification methods have  

 

been applied to analyze these biomarkers in combinations [10, 

11, 12], as the information from different biomarkers is 

complementary in nature. While structural Magnetic  

Resonance Imaging (s-MRI) has good spatial resolution to 

identify atrophied brain regions,  functional imaging such as 

Fluodeoxyglucose Positron Emission Tomography (FDG-

PET) reveals hypometabolism in the affected brain areas. 

Protein studies of the Cerebrospinal Fluid (CSF) indicate the 

presence of beta amyloid (Aβ42) and tau (τ) proteins which 

form plaques and tangles in the brain, characteristic of AD. 

Combining multiple related data sources yields a fused 

representation of the object under study. Analysing this 

representation yields a comprehensive picture that benefits 

from the interplay of statistical dependences of the data 

sources. Further, the analysis reduces noise in the data by 

averaging it out over the independent data sources.   

 

Figure 1. Biomarker sensitivity to Dementia related changes 

in the human brain across stages. Used with permission from 

the website of National Institute of Aging [3]. 

Motivated by these facts, we examine the effectiveness of 

statistical methods for fusing biomarker data to distinguish 

AD patients from healthy subjects (HS). On a subset of data 

from ADNI, we compare three data fusion methods based on: 

1. Canonical Correlation Analysis (CCA) 

2. Multiple Kernel Learning (MKL) 

3. Collective Matrix Factorization (CMF) 

While CCA ensures that the fused representation has 

maximally correlated features, MKL learns the optimal way to 

combine the features to yield the best classification accuracy. 

CMF is a comparatively recent method that jointly factorizes 

matrices that share a common dimension. We explain, 

implement, and test these methods on the ADNI data to 

compare their accuracies of classification over unimodal and 

prior multimodal studies.  
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Related Work 

Quantitative fusion of medical data is very challenging 

because of the heterogeneity of the modalities. Two main 

approaches exist for combining heterogeneous information. 

The first approach, known as early fusion, aggregates data at 

the feature level into a single representation before analysis. 

Kernel space combination proposed by Lanckriet et al. to 

combine amino acid sequences and gene expressions [4], 

vector concatenation of Principal Component Analysis (PCA) 

reduced features used by Lee et al. to fuse mass spectrometry 

and histology information [5], and Artificial Neural Networks 

(ANN) used by Baez et al. to integrate various 

neuropsychological test scores [6] all fall under this category. 

Though these methods preserve inter-source dependencies, 

they suffer from the curse of dimensionality and hence require 

a large amount of training data to learn a relevant model. The 

second approach, known as late fusion, combines decisions 

from models learnt on the individual feature spaces. Various 

rules such as weighted combination [7], majority voting [8], 

likelihood maximization [9] of the decision variables have 

been proposed. As the fusion is at the level of decisions, there 

are no concerns with the dimensionality of the data. However, 

these methods fail to retain inter-source dependencies. 

Multimodal assessments of AD and MCI were found to 

classify diseased individuals more accurately than unimodal 

methods. Zhang et al. combined MRI, PET and CSF 

biomarkers using multiple kernels and a coarse grid search to 

find the optimal kernel combination on a Support Vector 

Machine (SVM) classifier [10]. As compared to this 

discriminative approach which models the conditional 

distribution of variables for predicting the class labels from 

features, Young et al. used a variation of kernel combination 

with a generative Gaussian Process (GP) classifier [11]. This 

generative approach models the joint distribution of variables 

and uses likelihood maximization to learn the optimal 

parameters; it is shown to perform on par with the earlier 

discriminative approach. Gray et al. applied Random Forest 

(RF) proximity measures to combine MRI and PET features 

[12]. Though these methods provide good classification 

accuracy, they cannot in general support understanding of the 

data and their interactions. Moreover, these methods do not 

handle missing data or specific data types such as ordinal data. 

There are three general multiview learning approaches: 

weighted view combination, multiview dimension reduction, 

and subspace learning. Inspired by the promising results of  

previous multimodal analyses, we aim to explore the 

effectiveness of three representative methods from the 

categories, CCA (multiview dimension reduction), MKL 

(weighted view combination), and CMF (subspace learning),   

for combining multimodal biomarker features for AD 

diagnosis. While Zhang et al. [10] and Young et al. [11] used 

MKL, only linear combination of kernels was explored. CCA 

and CMF have not been used in the context of fusing 

biomarkers for AD diagnosis. The fused representation should 

generalize well to related problems of supervised learning 

such as classification and unsupervised learning for 

understanding the association between biomarkers. 

Methods 

The goals of data fusion are as follows: 

1. Reducing the dimensionality of the participating views, so 

that the fused representation has the most representative 

components of the individual views. 

2. Explaining the nature of relationships between datasets by 

measuring the relative contribution of each variable to an 

analysis task. 

3. Learning a joint subspace from the different views that 

supports interpreting the datasets well enough to handle 

missing data. 

We explore the ability of three popular data fusion techniques 

in attaining these goals. In the implementations, we consider 

biomarker data as matrices where the rows correspond to 

subjects and columns to features. 

Canonical Correlation Analysis 

CCA seeks to find linear projections of two sets of 

multidimensional variables, so that the projections are 

maximally correlated [13]. Correlation as a relationship is 

heavily dependent on the chosen coordinate system; therefore, 

even if there is a strong linear relationship between two sets of 

multidimensional variables, the relationship might not be 

visible as a correlation.  

Mathematically, if x and y are two multidimensional random 

variables with zero mean and w
a

T

x and w
b

T

y are their 

corresponding linear projections, maximizing their correlation, 

ρ,  corresponds to solving Equation (1). If C
ab

 is the cross-

covarianve, C
aa

 and C
bb

 are the auto-covariance matrices, 
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CCA is often formulated as a generalized eigenvalue problem 

where the maximum correlation corresponds to the largest 

eigenvalue. 
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Several extensions to the original CCA have been proposed to 

include more than two views, and to find non-linear 

relationships between views. Currently, we restrict ourselves 

to the linear version because it is faster and involves easily 

interpretable components. The most commonly used approach 

to include three or more, say p data sources is to sum up the 

correlations (mCCA). The generalized eigenvalue problem 

then accounts for maximizing the sum of the correlations. This 

formulation is depicted in Figure 2.  

 

Figure 2. CCA based classification 

Tripathi et al. [13] proposed a two step procedure for 

summing up the correlations. First, the correlations within a 

data source are removed by a process called whitening. This is 

done by multiplying the individual data matrices with the 

square-root of their respective covariance matrices to find 

components shared between the views. Second, Principal 

Component Analysis (PCA) is applied to the column-wise 

concatenation of the whitened data sources. The original data 

is further projected on to the largest d PCA coefficients. The 

choice of d is based on the amount of shared variance. The 

smallest d, after which there is no significant increase in 

shared variance, is the optimal dimension of of the projection. 

The projection yields the fused representation which is then 

used by a classifier to learn the model.  
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Multiple Kernel Learning 

Kernel methods such as SVM, which are based on similarity 

measures between data points, have been used with great 

success for dimensionality reduction and classification. 

Kernelization projects the native space data to a higher 

dimensional feature space. Non-linear relations between 

variables in the original space become linear in the 

transformed space. The projection, ϕ is given by the mapping, 

�: � � ��
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, … , �
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To project the data we use the kernel trick, wherein we apply 

kernel functions, κ
1
, …, κ

p, 
to get the corresponding kernel 

matrices K
1
,…, K

p
. Each kernel, K

 
= <ϕ(x), ϕ(z)> is an inner 

product of data points. Examples of kernel functions include 

the linear, radial bias function and others. 

Using more than one kernel often produces a better model. In 

MKL, data is represented as a combination of base kernels 

[10]. Each base kernel represents a different modality / feature 

of the entity. MKL seeks to find the optimal combination of 

the base kernels so that the analysis tasks which follow are 

benefitted the most. Classification tasks are especially well 

represented through MKL, as the optimal combination is the 

one that gives the maximum classification accuracy.  

The dual form of MKL optimization, as it is solved by 

conventional solvers like LIBSVM [14], is  
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From a set of n training samples, the features of the i-th 

sample from the m-th modality are in the vector x
i

(m)

, and its 

corresponding class label,  y
i
 is either +1 or -1. α's are the 

Lagrange multiplers which are the variables obtained on 

converting the primal support vectors to the dual problem. The 

kernel function applied on each pair of the samples from a 

modality m, is ����
. The weights on the m-th modality kernel, 

represented as β
m
 are optimized using a grid search or as a 

separate optimization problem with fixed α. For each new test 

sample, s, the kernel functions are computed against the 

training samples. The MKL overview is depicted in Figure 2. 

 

Figure 3. MKL based classification 

Zhang et al. [10] and Young et al. [11] used coarse grid search 

and likelihood maximization approaches respectively, to find 

the optimal kernel weights, β. They used only one linear base 

kernel for each of the feature sets and constrain the β’s to sum 

to 1 (): +)+� � 1; ) -0). This however may yield sparse 

solutions with certain kernels not being well-represented. 

Recent research has shown that including the base data sets in 

more than one kernel each differing in their selection of kernel 

parameters, improves performance [15]. Regularized MKL 

based on l2 norm (): +)+� � 1; ) -0) and l12 mixed norm 

(): +)+� $ 1; ) -0) for constraining β have been proposed. 

Though l2-regularized MKL yields non-sparse solutions, it no 

longer remains a convex optimization problem and hence is 

difficult to solve as the sample size increases. l12-regularized 

MKL involves more than one base kernel from a single 

modality. It enforces sparsity across modalities, while 

allowing more than one discriminative kernel to be chosen 

from the same modaility. In other words, there is sparsity 

across modailities and non-sparsity within modalities, thereby 

making it a convex optimization problem.   

Collective Matrix Factorization 

CMF is a technique in relational learning for predicting the 

unknown values of a relation, given a database of entities and 

their relations. It learns the low-rank approximations of the 

matrices which share entities [16]. 

Given a set of ��matrices which describe the relations among 

��entities, CMF approximates them to low-rank factorizations. 

The matrices are approximated as a rank-�� product and 

additional row and column bias terms. If �
�

 and �
�

 are the 

entity sets corresponding to the row and column respectively 

of the �-th matrix, on factorization, its element in the �-th row 

and �-th column is represented as: 
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Where, [u
ik

(e)

] is the rank-L approximation of entity set e, 

b
i

(m,r)

 and b
j

(m,c)

 are the row and column biases respectively and 

ε
ij

(m)

 is the element-wise noise. The matrices which share the 

same entity set share the same low-rank matrix approximation. 

Recent works arrange all the M matrices into a large square 

grid, whose dimension is the sum of cardinalities of all the 

entity matrices. However, in the resulting symmetric matrix, 

Y, only blocks corresponding to the M matrices are observed 

and the rest of the elements are left unobserved. The CMF 

model is then formulated as a symmetric matrix factorization, 

Y = UU

T

 + ε                                (6) 

where, U is the column-wise concatenation of different [u
ik

(e)

] 

matrices and bias terms are dropped for simplicity [16]. 

 

Figure 4. CMF based modeling 

Experiments 

We implemented the multimodal fusion approaches described 

above, for integrating the MRI, PET and CSF biomarkers. We 

used the fused representation to classify a selected study group 

into patients with AD from healthy subjects (HS). The fused 

approach is considered successful if the classification task is 

performed with greater accuracy along with better precision 

and recall against unimodal classifications. Along with the 

unimodal approaches, we evaluated the classification of a 

concatenated data vector comprising data from the three 

modalities and used it as a baseline study. 
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The three modalities: MRI, PET and CSF, complement each 

other in the information they hold [10]; this enables us to draw 

better insights in a classification task. We used these three 

biomarkers specifically because, as shown in Figure 1, they 

compare better than the others in identifying AD early on.  

Data 

The data for evaluation was obtained from the Alzheimer’s 

Disease Neuroimaging Initiative (ADNI) [17]. We worked on 

baseline MRI images and FDG-PET images that were 

acquired within 30-60 min post injection. The image details 

are available at the ADNI website: http://adni.loni.usc.edu/. 

MMSE (0-30) score of >=27 and CDR (0-3) of 0 are 

considered normal. The demography of the subjects that we 

considered are shown in Table 1. 

Table 1– Subject Demography 

 AD (n = 51; 18F/33M) HS (n = 52; 18F/34M) 

 Mean SD Range Mean SD Range 

Age 75.2 7.4 59-88 75.3 5.2 62-85 

MMSE 23.8 2.0 20-26 29 1.2 25-30 

CDR 0.7 0.3 0.5-1 0 0 0 

Preprocessing 

The sequence of steps for processing the MRI images included 

setting the origin to the Anterior Commissure (AC), correcting 

intensity inhomogeneities, and performing skull stripping. As 

grey matter atrophy is a prominent feature in AD patients, we 

segmented the images into grey, white matter and the CSF. 

This segmentation and the subsequent steps were done using 

the Statistical Parametric Mapping (SPM) 8 toolbox [18]. To 

standardize the images of all the subjects, they were 

normalized to a study specific template created by the SPM 

DARTEL toolbox [19]. The PET images were co-aligned to 

the corresponding MRI  image using SPM8. Masks of 83 

brain regions enlisted in the atlas prepared by Kabani et al. 

[20] were created using a tool called WFU-PickAtlas [21]. 

These masks were imposed on the segmented gray matter and 

PET images to obtain the regional grey matter volume and the 

average intensity measurements respectively. Thus, we 

obtained a 1 × 83 sized feature vector per subject for each of 

the imaging modalities. The CSF values obtained from ADNI 

were represented as a 1 × 3 sized vector per subject 

representing the total tau, Aβ42 and p-tau values respectively.  

We implemented CCA and MKL fusion methods in 

MATLAB and used the R library ‘CMF’, for CMF. We tested 

the individual modalities and the concatenated feature vector 

(baseline) on the following classifiers: 

SVM –This discriminative classifier is accepted to be standard 

for binary classification. We used the popular LIBSVM [14] 

tool for our experiments. With unimodal data we used an RBF 

kernel with default parameters. 

GP –We used the GPML toolbox [22] and followed Young et 

al. [11] for the choice of covariance, mean, likelihood and 

inference functions.  

RF – As an ensemble classifier, we used a MATLAB version 

of R language’s RF library. The number of trees in the 

classifier were varied according to the dimensionality of the 

dataset under consideration. 

Each method was tested using 10-fold cross validation, 

categorizing subjects into ten groups based on a random 

permutation. Nine groups were used for the learning phase and 

the remaining group formed the test set. The accuracy, 

precision and recall of the classification tasks were studied. 

Three prior works in multimodal AD classification were 

reimplemented and tested with our dataset. 

Results  

The results of  our experiments are tabulated in Table 2. It is 

evident that a simple concatenation of the feature vectors 

(SVM (c), GP (c) and RF (c)) provides better classification 

results than unimodal tests. Prior multimodal biomarker based 

methods [10, 11, 12] have better classification accuracy than 

the baseline study (feature concatenation) as expected. 

However, the results are even better for classification on the 

fused representation obtained from the statistical methods like 

CCA and CMF.  

Discussion 

The concatenated feature vector consistently performs better 

across the three types of classifiers than individual biomarkers 

because of their complementary information. The poor 

performance of the baseline study in which there is no kernel 

combination, against the prior multimodal analyses of Zhang 

et al. and Gray et al. [10, 12], is due to the inclusion of all 

features and not just those which contribute to classification.   

The MKL formulation based on l12 mixed norm performs 

worse than Zhang et al.’s [10] but better than Young et al.’s 

[11] both of which are l1 norm based. As the mixed norm 

enforces group sparsity, it chooses features common across all 

participating modalities. In comparison, l1 norm and Gray et 

al.’s [12] RF based method choose features individually across 

modalities and ignores intermodal relationships. From this we 

understand that the common feature constraint may overlook 

certain modality specific features aiding classification. 

mCCA and CMF both perform better than the rest of the 

methods. These methods learn a generic model of the 

biomarkers, not specific for classification. But they perform 

the best on classification task as well.  This is because the 

generic model learnt from these techniques is built only on 

those relevant features or components that are statistically 

dependent across modalities. Though mCCA in its current 

form is incapable of handling missing entries it may be 

extended to handle them. CMF performs slightly poorer than 

mCCA in the classification task but is the most generic model. 

The three methods compare as follows, with respect to 

achieving the goals of data fusion: 

1. mCCA is effective in data exploration to find if there are 

any associations between the data sources. It saves what 

is shared between the views and ignores variations within, 

thereby achieving goals 1 and 2.  

2. If the goal is only supervised learning, MKL methods, l12 

and l1 based optimization [10, 11], can be applied directly 

as they learn the most distinguishing multimodal features, 

satisfying goal 1. However, such methods fail when there 

is missing data. Moreover, these methods lack a proper 

generative model for each view, and hence cannot be used 

for the task of understanding the data.  

3. CMF handles missing entries by treating them as test data 

and allows multiple likelihood functions for modeling the 

data. The benefit of using CMF is that it identifies 

common factors shared between matrices and factors 

specific to individual matrices. Matrix factorization 

results in dimensionality reduction and thus satisfies the 

three goals of data fusion. 

Conclusion 

We examined multimodal data fusion on a dataset consisting 

of heterogeneous biomarker data. We used three categories of 
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fusion methods based on CCA, MKL and CMF. Further, we 

used the resultant fused representation for classifying AD 

patients. We found that classifying based on the fused 

representation that preserves intermodal relationships yields 

better results than unimodal classification. Amongst the three 

methods, mCCA gives the best accuracy on our dataset closely 

followed by the CMF based method.  

Table 2– Region of Interest Based Classification 

Data Method 

 

Acc. 

Precision Recall 

AD HS AD HS 

MRI SVM 

GP 

RF 

82.7 

81.5 

82.7 

86.7 

86.8 

86.5 

79.3 

78.4 

85.4 

82.8 

76.8 

81.7 

78.4 

84.6 

81.6 

 

PET 

 

SVM 

GP 

RF 

 

85.5 

82.6 

81.5 

 

88.4 

84.2 

81.4 

 

86.4 

81.3 

87 

 

85.3 

82.1 

94 

 

84.3 

83.1 

73.6 

 

CSF 

 

SVM 

GP 

RF 

 

80.6 

81.5 

81.6 

 

81.2 

83.2 

83.7 

 

81.3 

83.9 

81.9 

 

83.1 

85.9 

82.6 

 

81.6 

78.9 

82.9 

 

MRI + 

PET + 

CSF 

 

[10] 

[11] 

[12] 

SVM (c) 

GP (c) 

RF (c) 

mCCA 

l12-MKL 

CMF 

 

92.4 

87.5 

91.5 

86.5 

89.3 

90.5 

95.1 

88.4 

94.4 

 

87.9 

87.9 

91.7 

88.6 

89.6 

88.3 

94.8 

86.6 

84.5 

 

86.4 

89.6 

91.7 

90 

93.7 

96.6 

97.1 

92.2 

96.3 

 

88.1 

87.7 

93.2 

88.2 

91.5 

95.5 

96 

92.9 

87.3 

 

84.7 

84.6 

90.6 

80.4 

82.9 

83.6 

94.2 

83.9 

87.3 
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Abstract 

The Diagnostic and Statistical Manual (DSM) has served as 

the gold standard for psychiatric diagnosis for the past 

several decades in the USA, and DSM diagnoses mirror 

mental health and substance abuse diagnoses in ICD-9 and 

ICD-10.  However, DSM diagnoses have severe limitations 

when used as phenotypes for studies of the pathophysiology 

underlying mental disorders, as well as for clinical treatment 

and research. In this paper, we use a novel approach of 

deconstructing DSM diagnostic criteria, and using expert 

knowledge to inform feature selection for  unsupervised 

machine learning. We are able to identify clusters of 

symptoms that stratify subjects with the same DSM disorders 

into cohorts with increased clinical and biological 

homogeneity.  These findings suggest that  itemized self-report 

symptom data should inform a new taxonomy for psychiatry, 

and will enhance the bi-directional translation of knowledge 

from the bench to the clinic through a common terminology. 

Keywords: 

Psychiatry; Taxonomy; Unsupervised Learning; Clinical and 

Translational Informatics 

Introduction 

The Diagnostic and Statistical Manual of Mental Illness 

(DSM-V) is the current clinical psychiatric classification 

system in the United States for mental illness and substance 

abuse disorders [1]. When a patient is given a DSM diagnosis, 

the clinician asks the patient about the presence or absence of 

numerous symptoms, and then uses multiple DSM algorithms 

to determine the best diagnosis for the patient. There is a 

growing acceptance that DSM syndromes have severe 

limitations when used as phenotypes for identifying 

biomarkers associated with mental illness. Whether the 

symptom data that is ascertained during the diagnostic process 

can be used more effectively as phenotypes for biological 

inquiry into the pathophysiology of mental illness remains 

unclear. The purpose of this study is to determine if atomic 

level symptom data that is regularly ascertained by mental 

health practitioners can be effectively used to develop 

phenotypes that can identify clinical cohorts of psychiatric 

patients with pathophysiological homogeneity. As these data 

are already ascertained as part of the normal clinical workflow 

in psychiatry, and are frequently reported in the medical 

record, they can theoretically be used to phenotype clinical 

populations, facilitating cohort identification for biomarker 

identification, and enabling observational studies on outcomes 

effectiveness in different cohorts. These studies might in turn 

lead to the identification of biomarkers that can be used to 

stratify psychiatric populations in the future, improving 

diagnosis, treatment, and outcomes in these populations.  

The current psychiatric classification system, the DSM, was 

initially developed after World War II, motivated to a large 

degree by the need for the Armed Forces to monitor the 

prevalence of and treat mental illness in soldiers who returned 

from the War. DSM I in 1952, and DSM II in 1968, were both 

rooted in psychodynamic psychiatry, in line with the legacy of 

psychoanalysis (e.g. beginning with Freudian Theory).  With 

DSM III, the decision was made to take an “atheoretical” 

approach, and develop a classification system based on 

patterns of symptoms that clustered together, as agreed to by 

expert consensus in committee meetings, without the use of 

empirical data, and divorced from explanatory models of the 

etiologies of these disorders [2]. Studies showed that this new 

approach vastly improved inter-rater reliability with respect to 

the psychiatric diagnosis patients were given [3]. While the 

approach presumed that the categories reflected underlying 

pathological processes, no quantitative data or biological 

markers have been included in the DSM thus far.  

Since 1994, the DSM-IV has served as the gold standard in 

psychiatric treatment and research [4]. Though DSM-5 was 

officially released in May of 2013, the vast majority of USA 

clinicians are still transitioning from DSM-IV to DSM-5. As 

such, DSM-IV disorders have served as phenotypes by which 

clinicians diagnose and treat patients and obtain 

reimbursement, as well as phenotypes for basic science, 

translational, and clinical research carried out in the domain of 

psychiatric illness.  Furthermore, DSM-IV syndromes have 

been shown to have a great deal of similarity to ICD-9 and 

ICD-10 diagnoses, so the results of studies using the DSM are 

highly generalizable to populations worldwide [5].  

Much has been written about the limitations of the DSM-IV 

with respect to the use of its syndromes as phenotypes for use 

in both clinical practice and research.  Below, we will briefly 

review the most salient points as they relate to phenotypic 

heterogeneity, limitations of syndromes in identifying 

biomarkers, and informatics challenges faced when attempting 

to construct phenotypes that define more clinically and 

biologically homogenous groups from symptom data 

ascertained using DSM-IV syndromes as phenotypes.  

DSM-IV defines 137 Syndromes/Disorders across 15 

categories.  Syndromes are by definition binary, and there are 

no signs (objective or quantitative markers) associated with 

DSM-IV syndromes. Symptom overlap (e.g. sleep 

disturbances, guilt) across syndromes (e.g. Major Depressive 

Disorder (MDD), Post Traumatic Stress Disorder (PTSD)), 

resulting in clinical presentations where patients are defined as 

having several “comorbid” psychiatric disorders, complicating 
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diagnosis and treatment for the clinician, with a paucity of 

evidence based treatment algorithms for multiple comorbid 

psychiatric disorders.     

DSM-IV phenotypes also have limited clinical utility, as two 

patients with the same DSM-IV Syndrome may not share any 

of the same symptoms.  Due to the structure of DSM-IV 

Syndromes, many different combinations of symptoms meet 

the criteria for the same Syndrome. For example, with Major 

Depressive Disorder (MDD),  “depressed mood” or 

“anhedonia” AND 5 out of 9 other symptoms are required, 

leading to 112 different possible symptom presentations.  As 

some of the symptoms are underspecified (e.g. sleep 

disturbance may refer to hypersomnia or insomnia), it is 

possible for two patients to have MDD without sharing ANY 

of the same symptoms. Of note, this lack of syndromic 

specificity remains present in DSM-5, as many major 

syndromes, including MDD have not been altered at all for the 

new version.  

This phenotypic heterogeneity also has severe limitations  for 

clinical and translational  research.  Clinical trials have shown 

that several classes of medications that are equally efficacious 

across several syndromes, and are used clinically across 

several  DSMIV higher level classes(e.g. Mood Disorder and 

Anxiety Disorders, Mood Disorders and Psychotic Disorders) 

arguing for the fact that the overlap of symptoms across these 

disorders  actually reflects the presence of common 

pathophysiology present across different DSM-IV  syndromes.  

There has been an abundance of articles discussing how the 

lack of biological validity underlying the creation of DSM-IV 

Syndromes has resulted in a lack of robust biomarker findings 

within syndromes [6]. In addition to the fact that DSM-IV 

Syndromes have overlapping symptoms, recent studies have 

confirmed that specific genetic variants are present in subjects 

with multiple DSM-IV Syndromes, and not in unaffected 

controls. One recent seminal study showed that variants in the 

CACNA1C calcium channel are associated with several 

psychiatric syndromes, including autism spectrum disorder, 

attention deficit hyperactivity disorder, bipolar affective 

disorder, and major depressive disorder [7]. Additionally, 

several other biological markers, for example non-suppression 

of cortisol by dexamethasone, have been found to be 

significantly different in affected individuals as opposed to 

controls, in multiple psychiatric syndromes [8]. However, to 

our knowledge, there has not been a comparison of psychiatric 

symptom presentation similarities across these syndromes, 

with a focus on how this relates to these biomarker 

differences. 

Finally, the current terminology of the DSM-IV nosology 

makes it difficult to investigate symptoms across syndromes, 

due to a decision made with DSM-III that no symptom could 

be replicated in two Syndromes [9]. Though it is unclear if this 

rule has explicitly followed during the creation of DSM-IV 

and 5, manifestations of this limitation undoubtedly exist in 

DSM-IV and DSM- 5, making it challenging at this time to 

use existing NLP and text-mining methods to automatically 

identify symptoms across syndromes within narrative text, or 

even structured interview data.  The APA has increasingly 

published measures to investigate more primary psychiatric 

symptoms in clinical populations, but the use of these 

measures has not yet translated into clinical care, nor is it yet 

reflected in the literature [1]. 

In view of a preponderance of shortcomings, major 

stakeholders in mental health treatment and research have 

publically presented alternate systems for codifying current 

and future knowledge to inform the understanding of mental 

illness, most notably Precision Medicine and the Research 

Domain Criteria (RDoC)) [10]. However, these ideas are still 

very much in the development stage, and there has been a 

paucity of discussion as to how these taxonomies will be 

integrated with clinical psychiatry. Generations of 

psychiatrists, including those who are currently teaching 

residents and medical students, have been trained using the 

DSM, and routinely evaluate patients using symptom level 

data with the ultimate goal of identifying the most appropriate 

DSM disorder or disorders for the patient based on the 

constellation of symptoms present in the clinical presentation.  

It is with this background that we propose to identify groups 

of patients that cluster together based on itemized psychiatric 

symptom level presentation, regardless of how these 

symptoms have been used to classify DSM Syndromes up 

until this point. We then propose to identify biomarkers that 

are associated with these different clinical symptom 

presentations to show that self-report symptoms have utility in 

developing a clinically relevant and biologically valid 

taxonomy for psychiatry.  Few studies have looked at the 

correlation of psychiatric symptoms with biomarkers, 

independent of DSM-IV syndromes, across a patient 

population. The vast majority of studies which have looked at 

itemized symptom level data in the DSM-IV in any manner, 

have looked only at a subset of symptoms involved in one to 

three closely related DSM disorders, most notably within 

childhood disorders such as autism and ADHD, and cognitive 

disorders including Alzheimer’s. There are two studies we 

know of that have looked at the DSMIV symptoms in total, 

but with different foci than described in this proposal [11, 12] 

We have not been able to identify any studies that have looked 

in total at all symptoms across all principal DSM Syndromes 

within a dataset where patients carry the diagnosis of more 

than one DSM Syndrome. 

Studies have shown that it is possible to classify psychiatric 

patients into groups of subjects with increased 

pathophysiological and disease course homogeneity using 

machine learning algorithms with various types of biomarker 

data [13]. This classification is possible even without full 

understanding of the pathophysiology underlying the disorder.  

These methods also suggest a direct translation from academic 

research to clinical practice, where they may ultimately be 

used to diagnose patients in the clinical setting. 

We present the analyses of a multi-modal dataset comprised of 

combat veterans, 33 % of whom have been given a DSMIV 

diagnosis of PTSD. We used unsupervised learning methods, 

including hierarchical cluster analysis and K means clustering, 

with the goal of identifying robust groups of patients that 

cluster together with respect to clinical symptoms and 

biomarkers.  

Materials and Methods 

Data  

We conducted secondary analyses ascertained through VA 

and DoD funding at the San Francisco Veterans 

Administration Health Center.  Details of the Gulf War (GW) 

study have also been published [14, 15]. In brief, there were 

292 Gulf War Veterans, 85% of whom were male, and 75% 

who were combat trauma exposed. Given the small sample 

size and the relatively large number of clinical and biological 

markers to be used in the analyses, only the males were 

included in this study.  50% of those included had comorbid 

DSM-IV diagnoses of Lifetime Alcohol Abuse or 

Dependence, and 40% had comorbid DSM-IV diagnoses of 

Major Depressive Disorder. 
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The four main data types used in this study are self-report 

clinical symptom data, and three different modalities of 

biomarker data: neuropsychological data, magnetic resonance 

imaging data, and neuroendocrine data. Ascertainment of 

these data are briefly described below. 

The self report clinical data that was used consists of 136 

clinical self-reported clinical features, 21 from the Beck 

Depression Inventory (BDI;, a scale developed and used to 

diagnose Major Depressive Disorder, 19 from the Clinician’s 

Assessment for PTSD (CAPS), a scale used to diagnose PTSD 

in clinical populations and 90 items from the Symptom Check 

List -90 (SCL-90), a clinical questionnaire developed to 

measure psychiatric symptoms across 10 psychiatric domains, 

including mood, psychosis, anxiety, eating, and sleep 

disorders. Also included were 5 binary measures of significant 

substance use or dependence, for alcohol, cannabinoids, 

stimulants (e.g. methamphetamine), cocaine, and 

hallucinogens. 

The ascertainment of neuropsychological and imaging data 

was described in detail in prior publications. Briefly, the 

neuropsychological battery used assessed three domains of 

cognitive functioning: verbal memory; visual memory and 

visual–spatial skills; and attention, working memory, and 

processing speed with 10 normalized scores reported for each 

subject.  Subjects were studied with MRI; multislice 1H MRSI 

measures were ascertained. Hippocampal determination was 

based on MPRAGE images and carried out semi-

automatically using a high dimensional brain-mapping tool 

and values were divided by total intracranial volume for 

normalization. Subjects also completed a low-dose (0.5 mg) 

dexamethasone (DST) suppression test challenge using 

salivary cortisol [8] , and area under the curve (AUC) for both 

day 1 and day 2 of the test were used in these analyses. 

Baseline serum cortisol level was also ascertained. 

Feature Selection 

A hybrid approach was attempted to reduce redundancy across 

clinical features: Features were first mapped to each other if a 

clinical expert (JR) determined the concepts they were 

identifying as being clinically equivalent (e.g. expected to 

result in the same answer if both questions were asked to the 

same patient in a clinical interview).  A correlations matrix 

was also created for all clinical features, to identify features 

with a correlation coefficient of   > .90. Interestingly, there 

was no intersection between the two methods, and the decision 

was made to remove a feature based on correlation coefficient 

> .90, resulting in 124 total clinical features that were 

ultimately used for the subsequent analyses. 

Ideally we would have been able to use symptom data from 

the Structured Interview for DSM (SCID), the tool that was 

used to initially identify DSM Diagnoses. However, the data 

in this study has been generated without the SCID data, as we 

only currently have composite level syndrome data available 

from the SCID. We therefore mapped the complete CAPS, 

BDI, SCL-90, and Alcoholic and substance abuse portions of 

the SCID to all the SCID questions, and estimate that our data 

cover approximately 85 % of all symptoms ascertained in a 

formal SCID, with predominantly 75% of psychotic symptom 

data and 50% of OCD symptom data unaccounted for.  

However, as individuals were excluded from our study with a 

history of psychotic symptoms, we estimate that missing 

relevant symptomatic data are minimal.   

Statistical Analyses 

Individuals with > 15% data missing in any measures 

(clinical, imaging, endocrine, neuropsychiatric), were not 

included for any analyses that required that data type. Missing 

values were filled with median imputation.  All data used in 

the analyses was standardized and normalized. 

 All statistical analyses were performed using R statistical 

programming software [16].  We used hierarchical clustering 

(hclust) with Ward’s distance measurement. As multiscale 

bootstrap resampling (pvclust) provided no significant p-

values (e.g. p<. 05) for any individual clusters, clusters were 

delineated using a dendrogram to visualize vertical distances 

in branching across clusters. We then performed K-means 

nearest (kmeans) neighbor clustering three different times, as 

clusters delineated with the kmeans algorithm are 

nondeterministic. We identified the optimal number of clusters 

from the K-means analyses by finding the bend in the plot of 

the within group sum of squares versus number of clusters. 

We then compared cluster solutions across all three K-means 

results with the hierarchical clustering results to determine 

robustness of clusters.  Finally, we performed descriptive 

statistical analysis on imaging, neuropsychiatric, and 

neuroendocrine measures using ANCOVA to determine 

differences in biomarkers across clusters.  

Results 

Hierarchical agglomerative clustering using 124 features using 

Ward’s method for determining distance between individuals 

produced the results shown in Figure 1.  Visual inspection of 

dendrogram branching identified two, three, or five natural 

clusters. Multiscale bootstrap resampling provided no 

significant p-values (e.g. p<. 05) for any individual clusters. 

Three independent runs of K-nearest neighbor analysis also 

revealed that data ideally clustered into 5 groups that had a 

good to great degree of similarity with the hierarchical clusters 

(Cohen’s Kappa Values .904, .897, .702).  

Given the similarity of the multiple solutions and the 

determinism in using agglomerative hierarchical clustering, 

the five clusters delineated through hierarchical clustering 

were chosen for further analyses of biomarkers across clusters.  

Ancova with adjustment for age was calculated for all 

biomarkers in the data set. The most significant p-values, 

values without adjustment for multiple testing are shown in 

Table 1.   In an effort to account for variance, a linear model 

was constructed using all variables that had unadjusted p-

values approaching a level of significance in a Mancova 

analysis, with results for differences in biomarkers across 

clusters shown in Table 2. 

To further gain insight into differences between the five 

clusters, we looked at the absolute values of individual 

symptoms across the five clusters, as shown in Figures 2a, 2b, 

and 2c. We also graphed mean values of all biomarkers across 

the five clusters to facilitate description of these five clusters 

both from the perspective of biomarkers, and of clinical 

symptoms.  Graphs for the six biomarker variables that 

showed significance in the Mancova analyses, are shown in 

Figures 3a through 3f. 

 

� � � � �

Figure 1-Hierarchical Clustering of Itemized 

Symptom Data 
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Discussion 

In this study we show that statistical learning methods can be 

used with atomic level psychiatric symptom data to identify 

groups of patients with phenotypic and biological 

homogeneity. Perhaps the most surprising finding is that the 

clusters delineated are not associated with any “type” or 

“types” of symptoms as would have been expected from the 

DSM classification system. Instead, the 5 clusters are defined 

by the intensity of the majority of symptoms across all 

questionnaires, and hence, DSM Syndromes. In fact, with the 

exception of two neuro-vegetative symptoms associated with 

depression and one paranoia symptom, the subjects in Cluster 

1 on average have worse values for all of the psychiatric 

symptoms than subjects in all of the other clusters. As would 

be expected, these subjects have a higher mean number of 

DSM–IV diagnoses, yet no single or even group of co-morbid 

diagnoses can partition them in the intuitive manner that 

hierarchical clustering is able to. 

Cluster analyses delineated 3 clusters of patients that each 

contain significant numbers of individuals who meet criteria 

for PTSD (clusters 1, 2, and 4), as seen in Table 3. However, 

individuals in cluster 4 have much lower levels of subjective 

psychiatric symptoms than individuals in clusters 1 or 2, and 

significantly different (and arguably more “normal”) 

biological markers across the neuropsychiatric data, imaging 

data, and neuroendocrine data. These findings are in line with 

the growing consensus that DSM phenotypes are 

underspecified, and lump together groups of patients that are 

too heterogeneous to use in clinical, translational, or basic 

science studies. While this study is obviously limited by the 

very small sample size and exclusion of female subjects, the 

fact that biologically and clinically relevant clusters were 

identified, provides support for the hypothesis that using data 

from larger psychiatric 

 

 

 

 

cohorts with these methods will greatly increase our current 

knowledge base in the psychiatric domain.   

The use of DSM diagnoses does not correlate with these 

clusters, but symptom data analogous to that used to delineate 

DSM diagnoses were used in these analyses.  Therefore, these 

findings propose a method by which clinical stakeholders and 

basic science researchers in the mental health domain can 

communicate to delineate a taxonomy for psychiatry that is 

ultimately both clinically and biologically useful. Arguably, 

phenotype definition is the most pressing issue in psychiatry 

Dependent Variable 

Ancova p-

value 

Right Hippocampal Volume .057 

Dexamethasone Suppression Test .004 

Executive Functioning .057 

Processing Speed .030 

Manual Dexterity .007 

Performance IQ .016 

Biomarker 

Mancova p-

value 

DST:Area Under the Curve day 1 .910 

DST:Area Under the Curve day 2 

Baseline Serum Cortisol 

Memory 

.008 

.222 

.024 

Executive Functioning 

Learning  

Attention 

.003 

.039 

.034 

Processing Speed .003 

Manual Dexterity 

Ataxia 

Verbal IQ 

.056 

.004 

.003 

Performance IQ 

Right Hippocampal Volume 

Left Hippocampal Volume 

.000 

.417 

.517 

Table 1-Ancova of Clusters with Significant Biomarkers

Table 2-Mancova of Clusters using Significant Biomarkers 

Figure 2- Mean itemized symptom data for each cluster 

Figure 3- Normalized Mean Biomarker Values By Clus-

ter: a) Right Hippocampal Volume, b)DST Area Under 

the Curve,c-e)Standardized Executive Functioning, 

Processing Speed, and Manual Dexterity, 

f)Performance IQ 
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to date.  DSM-5, released in May 2013, remains the clinical 

bible for psychiatrists, and its diagnoses, which map to ICD-9 

and ICD-10, are necessary for billing insurance companies 

and Medicare. DSM-5 therefore remains the standard in 

medicine, and continues to be taught to medical students and 

residents. Yet one month prior to the release of DSM-5, the 

NIMH proclaimed that studies using DSM phenotypes will no 

longer be a priority for funding, strongly encouraging the use 

of the RDoCs [10].  While a biologically based taxonomy is 

the ultimate goal for psychiatry, as with all other domains of 

medicine, clinical psychiatry is far from being grounded by 

mechanistic biomarkers. The findings in this paper that 

individual symptoms that are regularly ascertained clinically 

are associated with changes across multi-modal biomarkers, 

gives support to the notion that symptoms may still be useful 

in psychiatry to both clinicians and researchers.   In fact, there 

may be data within the multitude of large datasets already 

ascertained, that can be used to develop symptom based 

psychiatric phenotypes that can identify clinically and 

biologically homogeneous subpopulations, both for diagnostic 

purposes, and that will have clinical utility and be able to 

further inform phenotype construction in a biologically based 

taxonomy.   

It seems likely in the near future that patients will continue to 

present with self-report symptoms that will guide the 

evaluation and treatment of patients. While currently 

clinicians work towards identifying the most appropriate DSM 

diagnosis or diagnoses for each client to guide treatment, it 

may require few extra resources to obtain more extensive 

detailed symptom level data, that can be used with statistical 

learning methods to cluster clients into groups with increased 

biological and clinical homogeneity. These cohorts can be 

followed in observational studies in outcomes effectiveness, 

and potentially be recruited to participate in biomarker studies. 

Additionally, in the age of the Internet, ascertaining self-report 

symptoms require few resources and can be done remotely. 

In conclusion, this study provides novel findings indicating 

that self-report psychiatric symptoms may be used to identify 

clinically and biologically homogeneous psychiatric 

populations. These symptom data can be used when 

constructing a biologically valid taxonomy for psychiatry and 

will enhance the bi-directional translation of knowledge from 

the bench to the clinic through a common terminology. 

Continued work into feature selection and interpretation of 

results with these data will facilitate the construction of a 

psychiatric taxonomy that is biologically valid and translates 

to clinical psychiatric care. 
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Table 3-DSM-IV Diagnoses by Cluster Number

Clus-

ter 

Tot. 

# PTSD MDD ALC 

PTSD 

MDD 

PTSD 

ALC 

1 11 11 5 4 5 2 

2 32 12 4 15 0 1 

3 19 0 6 4 0 0 

4 61 16 2 14 1 0 

5 45 1 1 4 0 0
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Abstract 

Bipolar Disorder (BD) is a chronic and disabling disease that 

usually appears around 20 to 30 years old. Patients who suf-

fer with BD may struggle for years to achieve a correct diag-

nosis, and only 50% of them generally receive adequate 

treatment. In this work we apply a machine learning technique 

called Inductive Logic Programming (ILP) in order to model 

relapse and no-relapse patients in a first attempt in this area 

to improve diagnosis and optimize psychiatrists’ time spent 

with patients. We use ILP because it is well suited for our mul-

ti-relational dataset and because a human can easily interpret 

the logical rules produced. Our classifiers can predict relapse 

cases with 92% Recall and no-relapse cases with 73% Recall. 

The rules and variable theories generated by ILP reproduce 

some findings from the scientific literature. The generated 

multi-relational models can be directly interpreted by clini-

cians and researchers, and also open space to research bio-

logical mechanisms and interventions. 

Keywords:  

Bipolar Disorder; Depression Relapse; Multi-relational 

Model; Inductive Logic Programming; Machine Learning. 

Introduction 

The Diagnostic and Statistical Manual of Mental Disorders 

(DSM), published by the American Psychiatric Association, 

organizes all psychiatric disorders and other problems into 

five different categories, or axes. Axis I disorders, the focus of 

this work, includes all psychological diagnostic categories 

such as depression, anxiety disorders, and bipolar disorder, 

among others, except mental retardation and personality dis-

orders that fall into Axis II. A psychiatric disorder involving 

both manic and depressive episodes, Bipolar Disorder (BD), 

which falls into the Axis I category, is a chronic and disabling 

disease that usually appears around 20 to 30 years old. Pa-

tients who suffer with BD may endeavor for years to achieve a 

correct diagnosis, and only 50% of them generally receive 

adequate treatment. Commonly, the mood episodes lead to 

personal and professional problems, and due to the disease’s 

progression character, the euthymic periods (without mood 

episodes) become gradually shorter [1]. A WHO study [2] 

evidenced the devastating impact of BD: all around the world, 

approximately 29.5 million people present BD, which occu-

pies the 12th position relative to the major causes of moderate 

to severe incapacity. With 22.2 million people in such condi-

tions, this study also reveals that 2.5% of the years of incapac-

ity are related to BD episodes. Relapse prevention is the main 

target in BD treatment, since the relapse rate is around 50% at 

one year and 70% at four years treatment [1, 3, 4]. 

Due to this alarming picture, a number of researchers started 

to explore the aspects underlying the BD outcome, in particu-

lar, genetic, neurobiological, environmental and phenomeno-

logical factors, as well as the interactions between them. As 

BD presents multi-factorial and multidimensional characteris-

tics, there appears to be an urgent necessity of new techniques 

to investigate patterns associated with the course of this dis-

ease, especially the computational and mathematical ones. 

Machine learning and data mining bring the possibility of new 

hypotheses discovery through the exploration of datasets (new 

or not), neuroimaging and biomarkers, thus opening space to 

the research of new biological mechanisms and interventions 

[5, 6]. 

In fact, machine learning have been already applied to the 

study of BD. Mourão-Miranda et al. [7] have applied Gaussi-

an Process Classifiers (GPC), a machine learning approach 

that assigns a predictive probability of group membership to 

an individual person, to differentiate groups and to identify 

those at-risk adolescents most likely to develop future Axis I 

disorders. The work was done collecting information from 

functional magnetic resonance imaging after the teens per-

formed two emotional face gender-labeling tasks (hap-

py/neutral; fearful/neutral). Using GPC, neural activity to neu-

tral faces presented during the happy/neutral experiment accu-

rately and significantly differentiated groups, achieving 75% 

accuracy (sensitivity=75%, specificity=75%). More recently, 

Schnack et al. [8] used Support Vector Machines (SVM) to 

distinguish among three groups of patients. They scanned 66 

schizophrenia patients, 66 patients with bipolar disorder and 

66 healthy subjects on a 1.5 Tesla magnetic resonance imag-

ing scanner. Three SVM were trained to separate patients with 

schizophrenia from healthy subjects, patients with schizophre-

nia from those with bipolar disorder, and patients with bipolar 

disorder from healthy subjects, respectively, based on their 

gray matter density images. The predictive power of the mod-

els was tested using cross-validation and in an independent 

validation set of 46 schizophrenia patients, 47 patients with 

bipolar disorder and 43 healthy subjects scanned on a 3 Tesla 

magnetic resonance imaging scanner. Schizophrenia patients 

could be separated from healthy subjects with an average ac-

curacy of 90%. Additionally, schizophrenia patients and pa-

tients with bipolar disorder could be distinguished with an 

average accuracy of 88%. The model delineating bipolar pa-

tients from healthy subjects was less accurate, correctly classi-

fying 67% of the healthy subjects and only 53% of the patients 

with bipolar disorder. In the latter group, lithium and antipsy-

chotics use had no influence on the classification results. Ap-

plication of the 1.5 Tesla models on the 3 Tesla validation set 

yielded average classification accuracies of 76% (healthy vs 

schizophrenia), 66% (bipolar vs schizophrenia) and 61% 

(healthy vs bipolar). Most of these works are based on image 

data. As far as we know, no work has been done on data col-
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lected from clinical assessments such as demographic and 

bipolar disorder features collected from forms and from medi-

cal consultations. 

In this work, besides working only with annotated clinical 

data, we also employ a non-propositional machine learning 

technique, Inductive Logic Programming (ILP), which com-

bines inductive machine learning and logic programming [9]. 

Compared to other machine learning algorithms, an advantage 

of ILP is its use of relational logic as a representation lan-

guage. Learning systems that use this kind of representative 

language are known as Relational Learning Systems (RLS). In 

this approach, objects are structurally described, i.e., accord-

ing to their components and relationships between them. The 

employment of relational logic as a representative language 

allows the induction of predicates. As a consequence, the 

number of concepts that can be learned is expanded. RLS are 

highly expressive for representing concepts and are able to 

represent the domain knowledge in such a way that is directly 

intelligible for people – a fundamental characteristic whenever 

one aims to extract knowledge from a given domain [10].  

In this study, we investigate the use of ILP to generate a multi-

relational model for studies of depression relapse in patients 

with BD. Our study considers demographic and clinical fea-

tures, organized in multiple tables, which makes the dataset 

suitable for relational learning [11]. We generate interpretable 

classifiers, based on first-order logic, that capture the correla-

tion between features included in this study to find patterns of 

relapse and no-relapse in patients with BD. 

Methods 

We explored data from a cohort of 139 patients with BD, fol-

lowed by periods of 6 months to 10 years, from the Bipolar 

Disorder Program from the Institute of Psychiatry of São Pau-

lo State University outpatient clinic. These data are associated 

with 102 variables covering psychiatric and medical comor-

bidity and history of BD, and 109 variables collected during 

the patient follow-up including medication and symptoms of 

mood. All participants in the study signed a consent form ap-

proved by the Ethics Committee for Research Project Analysis 

at the Hospital das Clínicas, Faculty of Medicine, University 

of São Paulo for use of data collected during the follow-up in 

clinical research. 

Initially we identified patients who had continuous periods of 

remission until depression relapse, or that remained in remis-

sion. For this study, we considered only the first depressive 

relapse of patients. A broader definition of a relapse included 

both syndromal episodes and subsyndromal clinical states, 

because reports in the prior literature indicate an association 

between subsyndromal clinical status of BD and worse clinical 

and functional outcomes [1, 12, 13]. After filtering, we had 

108 patients, where 86 (79.6%) cases are of relapse and 22 

(22.7%) are of not relapse, which is representative of the reali-

ty of BD patients’ outcomes [1 ,3, 4], especially in a university 

outpatient clinic that treats patients with more severe disor-

ders. All clinical data and follow-up data of the patients were 

used to generate the relational models. We consider cut-offs of 

4 weeks for remission time and classification of mood states 

based on Hamilton Depression Rating Scale and Young Mania 

Rating Scale as defined by the International Society of Bipolar 

Disorder [14, 15, 16]. 

ILP allows the expert's knowledge to be encoded as back-

ground knowledge. We use this characteristic to create predi-

cates that allow searching for relationships between visits of 

patients. Thus, the ILP system is capable of exploring rules 

seeking patterns between several visits of the same patient 

including baseline visit, previous visit to relapse and relapse 

visit. 

Unlike most machine learning approaches, ILP treats its posi-

tive and negative training asymmetrically, focusing on induc-

ing rules that match many positive examples and few (ideally 

zero) negative examples. In this study, we investigate the po-

tential of ILP in two tasks: automatically finding rules that 

correlate features of (1) relapse and (2) no-relapse cases. 

We used Aleph (A Learning Engine for Proposing Hypothe-

ses) [17], an ILP system completely written in Prolog, that 

was developed at Oxford University. Aleph receives as input: 

the background knowledge (BK) specified as a logic program; 

the hypotheses specification (H); an optional set of restrictions 

(I) relative to acceptable hypotheses; and a finite set of exam-

ples E = E
+ 

�E
−

, where E
+

 consists of a “positive” set of ex-

amples and E
−

 a “negative” set of examples. Aleph searches 

for a hypothesis H, relative to the restrictions I, so that H im-

plies all examples in E
+

 and none in E
−

. In other words, H is 

true for all examples in E
+

, but it is false for every element of 

E
−

. As a default mode, Aleph applies a covering procedure 

that constructs a hypothesis through the generation of rules, 

one by one, using the positive examples. The final outcome 

consists of a collection of rules (clauses) represented in First 

Order Logic, known as a theory. 

Aleph has several parameters that can be set to guide the 

search for better rules. We changed the default values of four 

of these parameters: 

clauselength: sets the upper bound on number of literals in an 

acceptable clause 

minpos: sets the minimum number of positive examples that a 

rule is required to cover. 

noise: sets the maximum number of negative examples that a 

rule is allowed to cover. 

nodes: sets the upper bound on the nodes to be explored when 

searching for an acceptable clause. 

We chose 10 for clauselength to get rules with the largest 

number of features and related visits of a patient. We chose 2 

for minpos in order to produce rules that generalize beyond a 

single case in the training set at minimum. For noise we chose 

0, disallowing any rules that misclassify even a single positive 

example in the training set. Due to the large number of varia-

bles, we set the maximum number of nodes as 2,000,000. 

In our experiments, we use stratified 10-fold cross-validation 

for evaluating the results. We used the same folds in both ex-

periments (relapse and no-relapse). Metrics presented are col-

lected across all folds, and are related to the test sets. For each 

experiment, we report the contingency table (TP: True Posi-

tives, FN: False Negatives, FP: False Positives and TN: True 

Negatives), Accuracy (Acc), Recall (Rec), Precision (Prec) 

and Specificity (Spec). Recall gives the true positive rate, Pre-

cision gives the rate of correctly classified positives and Spec-

ificity gives the true negative rate.  

A statistical analysis of the variables was performed. Socio-

demographic and psychiatric characteristics at baseline were 

compared between relapse and no-relapse groups using the 

chi-square test for categorical variables (Fisher’s exact test if 

cell counts expected <5), the Student’s t-test for normally dis-

tributed continuous variables, and the Wilcoxon Mann-

Whitney test for non-normally distributed continuous varia-

bles. Analyses were conducted using SPSS (V.15.0).  All sta-

tistical analyses were conducted using a two-sided signifi-

cance level of α=0.05.  
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Results 

Socio-Demographic and Bipolar Disorder features 

In the overall sample, mean age was 40.2 years old (sd. 11.5), 

ranging from 22 to 76; 72 (66.7%) were female, 84 (77.8%) 

were Caucasian, 47 (43.5%) were single and 41 (38.0%) mar-

ried, 16 (14.8%) divorced and 4 (3.7%) widowed, the mean 

years of education was 11.78 (sd. 3.25) ranging from 3 to 18. 

The majority of patients, 99 (91.7%), was diagnosed with BD 

I. Of the 108 subjects evaluated, 86 (79.6%) had a depressive 

episode relapse. Table 1 shows socio-demographic and BD 

comparison between groups. No difference was observed re-

garding the medication in use at baseline: lithium - relapse 

group (RG) n=29, 33.7% vs. no-relapse group (NRG) n=9, 

40.7%, (p=0.53); anticonvulsant - RG n=51, 59.3% vs. NRG 

n=12, 54.5%, (p=0.69); second generation antipsychotics - RG 

n=32, 37.2% vs. NRG n=7, 31.8%, (p=0.64); first generation 

antipsychotics - RG n=3, 4.7% vs. NRG n=0, 0.0%, (p=0.58); 

antidepressants - RG n=27, 25.0% vs. NRG n=2, 9.1%, 

(p=0.06). 

Table 1– Socio-demographic and Bipolar Disorder character-

istics in Relapse and No-Relapse Group 

 Relapse No-relapse p 

n (%) 86 (79.6%) 22 (20.4%)  

Female (n, %) 60 (69.8%) 12 (54.5%) 0.18 

Age (mean, sd) 40.9 (12.0) 37.6 (8.9) 0.23 

Years of education 

(mean, sd) 

11.8 (3.3) 11.8 (3.0) 0.97 

Caucasian (n, %) 69 (80.2%) 15 (68.2%) 0.19 

Bipolar Disorder 

(n, %) 

Type I 

78 (90.7%) 

Type II 

8 (9.3%) 

Type I 

21 (95.5%) 

Type II 

1 (4.5%) 

0.47 

Presence of psy-

chotic symptoms 

(n, %) 

52 (60.5%) 12 (54.5%) 0.53 

Age of BD onset  

(median, iqr) 

18.5 (15.0-26.0) 27.0 (17.0-32.0) 0.03 

Years with BD  

(median, iqr) 

15.5 (10.0-23.8) 10.0 (6.0-16.0) 0.01 

Rapid cycler (n,%) 8 (9.3%) 1 (4.5%) 0.49 

Psychiatric comor-

bidity (n, %) 

52 (60.5%) 13 (59.1%) 0.91 

Suicide attempt 21 (24.4%) 5 (22.7%) 0.87

Multi-Relational Model  

The theories obtained by Aleph were translated from first-

order logic to English to make them easier to read. The theory 

derived for relapse (RG) was composed by four rules and the 

one derived for no-relapse (NRG) by two rules, which are 

described next. 

Relapse (RG) theory 

1. The patient did not have a binge eating disorder, did 

not have insomnia in the middle of the night in the visit 

before the relapse, did not have psychotic symptoms 

and has not been using hypnotic medication. 

2. The patient presented loss of interest in activities (hob-

bies or work), indecision and vacillation in the relapse 

visit. 

3. The patient was not a rapid cycler, was using two dif-

ferent medications, one of them was an anticonvulsant, 

and at the baseline visit he/she did not have insomnia 

in the middle of the night and suicidal thoughts. 

4. The patient had the BD onset before 17 years old, and 

did not meet criteria for alcohol abuse lifetime, and at 

the relapse visit complained about subjective tension 

and irritability. 

No-Relapse (NRG) theory 

5. The patient did not present a depressed mood (sadness, 

hopeless, helpless, worthless) and somatic symptoms. 

6. The patient had 13-17 years of education. 

The quantitative results from 10-fold cross-validation for each 

experiment are presented in Table 2. Metrics presented are 

collected across all folds and are related to the test sets. 

Table 2– Accuracy performance 

 TP FN FP TN Acc Rec Prec Spec 

RG 79 7 9 13 0.85 0.92 0.90 0.59 

NRG 16 6 4 82 0.91 0.73 0.80 0.95

Discussion 

Aleph discovered several rules that confirm facts in the litera-

ture. Moreover, it discovered patterns that can predict in 

which conditions a new patient will have the next relapse oc-

currence, facilitating the immediate detection of the problem 

and suitable treatment.  

As far as we know, this is the first study on the use of ILP to 

generate a multi-relational clinical model in BD. In addition, 

this is the first experiment in the major area of psychiatric 

disorders that explores machine learning classifiers to perform 

multi-correlation of patients’ clinical features based on a lon-

gitudinal dataset. In a research area where the finding for in-

terpretable and meaningful patterns is eagerly sought, ILP 

produced very good initial positive results. The generated 

rules selected clinical features associated with outcome in BD 

already described in the scientific literature. Moreover, the 

associations found by ILP are richer than the ones produced 

by the so-called black-box models. ILP also produces multi-

variate correlations as it can combine several variables in the 

same rule. As ILP is not based on numerical processing, we do 

not need to worry about missing values. 

ILP Theories  

BD patients have circadian rhythm genetic abnormalities mak-

ing them especially sensitive to sleep changes [18]. Sleep dis-

turbance in BD is associated with a more severe course of 

illness, presence of psychotic symptoms and use of anticon-

vulsants suicide attempts [19]. All these features were present 

in the relapse group rules. For example, Rule (1) and Rule (3) 

mention lack of insomnia, and Rule (3) correlates lack of in-

somnia and intake of anticonvulsants to a relapse. Anticonvul-

sants, especially valproic acid, valproate and divalproex are 

used as mood stabilizers in BD. Better rates of mood stabiliza-

tion are observed when associated with lithium. When used in 

monotherapy, they are as effective as lithium [20]. Therefore 

it is expected that they have a strong role in relapse presence. 

Lamotrigine, another anticonvulsant with significant positive 

results in the treatment of BD [21] is included in this group. 

Anxiety and early age of BD onset are also associated with a 

poorer outcome [1, 22, 23], and included in Rule (4).  BD is 

strongly associated with suicide. A review study about suicide 

and BD clinical samples described that between 14-59% of the 

patients have suicide ideation, 25-56% present at least one 

suicide attempt during their lifetime and 15-19% die from 

suicide [24]. Rule (3) is associated with rapid cycling, which 

was already observed in the literature. Moreover, the use of 

anticonvulsants in BD is also associated with impulsivity and 

irritability, both associated with suicide attempts. 
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Subsyndromal depressive symptoms are strongly associated 

with depressive relapse [13]. In all rules there is at least one 

depressive symptom. Interestingly, the rules also describe the 

absence of specific depressive symptoms as a predictor of 

depressive relapse. Rule (2) consists only of depressive symp-

toms. In the No-relapse theory, Rule (5) consists only of de-

pressive symptoms, strengthening once more the power of 

subsyndromal role in depressive relapse. Rule (6) is associated 

with years of education. Education is associated with higher 

levels of resilience, the ability to cope with stress or adversity, 

which is positively associated with better outcomes [25]. 

A possible limitation concerning our sample is the difference 

of BD age onset and years with BD between groups. The early 

BD onset as a factor associated with relapse was observed in 

the statistical and ILP analyses. It is well known in the litera-

ture the negative impact of early age of onset in BD outcome 

[1]. Other limitations could be related to the follow-up and 

number of visits per subject, once they were naturalistically 

followed and the visits were scheduled according to mood 

changes. A structured follow-up program could reduce this 

bias in future machine learning studies. 

ILP as a Classifier 

Besides producing rules that can represent patient patterns and 

allowing for the representation of new background knowledge 

that can be incorporated in to the raw data, ILP rules can also 

work as classifiers that can predict relapse or no-relapse of 

future cases. Results in Table 2 show the expected perfor-

mance of a classifier based on rules produced by Aleph on our 

dataset. As explained before, these results were generated us-

ing 10-fold cross-validation (which is a standard machine 

learning validation procedure) and results are reported for the 

test set. 

The first row of Table 2 shows results for rules that can pre-

dict in which situation a patient will have a relapse. These 

rules are based on the four rules discussed in the Results sec-

tion. This classifier has a very good accuracy of 85%, being 

able to correctly predict 92 out of the 108 patients. On the 

relapse class, it does quite well with a 92% Recall, meaning 

that it misclassifies only 7 patients that actually have a relapse. 

This has a very important clinical meaning, since psychiatrists 

can concentrate their attention on the most needed patients 

with a very regular follow-up, while scheduling other patients 

to a more spaced time interval. It is important to note that the 

current practice routine considers all patients as potential re-

lapse cases.  

The second row of Table 2 shows similar results, but from the 

point of view of the no-relapse patients. If we look at the error 

rate of this classifier, it can perform even better than the first 

classifier for relapse cases. In other words, if the classifier 

says that a case is no-relapse, only 4 actual relapse cases are 

misclassified, while most of the no-relapse cases (16 out of 22, 

73%) are still correctly classified. This means that 73% of the 

actual no-relapse cases can have a different treatment and 

have less regular visits to the psychiatrist, again leaving more 

time for the psychiatrists to concentrate on the actual relapse 

cases. 

These are very encouraging results which open a new path to 

novel discoveries in the area of mental disorders. 

Conclusion 

In this work, we use ILP to develop a multi-relational model 

that highlights patterns of relapse and non-relapse in patients 

with BD. The results confirm that ILP can generate accurate 

relational models. The models are easy to interpret, since they 

are based on a rule-based language helping the experts to bet-

ter understand the found patterns. By using this language, the 

expert can also add new knowledge to the raw data. Rules 

pinpoint features that were already reported in the literature 

such as use of convulsants and cases of insomnia, among oth-

ers, but more importantly, they correlate many variables, con-

trary to most studies in the literature that only find uni- or bi-

variate correlations.  

We used 10-fold cross-validation on a set of 108 patients, 22 

with no-relapse and 86 with relapse. Results show that we can 

achieve very good accuracy when predicting either class and 

very good Recall (up to 95% specificity on the no-relapse 

class), numbers that are better than the ones found in the lit-

erature so far.  

Another advantage of ILP is that it can handle multiple tables, 

which is not so trivial with propositional methods that require 

that the data is represented in a flat table format. For example, 

in our experimental setting, each patient can have a variable 

number of visits per month (up to 45 non-consecutive visits in 

125 months), and each visit is associated to several different 

characteristics (totaling 211 variables per patient). Generating 

a flat table for this kind of data keeping the absolute time of 

the visit would require a huge, sparse, and redundant table 

with 13,727 columns for each patient. In addition, models 

produced with the ILP learner would not be comparable with 

models produced with this flat table. 

Some ILP limitations concern the rapid growth of the search 

space relative to database growth. Such situations may lead to 

a high computational cost for the rule construction, thus mak-

ing it more difficult to find the best solution. 

ILP and other approaches in machine learning could be espe-

cially useful in exploratory studies with a multifactorial ap-

proach, as translational research, and the possibility to find 

patterns with impressive precision.  The mental disorder field 

could be explored as a tool to link neurobiology with clinical 

phenotype. More research in other areas of mental disorders 

must be done to fully uncover the ILP potential. 

Acknowledgments 

Rogerio Salvini and Rodrigo Dias would like to thank Daniele 

Madureira from the National Laboratory for Scientific Com-

puting (LNCC, Petropolis, Brazil) for discussions and support. 

Rogerio Salvini and Inês Dutra would like to acknowledge the 

FCT project “ABLe: Advice-Based Learning for Health Care” 

(PTDC/ EEI-SII/ 2094/ 2012). This research was carried out 

without funding. 

References 

[1] Goodwin FK, Jamison KR, Ghaemi SN. Manic-depressive 

illness : bipolar disorders and recurrent depression. 2nd ed. 

New York, N.Y.: Oxford University Press; 2007. 

[2] World Health Organization, The global burdem of disease: 

2004 update. World Health Organization Press; 2004. pp. 

46. 

[3] Gitlin MJ, Swendsen J, Heller TI, Hammen C. Relapse and 

impairment in bipolar disorder. American Journal of Psy-

chiatry, 1995; 152:1635-40. 

[4] Tohen M, Waternaux GM, Tsuang MT. Outcome in ma-

nia: a 4-year prospective follow-up of 75 patients utilising 

survival analysis. Archives of General Psychiatry, 1990; 

47:1106–1111. 

[5] Oquendo MA, Baca-Garcia E, Artés-Rodríguez A, Perez-

Cruz F, Galfalvy HC, Blasco-Fontecilla H, Madigan D, 

Duan N. Machine learning and data mining: strategies for 

R. Salvini et al. / A Multi-Relational Model for Depression Relapse in Patients with Bipolar Disorder744



hypothesis generation. Molecular Psychiatry, 2012; 

17:956–959. 

[6] Phillips ML, Kupfer DJ. Bipolar disorder diagnosis: chal-

lenges and future directions. Lancet. 2013; 

381(9878):1663-71. 

[7] Mourão-Miranda J, Oliveira L, Ladouceur CD, Marquand 

A, Brammer M, Birmaher B, Axelson D, Phillips ML. Pat-

tern recognition and functional neuroimaging help to dis-

criminate healthy adolescents at risk for mood disorders 

from low risk adolescents. PLoS One. 2012; 7(2). 

[8] Schnack HG, Nieuwenhuis M, van Haren NE, Abramovic 

L, Scheewe TW, Brouwer RM, Hulshoff Pol HE, Kahn 

RS. Can structural MRI aid in clinical classification? A 

machine learning study in two independent samples of pa-

tients with schizophrenia, bipolar disorder and healthy sub-

jects. Neuroimage. 2014; 84:299-306. 

[9] Muggleton S. Inductive logic programming. New Genera-

tion Computing, 1991; 8(4):295-318. 

[10] Michie D. Machine learning in the next five years. In 

Proc. Third European Working Session on Learning, Pit-

man, London, 1988; pp.107-122. 

[11] Raedt LD. Logical and Relational Learning. Spring-

er, 2008. 

[12] Marangell LB, Dennehy EB, Miyahara S, et al. The 

functional impact of subsyndromal depressive symptoms 

in bipolar disorder: data from STEP-BD. J Affect Disord. 

2009; 114(1-3):58-67. 

[13] Tohen M, Bowden CL, Calabrese JR. Influence of 

sub-syndromal symptoms after remission from manic or 

mixed episodes. Br J Psychiatry. 2006; 189:515-519. 

[14] Tohen M, Frank E, Bowden CL, Colom F, Ghaemi 

SN, Yatham LN, Malhi GS, Calabrese JR, Nolen WA, 

Vieta E, Kapczinski F, Goodwin GM, Suppes T, Sachs 

GS, Chengappa KR, Grunze H, Mitchell PB, Kanba S, 

Berk M. The International Society for Bipolar Disorders 

(ISBD) Task Force report on the nomenclature of course 

and outcome in bipolar disorders. Bipolar Disord. 2009; 

11(5):453-73. 

[15] Cetin T, Guloksuz S, Cetin EA, Gazioglu SB, Deniz 

G, Oral ET, van Os J. Plasma concentrations of soluble cy-

tokine receptors in euthymic bipolar patients with and 

without subsyndromal symptoms. BMC Psychiatry. 2012; 

12:158. 

[16] Kulkarni J, Filia S, Berk L, Filia K, Dodd S, de Cas-

tella A, Brnabic AJ, Lowry AJ, Kelin K, Montgomery W, 

Fitzgerald PB, Berk M. Treatment and outcomes of an 

Australian cohort of outpatients with bipolar I or schizoaf-

fective disorder over twenty-four months: implications for 

clinical practice. BMC Psychiatry. 2012; 12:228. 

[17] Srinivasan A. The Aleph Manual, 2001. 

[18] Murray G, Harvey A. Circadian rhythms and sleep in 

bipolar disorder. Bipolar Disord. 2010; 12(5):459-72. 

[19] Sylvia LG, Dupuy JM, Ostacher MJ, Cowperthwait 

CM, Hay AC, Sachs GS, Nierenberg AA, Perlis RH. Sleep 

Disturbance in Euthymic Bipolar Patients. J 

Psychopharmacol. 2012; 26(8):1108-12. 

[20] Cipriani A, Reid K, Young AH, Macritchie K, Ged-

des J. Valproic acid, valproate and divalproex in the 

maintenance treatment of bipolar disorder. Cochrane Da-

tabase Syst Rev. 2013; 10:CD003196. 

[21] Popovic D, Reinares M, Amann B, Salamero M, 

Vieta E. Number needed to treat analyses of drugs used for 

maintenance treatment of bipolar disorder. Psychopharma-

cology (Berl). 2011; 213(4):657-67. 

[22] Otto MW, Simon NM, Wisniewski SR, Miklowitz 

DJ, Kogan JN, Reilly-Harrington NA, Frank E, Nierenberg 

AA, Marangell LB, Sagduyu K, Weiss RD, Miyahara S, 

Thas ME, Sachs GS, Pollack MH;STEP-BD Investigators. 

Prospective 12-month course of bipolar disorder in out-

patients with and without comorbid anxiety disorders.Br J 

Psychiatry. 2006; 189:20-5. 

[23] Bowden CL, Perlis RH, Thase ME, Ketter TA, 

Ostacher MM, Calabrese JR, Reilly-Harrington NA, Gon-

zalez JM, Singh V, Nierenberg AA, Sachs GS. Aims and 

results of the NIMH systematic treatment enhancement 

program for bipolar disorder (STEP-BD;  CNS Neurosci 

Ther. 2012; 18(3):243-9. 

[24] Abreu LN, Lafer B, Baca-Garcia E, et al. Suicidal 

ideation and suicide attempts in bipolar disorder type 1: an 

update for the clin ician. Rev Bras Psiquiatr. 2009; 

31(3):271–280. 

[25] Choi JW, Cha B, Jang J, Park CS, Kim BJ, Lee CS, 

Lee SJ. Resilience and impulsivity in euthymic patients 

with bipolar disorder.J Affect Disord. 2015; 170:172-7. 

Address for correspondence 

Rogerio Salvini 

Instituto de Informática, Universidade Federal de Goiás (INF/UFG) 

E-mail: rogeriosalvini@inf.ufg.br 

 

R. Salvini et al. / A Multi-Relational Model for Depression Relapse in Patients with Bipolar Disorder 745



Thermal Signal Analysis for Breast Cancer Risk Verification 

Lincoln F. Silva
a

, Giomar O. Sequeiros
a

, Maria Lúcia O. Santos
b

, Cristina A. P. Fontes
b

,  

Débora C. Muchaluat-Saade
a 

 and Aura Conci
a 

a 

Institute of Computing, Fluminense Federal University, Niterói, RJ, Brazil 

b

Department of Radiology,  Fluminense Federal University, Niterói, RJ, Brazil 

 

 

Abstract 

Breast cancer is the second most common cancer in the world. 

Currently, there are no effective methods to prevent this 

disease. However, early diagnosis increases chances of 

remission. Breast thermography is an option to be considered 

in screening strategies. This paper proposes a new dynamic 

breast thermography analysis technique in order to identify 

patients at risk for breast cancer. Thermal signals from 

patients of the Antonio Pedro University Hospital (HUAP), 

available at the Mastology Database for Research with 

Infrared Image - DMR-IR were used to validate the study. 

First, each patient´s images are registered. Then, the breast 

region is divided into subregions of 3x3 pixels and the average 

temperature from each of these regions is observed in all 

images of the same patient. Features of the thermal signals of 

such subregions are calculated. Then, the k-means algorithm 

is applied over feature vectors building two clusters. 

Silhouette index, Davies-Bouldin index and Calinski-Harabasz 

index are applied to evaluate the clustering. The test results 

showed that the methodology presented in this paper is able to 

identify patients with breast cancer. Classification techniques 

have been applied on the index values and 90.90% hit rate has 

been achieved. 

Keywords: 

Breast cancer; Thermal signals; Clustering; Validity indexes; 

Classification. 

Introduction 

Breast cancer is the most common cancer among women 

worldwide. However, when diagnosed and treated in early 

stages, this cancer type has relatively good prognosis [1]. 

Screening is a strategy adopted by health authorities in order 

to identify women who are at initial stages of breast disease. 

Thus, it is necessary to develop methods and techniques in 

order to improve screening procedures because even 

mammography, which is considered the gold standard for 

cancer detection, has its limitations, such as high false positive 

classification rate, insufficient effectiveness in dense breasts 

and use of ionizing radiation to form breast images [2][3]. 

Since the cancerous tissue temperature is generally higher than 

healthy surrounding tissues, thermography has been 

considered a promising screening method for breast cancer 

detection by generating images that reveal the heat distribution 

on the breast surface [3].  

The thermal signals used in this work originated from 

dynamic thermography, which is a method for monitoring the 

dynamic response of the skin temperature after thermal 

stimulus. In other methods for detecting breast cancer, the 

thermal stimulus most utilized is the application of air flow 

directed to the breasts by an electric fan [4][5][6]. The cooling 

of the breasts, theoretically, improves the thermal contrast 

between healthy and unhealthy tissues in the image, because 

blood vessels promoted by cancerous tumors do not have 

muscular layer and neural regulation like embryological 

vessels. These vessels are only endothelial tubes and therefore 

do not contract in response to sympathetic stimulation. For 

that reason breast region with cancerous tumors remain with 

unchanged temperature while the healthy part of the breast is 

cooled down [7]. 

When compared to static thermography, dynamic 

thermography is faster and more robust. Indeed, static 

thermography requires rigid environmental conditions and 

significantly long time for acclimatization of the patient to 

examining room conditions. On the other hand, dynamic 

thermography is much less dependent of the conditions and 

temperature of the examining room [8]. 

This paper proposes a new dynamic breast thermography 

analysis technique in order to identify patients at risk for 

breast cancer. Dynamic thermal signals from patients of the 

HUAP, available at the Mastology Database for Research with 

Infrared Image - DMR-IR [9] were used for validating this 

hypothesis. First, each patient has her images registered. 

Second, the breast region is divided into regions of 3x3 pixels 

and average temperature from each of these regions is 

observed in all images of the same patient. Features of the 

thermal signals of such regions are calculated. Then, the k-

means algorithm is applied over the feature vectors building 

two clusters. Silhouette, Davies-Bouldin and Calinski-

Harabasz indexes are applied to evaluate clustering. The test 

results demonstrated that the methodology presented in this 

paper is able to identify these patients. Classification 

techniques have been applied on the index values and 90.90% 

hit rate has been achieved. 

The remainder of the paper is organized as follows: related 

work section contains main work identified in the literature; 

the methodology proposed in this work is detailed in the 

section of same name; in the section tests and results, results 

are presented and discussed; and the conclusion section 

concludes this paper and indicates future work. 

Related work 

In Gerasimova et al. [10], dynamic thermography has been 

performed in 46 histopathologically proven breast malignant 

and benign tumor cases before surgery. From regions with and 

without tumor, thermal signals have been generated and 

Fourier Analysis, Wavelet Transform and phase diagram have 

been applied in order to examine the behavior of these signals. 

The authors have concluded that chaotic phase diagrams 

correspond to the healthy tissue; while for cancerous tissues, 

irregular shape in phase space is typical. Furthermore, results 

indicate that for healthy tissue, the thermal signals are anti-
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correlated, whereas in cancerous tissue, thermal noise 

correlation has been observed. According to these authors, 

these results indicate that abnormal tissue has no ability to 

adapt to external influences. In addition, according to the 

authors, the results are consistent to the golden rule in 

biomedical sciences. This rule states that healthy and normal 

biomedical systems are often very complex and that the 

complexity decreases when an abnormality or disease occurs. 

In another work, Gerasimova et al. [3] have performed 

multifractal analysis over breast thermal signals produced by 

dynamic thermography to detect differences in behavior 

between tissue with malignant tumor and healthy tissue. The 

modulus maxima wavelet transform method has been applied 

to characterize the multifractal properties of the one-

dimensional thermal signals of cancerous and healthy breasts. 

The authors have concluded that complex scalar multifractal 

properties of the signals over autonomic regulation are 

drastically altered when the disease is present. In such a study, 

both breasts of 9 women were imaged, 6 with cancer and 3 

healthy. A photovoltaic detector camera InSb was used. 

During acquisition of the images, the patient remains seated 

with the arms down in order to avoid discomfort. Frontal 

images were captured at 1 meter distance in a controlled 

temperature environment between 20ºC to 22ºC. Each set 

contains 30,000 image frames acquired during 10 minutes. 

Skin surface markers were used as landmarks for image 

registration phase in order to eliminate motion artifacts and do 

not hinder the analysis. In sick patients, the tumor region and 

the symmetrically positioned region in the other breast are 

delimited by square regions of 8 x 8 pixels. The analysis has 

been performed only within these regions. The methodology is 

able to discriminate between healthy region and region with 

tumor. Healthy regions exhibited signals with multifractal 

dimension as complexity signature and tumor regions 

exhibited signs with monofractal dimension as evidence of 

loss of complexity. 

Recently, Gerasimova et al. published another work [11] using 

a much larger database, with 33 patients with 

histopathologically proven cancer and 14 healthy volunteers 

for control. The findings reaffirm the results of the prior study 

[3]. 

Scully et al.[12] also conducted analysis of skin thermal signal 

in patients with skin cancer. The temperature monitoring was 

performed by dynamic thermography. 1,500 thermograms, 

containing the region with disease, were collected using a 

camera FLIR SC7700, during 25 minutes. The collected 

images have been registered in relation to the first image and 

Wavelet Transform was used to analyze the thermal signals. 

They found significant differences between the region of 

control and tumor regions. 

Herman [8] claims that dynamic thermography is able to 

measure the difference in infrared emission between healthy 

tissue and melanoma during the temperature recovery process 

after removal from cold stress. Test results suggest that the 

temperature is higher in cancerous lesion than in non-

cancerous lesion during the first 45-60 seconds of thermal 

recovery. In this methodology, the region with tumor is 

surrounded by a bounding rectangle. Then, a digital 

photograph and an infrared image are captured. The infrared 

image observes the situation of steady state under ambient 

conditions. After, the skin is cooled by cold airflow per 1 

minute. Next, infrared images are captured during 200 

seconds. The methodology was applied in 37 patients, 3 with 

histopathologically confirmed cancerous lesions. The method 

achieved 100% accuracy.  

Liu et al. [13] used thermograms to observe the forearm 

temperature variation and perform classification between three 

tissues: with micro-vascularity, with large veins and no veins. 

3,000 thermographs were captured during 12 minutes and 

were registered afterwards with reference to the first image of 

the sequence. Thermal signals of each pixel were built, 

totaling 81,000 signs. Clustering using k-means algorithm and 

Short Time Series (STS) distance were applied over the signs 

to identify tissues with similar behavior in time. The authors 

demonstrated differences between three tissue types in terms 

of temperature change over time (via temporal profiles), 

magnitude of frequency response (via FFT), and coherency 

(via wavelet phase coherence and power spectrum 

correlation). 

Unlike previous work, our methodology applies machine 

learning to decide whether or not a given patient is at risk of 

breast cancer. 

Methodology 

Our methodology steps are: image registration; thermal signal 

construction; thermal signal feature extraction; clustering; 

clustering evaluation and classification model building. 

Image Registration 

During examination by dynamic thermography, the patient 

may perform involuntary movements from breathing and 

momentary imbalance. These movements cause differences 

from one image to another and consequently generate thermal 

noise in the formed signs. Figure 1 shows (a) the first image of 

a particular patient, (b) the seventeenth image of the same 

patient, and (c) the result of the subtraction of (b) and (a) 

images. It is possible to see the difference between the images 

by observing image (c) which illustrates the effect of the 

movement of the patient during the examination. 

Figure 1- Image registration: (a) first image of sequence; (b) 

seventeenth image of sequence; (c) subtraction of (b) by (a) 

before registration; (d) the same subtraction after registration 

of these images. 

In order to decrease the effects of these movements on thermal 

signals, registration of all images is performed. Registration is 

a process in which images, roughly speaking, are "matched". 

Considering two images (reference and sensitive) of the same 

scene, registration seeks to create a relationship between them 

to achieve the best overlap possible [14]. In this work, the first 

image of the sequence was considered the reference 

(immutable) image and the remaining images have been 

considered sensitive (transformable) images. 
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The registration is performed in two steps. In the first stage, a 

rigid body registration is applied based on intensities with 

geometric transformation consisting of translation, rotation, 

and scale. The second step uses non-rigid 2D registration with 

Residual Complexity (RC) [15]. 

The result of the registration can be seen in Figure 1(d). That 

image represents the subtraction of image (b) by image (a). 

After registration, the difference is much smaller than that one 

shown in image (c), before registration. 

It is noteworthy that the data used in the analysis described in 

this paper are the temperature matrices of the breast surface, 

captured by an infrared camera. Thus the temperature matrix 

is converted to an image in gray tones, then the registration is 

performed in this image and the transformations are 

transferred back to the temperature matrix. 

Thermal Signal Construction 

After registration of the images, the formation of the thermal 

signal from the dynamic sequence of 20 images of a particular 

patient comprises the following steps: 

1. The region of the breasts of the first image of the 

sequence is segmented creating a mask as shown in 

Figure 2(a); 

2. The image region corresponding to the created mask 

is divided into a grid of 3x3 pixel squares�
�
(Figure 

2(b)), with k�1,...,p , where p is the amount of 

formed squares; 

3. The averaged temperature of each square �
�
 is 

observed in all twenty images of the sequence 

producing the  	
�

� 
�
�

,t
�
,...,t

20
 thermal signal; 

4. These twenty points are interpolated by cubic 

convolution yielding a signal of 1,901 points (in each 

interval between two points, 100 new points have 

been inserted, then 100x19 intervals = 1,900 + 1 (last 

point) = 1,901).   

The 	
�
 series values are ordered chronologically, i.e., �

�
is the 

mean temperature square �
�
 in the first image of the 

sequence, �
�
 is the mean temperature square �

�
 in the second 

image of the sequence, and so on. 

Figure 2 – Mask and grid of squares 

 

Figure 3 shows the thermal signals of a sick patient and Figure 

4 shows the thermal signals of a healthy patient. The x-axis 

represents time (the 20 points of each serie). The y-axis 

contains each of S
k
 (the index) of each thermal signal. The z-

axis indicates the temperature in Celsius degrees. It can be 

seen that there is a group of thermal signals with higher 

temperature (red color) and with sharper increase in the early 

stages of the temperature recovery after thermal stress for the 

sick patient (Figure 3) however the same is not true for the 

healthy patient (Figure 4). The extracted features attempt to 

emphasize these differences. 

 

 

Figure 3 - Thermal signs of a sick patient. 

Figure 4 - Thermal signs of a healthy patient. 

Thermal Signal Feature Extraction  

The 	
�
 time series can be treated as a biological signal of 

temperature �
�
, i�1 … �, where N�20. In biomedical systems, 

the evaluation of the complexity (main feature) is an important 

factor for diagnosis. This is possible through identifying and 

evaluating the complexity of the signal created by these 

systems [16]. 

In this work we used two signal complexity measures as 

features: the signal mobility which uses normalized first-order 

variations of the signal; and the signal complexity that uses 

second-order variations of the signal. The two characteristics 

measure the degree of variation along the signal. [16]. 

Considering a particular patient, from each sign �
�
 first-order 

variations are calculated, defined by �
�
�t

�
� �

���
, i�2 … �, 

and second-order variations, defined by �
�
�d

�
� �

���
, 

i�3 … �. 
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Measures of complexity and mobility are defined in Equations 

(4) and (5), respectively: 
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 (5) 

Clustering, Evaluation of Clusters and Classification  

The calculated features for each signal are stored in a vector. 

Clustering is performed over the set formed by feature vectors. 

In this work, we applied the k-means algorithm for clustering 

the vector set into two clusters. The two expected clusters are: 

thermal signals generated from diseased tissue and thermal 

signals generated from healthy tissue. We believe that for 

healthy patients the two clusters formed are very similar 

(healthy patients have no diseased tissues and, therefore, all 

the signs of both breasts are very similar), whereas for sick 
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patients the two clusters formed are more compact and well 

separated. The k-means algorithm has been performed by 

applying the correlation distance and three repeated steps, 

where each iteration has a different set of initial cluster 

centroid positions. The formed clusters are evaluated by 

clustering validity indexes. In this work, we applied: 

Silhouette index [17], Davies-Bouldin [18], Krzanowski-Lai 

index [19] and Calinski-Harabasz index [20]. 

The Silhouette index indicates the number of clusters that best 

separate the data set, i.e., the maximum value of this index 

indicates the optimal number of compact and well separated 

clusters. It is defined by: 

	
� �
���������

max�����,b����

 (6) 

where �
�
is the average dissimilarity (i.e. how far away two 

elements are from each other using, e.g., Euclidean distance) 

of i with all other data within the same cluster, �
�
 is the 

lowest average dissimilarity of i to any other cluster of 

which i is not a member. Note that �1  	  1. 

The Calinski-Harabasz index is defined in terms of the traces 

of the between-clusters and within-cluster scatter matrices. 

The trace is defined to be the sum of the elements on the main 

diagonal of the matrix. Calculated for each possible cluster 

solution, the maximal achieved index value indicates the best 

data clustering. It is calculated using the following equation: 

CH�
�traceB !⁄ ��#

�traceW �⁄ ��#

for K % & (7) 

where B denotes the error sum of squares between different 

clusters (inter-cluster) and W the squared differences of all 

objects in a cluster from their respective cluster center (intra-

cluster). 

The Krzanowski-Lai is based on the square differences of all 

feature vectors in a cluster from their respective cluster center. 

It is calculated using the following equation: 

KL
( � )
DIFF�!�

DIFF�K)��

) (8) 

where 

DIFF
( � 
( � 1
�

� - traceW
!��

� (
�

� - traceW
!

 (9) 

which is the difference between a clustering in K and a 

clustering in K − 1 clusters. J is the number of variables that 

have been measured on each 2
�

% 3and trace 4
!

 the sum of 

square function that corresponds to the clustering in K 

clusters. 

Regarding the Davies-Bouldin index, it requires the dispersion 

measure and the cluster similarity (how much the elements 

resemble each other) measure. Thus it is defined as the ratio of 

the dispersion within the clusters and the separation between 

clusters and is calculated by: 

DB
( �
�

!

∑ �
�

!

k+�
,K % & (10) 

where 

7
�

)S

�


k,j

8 ,   k % 91, … ,K: (11) 

and 

	
�

�
�

∑-
k,i

∑ ;2
�

� 2̄
�

;.

i+�
,k % 91, … ,K: (12) 

as well as 

�
k,j

� =2̄
�

� 2̄
1
= (13) 

In the case of this index, the minimum observed value 

indicates the best solution for clustering.  

Clustering validity index values have been used as features to 

generate classification models. These values have been 

submitted to Weka tool [22] applying the 

MultilayerPerceptron (a neural network), the BayesNet (a 

bayesian network), and the J48 (a decision tree) algorithms. 

Tests and results 

The used infrared images are from the Mastology Database 

for Research with Infrared Image - DMR-IR. This database is 

described by Silva et al. [9], where the image acquisition 

protocol is also described with more details. Briefly, in the 

execution of the protocol, regions of the breasts and armpits of 

the patient are cooled by an electric fan for some minutes in an 

environment with controlled temperature (20ºC to 22ºC). 

After cooling, 20 images are captured during 5 minutes. 

Images are captured using a FLIR thermal camera, model 

SC620 [21]. The sensitivity of the camera is smaller than 

0.04ºC, the detectable temperature range is between -40ºC and 

500ºC and images are generated with dimension of 640x480 

pixels. 

Tests have been performed with images of 22 patients 

including 11 with histopathologically proven cancer and 11 

healthy. For each patient, all images obtained by dynamic 

thermography are submitted to the steps of the methodology 

described in the previous section and implemented in MatLab. 

The results are in Table 1, Table 2 and Table 3, respectively. 

In all tests, the k-Folds Cross Validation technique has been 

applied in order to evaluate the classification results, with 

k=3. In all tables, TP Rate is the true positive rate, FP is the 

false positive rate and AUC is the area under the ROC. 

Table 1: Neural network classification result 

Class TP Rate  FP Rate Precision AUC 

With cancer 0.81 0.00 1.00 1.00 

Healthy 1.00 0.18 0.85 1.00 

Weighted Avg 0.91 0.09 0.93 1.00 

Confusion Matrix 

Expected class 

With cancer Healthy 

Classified as with cancer 9 2 

Classified as healthy 0 11 

Correctly Classified Instances  20 90.91% 

  

Table 2: Bayesian network classification result 

Class TP Rate  FP Rate Precision AUC 

With cancer 0.73 0.00 1.00 0.93 

Healthy 1.00 0.27 0.79 0.93 

Weighted Avg 0.86 0.14 0.89 0.93 

Confusion Matrix 

Expected class 

With cancer Healthy 

Classified as with cancer 8 3 

Classified as healthy 0 11 

Correctly Classified Instances  19 86.36% 

 

Table 3: Decision tree classification result 

Class TP Rate  FP Rate Precision AUC 

With cancer 0.91 0.09 0.91 0.92 

Healthy 0.91 0.09 0.91 0.92 

Weighted Avg 0.91 0.09 0.91 0.92 

Confusion Matrix 

Expected class 

With cancer Healthy 

Classified as with cancer 10 1 

Classified as healthy 1 10 

Correctly Classified Instances  20 90.91% 

 

The percentage of correctly classified instances ranges from 

86.36% to 91.90% considering the results of all classifiers. 

From the results obtained, we can conclude that the proposed 

methodology is potentially able to identify patients at risk for 

breast cancer. However, we will definitely confirm the 

effectiveness of the methodology when we extend our test 

database. At the moment, we are working hard to that effect. 
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Conclusion 

Breast cancer has been killing many women around the world. 

This work has exploited the fact that breast regions with 

cancer produce thermal signals with complexity alteration 

when analyzed over time. Thermal signals have been 

generated by dynamic thermography. The complexity of these 

signals has been measured by well-known measures described 

in the literature. Then the k-means algorithm has been applied 

to the extracted features for clustering them into two clusters. 

Clustering validity indexes were applied to identify patients at 

risk for breast cancer. The test results demonstrated that the 

methodology presented in this paper is able to identify these 

patients. Classification techniques have been applied on the 

index values and 90.90% hit rate has been achieved. In future 

work, other features will be extracted as well as other 

clustering algorithms and clustering validity indexes will be 

tested. 
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Abstract 

We conducted a long-term time-series analysis of an individu-

al’s home blood pressure measurements, stored on a personal 

healthcare system in cloud, relative to the individual’s life-

style. In addition to daily scattering, apparent seasonal varia-

tions were observed in both systolic and diastolic blood pres-

sure measurements. We examined the effect of seasonal varia-

tions on the outcome of a healthcare data mining process that 

extracts rules between blood pressure measurements and life-

style components such as exercise and diet, and found that the 

daily blood pressure data approached a normal distribution 

when adjusted for the seasonal variations. This implies that 

an adjustment is desirable in order to produce appropriate 

rules in the healthcare data mining process. 

Keywords: 

Personal Healthcare; Home Blood Pressure; Time-Series Data 

Analysis; Healthcare Data Mining. 

Introduction 

The mHealth and pHealth are currently the topics of great 

interest [1,2]. In particular, the demand for personalized 

healthcare systems to prevent diseases and improve health has 

been increasing [3]. Within this context, we have developed a 

personal dynamic healthcare system (PDHS) using cloud 

computing [4]. This system enables storage of the personal 

health and lifestyle time-series data in a database using a mo-

bile device, and allows for the extraction of useful infor-

mation, such as the rules and patterns of the lifestyles and 

health conditions contained within that data. We call this 

‘healthcare data mining.’ 

In the healthcare data mining process [5], we first check the 

correlation between variations of the time-series health data 

and summaries of the overall time-series lifestyle data. If the 

correlation coefficient is larger than a certain threshold, the 

lifestyle is selected as an independent variable in the data min-

ing process relevant to the health condition. In this study, we 

analyzed the long-term time-series data of an individual’s 

home blood pressure measurements in relation to his daily 

energy expenditure and supply (i.e. food-intake). Our specific 

focus is the effect of the seasonal variations in the home blood 

pressure measurements on the data mining process that ex-

tracts rules between blood pressure and energy expendi-

ture/supply.  

Materials and Methods 

Subject and Method of Data Acquisition 

The subject of this study was a 57-year-old (when the data 

storage began) male, who lives in Tokyo, Japan, and goes to 

the office on weekdays.  

The blood pressure measurements (systolic and diastolic) 

were taken  at home every morning upon waking, with an 

automatic blood pressure meter (Omron, Japan) using an 

oscillometric method. Each measurement was performed three 

times and the average value was then recorded. Energy ex-

penditure due to exercise was measured with a wearable 

monitor (Omron, Japan) and the energy supply was estimated 

from each day’s breakfast, lunch, and dinner contents. These 

data were entered via a mobile device and stored in a database 

using PDHS from 2004/06/01 to 2012/12/31. 

Healthcare Data Mining Algorithm 

Time-Delayed Correlation Analysis 

The time-series data analysis described here is based on the 

simple idea that the accumulated effects of lifestyle, such as 

exercise and the diet, could affect personal health with some 

delay [5]. This delay may reflect complex bio-reactions such 

as those of the metabolism in a human body. In our analysis, 

the accumulation of lifestyle effects is represented by a sum-

mary of lifestyle data, namely energy supply and expenditure. 

The accumulated effects may cause corresponding variations 

in the vital signs (e.g. blood pressure), representing health 

conditions, with some delay. We call this ‘time-delayed corre-

lation analysis.’ 

In this analysis, we examine Pearson correlation coefficient, r, 

described as 
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which is the summation of time-series lifestyle data e during a 

certain period, representing the accumulation of lifestyle ef-

fects. The delay is represented by retardation, 1≥−= ins   

(Figure 1). In Eq. (1), )(
nm

hSD Δ  and )( ij

t

eSD  are the stand-

ard deviation of 
nm

hΔ and 
t

ij
e , respectively, and 

),( ij

t

nm

ehCov Δ is the covariance.  

 

Figure 1: Time-delayed correlation analysis. 

Pearson correlation coefficient r is estimated for the time-

series health and lifestyle data in a certain period by changing 

n – m, i – j, and s as parameters. If the maximum value of r is 

larger than a certain threshold, the lifestyle is selected as an 

independent variable in the data-mining process relevant to 

the health condition.  

Rule Extraction 

In the healthcare data mining process, the output (target) vari-

able is a health condition. When the health data, h, are numer-

ic, such as blood pressure measurements, time-series data are 

categorized into three classes, each representing a relative 

value: “higher,” “moderate,” or “lower.” Threshold values 

used for this classification are determined so that the data fre-

quency in each class is a similar number. In this study, rules 

are extracted with the decision tree algorithm C5.0. The study 

framework of time-delayed correlation analysis followed by 

the decision tree rule derivation is a novel approach. 

Results 

Time-Series Data of Blood Pressure 

The time-series data of the daily systolic and diastolic home 

blood pressure measurements of the subject from 2004/06/01 

to 2012/12/31 are shown in Figure 2. In addition to daily scat-

tering, apparent seasonal variations were observed in both the 

systolic and diastolic blood pressure measurements. Blood 

pressure was higher in the winter than in the summer. Season-

al variation in the measurements has also been reported in 

relation to outside temperature [6]. 

 

Figure 2: Time-series data of daily systolic and diastolic 

home blood pressure measurements of subject. 

To examine the seasonal variations in more detail, monthly 

average blood pressure values were plotted as shown in Fig-

ure 3. 

 

Figure 3: Monthly average systolic and diastolic home blood 

pressure measurements of subject. 

Adjustment of Seasonal Variation 

We consider seasonal variation to create a bias in the correla-

tion analysis between blood pressure and lifestyle, so we tried 

to adjust the blood pressure data based on the monthly aver-

age variation shown in Figure 3. The adjustment rate was 

changed monthly, as shown in Table 1. 

Table 1: Adjustment rate of blood pressure data. 

 

 

Histograms of systolic blood pressure data before and after 

adjustment are shown in Figure 4. 

 

 

Figure 4: Histograms of systolic blood pressure data before 

and after adjustment. 
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We found that the daily systolic blood pressure data ap-

proached a normal distribution when we adjusted for seasonal 

variations. 

Histograms of diastolic blood pressure data before and after 

adjustment are shown in Figure 5. The diastolic blood pres-

sure data also approached normal distribution after a seasonal 

adjustment. This implies that a seasonal adjustment is desira-

ble to produce appropriate rules in healthcare data mining. 

 

 

Figure 5: Histograms of diastolic blood pressure data before 

and after adjustment. 

Time-Delayed Correlation Analysis Using Adjusted Data 

Time-delayed correlation analysis between blood pressure and 

energy expenditure/supply was performed using adjusted 

time-series data from 2004/06/01 to 2005/05/31 (the initial 

year). The parameter ranges in the analysis were n – m = 1–

10, i – j = 0–9, and s = 1–3. Absolute values (magnitudes) of 

the correlation coefficients were largest when n – m = 8, i – j 

= 1, and s = 1 for the adjusted systolic blood pressure and 

energy expenditure/supply. Scatter plots of adjusted systolic 

blood pressure variation vs. energy expenditure and vs. energy 

supply under this condition are shown in Figures 6 and 7, 

respectively. Significant negative correlation to energy ex-

penditure for two days and significant positive correlation to 

energy supply for two days were observed. 

 

Figure 6: Scatter plots of adjusted systolic blood pressure 

variation vs. energy expenditure for two days. 

 

Figure 7: Scatter plots of adjusted systolic blood pressure 

variation vs. energy supply for two days. 

For comparison, the results of the time-delayed correlation 

analysis using non-adjusted time-series data during the same 

period are shown in Figures 8 and 9. Maximum correlation 

occurred when n – m = 8, i – j = 1, and s = 1 for both energy 

expenditure and supply. No significant difference was ob-

served in the scatter plots before and after the adjustment. 

 

Figure 8: Scatter plots of systolic blood pressure variation 

before adjustment vs. energy expenditure for two days. 

 

Figure 9: Scatter plots of systolic blood pressure variation 

before adjustment vs. energy supply for two days. 

This may stem from the fact that, in this analysis, periodic 

seasonal blood pressure variations were almost completely 

cancelled out by Eq. (2), since the parameter range was small 

(n – m = 1–10) compared to the period of seasonal variation. 

We therefore consider seasonal variation of blood pressure to 

have little effect on the time-delayed correlation analysis for 

selecting independent variables in the healthcare data mining 

process. 
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Rule Mining with C5.0 Algorithm 

In the rule mining process, independent variables were energy 

expenditure and energy supply for two days, with a delay of 

one day with respect to the corresponding measurements of 

the blood pressure as explained in the previous section. The 

output (target) variable was the systolic blood pressure cate-

gorized into three classes each representing a relative value: 

“higher,” “moderate,” or “lower.” Threshold values used for 

this classification were determined so that the data frequency 

in each class was similar. Rules were extracted on the basis of 

the time-series data from 2004/06/01 to 2005/05/31 (the initial 

year) using the C5.0 algorithm. An example of the decision 

tree for adjusted systolic blood pressure is shown in Figure 

10. 

 

Figure 10: Decision tree for adjusted systolic blood pressure 

in relation to energy expenditure and supply. 

The decision tree produced the following rules: 

1. If energy supply for two days is less than 3300 kcal, 

systolic blood pressure is lower (lift: 1.53). 

2. If energy supply for two days is more than 3300 kcal 

and energy expenditure for two days is more than 738 

kcal, systolic blood pressure is lower (lift: 1.41). 

Here, ‘lift’ is a measure of the performance of a targeting 

model at classifying cases. For comparison, an example of the 

decision tree for non-adjusted systolic blood pressure is 

shown in Figure 11. This decision tree produced a different 

rule: 

3. If energy expenditure for two days is more than 570 

kcal, systolic blood pressure is lower (lift: 1.43). 

In general, a simpler model with fewer decision branches 

might be preferable. However, the rule with higher lift (1.53) 

involving energy supply as a lifestyle component is missing 

here. Thus, the adjustment of seasonal variations of blood 

pressure data seems to be effective at producing useful rules 

in healthcare data mining; although, it had little effect on the 

time-delayed correlation analysis to select independent varia-

bles. 

 

Figure 11: Decision tree for systolic blood pressure in rela-

tion to energy expenditure and supply. 

The adjustment of seasonal variation of blood pressure data 

affected the rule production. This is because the time-series 

blood pressure data were categorized into three classes with 

similar data frequency in each class for the rule mining pro-

cess. 

Discussion  

Avoidance of Seasonal Variation Effect 

Apparent seasonal variations were observed in the time-series 

data of an individual’s home blood pressure measurements. 

The results of this study suggest that adjusting the seasonal 

variation is a desirable way to produce simpler rules between 

blood pressure and lifestyle (e.g. energy expenditure and sup-

ply). However, it is difficult to provide users of our PDHS 

with precise rules because the details of seasonal variations of 

personal data will only be recognized after storing the data for 

a long time, as shown in this study. 

We tried to extract rules based on the time-series data of only 

three months (i.e. one season) to avoid any effect of seasonal 

variations. Figure 12 shows an example of the decision tree 

for non-adjusted systolic blood pressure based on data from 

2004/06/01 to 2004/08/31 (summer in Japan). The form of the 

decision tree turned out to be the same as the one based on the 

adjusted time-series data of one year (Figure 10). Extracted 

rules were: 

4. If energy supply for two days is less than 3700 kcal, 

systolic blood pressure is lower (lift: 1.29). 

5. If energy supply for two days is more than 3700 kcal 

and energy expenditure for two days is more than 562 

kcal, systolic blood pressure is lower (lift: 1.49). 

These rules are similar to rules 1 and 2; although, the critical 

values for classification in the decision tree were somewhat 

different. 

This result suggests that rule production based on the time-

series data during only three months (one season) may be an 
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option for healthcare data mining. The extracted rules may 

still give enough information for adequate personal 

healthcare. At present, our PDHS produces rules once every 

three months for each user to avoid the effect of seasonal vari-

ations [7]. 

 

Figure 12: Decision tree for systolic blood pressure based on 

time-series data over three months. 

Threshold Values for Systolic Blood Pressure 

Classification 

The aim of ‘healthcare data mining’ is to derive person-

specific rules for health maintenance. In this study, the 

threshold values for systolic blood pressure classification were 

determined with a similar data frequency in each class (higher, 

moderate, or lower). However, the threshold values can also 

be determined to reflect a standard guideline in tems of 

defining the higher, moderate, and lower levels, unless the 

three classes have strongly skewed frequencies. The 

performance of a targeting model could be estimated by the 

‘lift’ as well. In that case, the threshold values determined 

would be preferable in clinical use of our PDHS. 

Summary 

Long-term time-series data of an individual’s home blood 

pressure measurements were analyzed to clarify the relation 

with lifestyle components, such as energy expenditure and 

supply. We found that the distribution of daily blood pressure 

data approached normal when the seasonal variation observed 

in the time-series data was adjusted, which demonstrates that 

an adjustment is desirable for producing appropriate rules 

between blood pressure and lifestyle components in the 

healthcare data mining process. The results of the healthcare 

data mining using the adjusted data are summarized as fol-

lows: 

1. The adjustment of blood pressure data had little effect 

on the results of time-delayed correlation analysis to 

select independent variables in the data mining because, 

in this study, the parameter range of examining time-

series correlation was small compared to the period of 

seasonal variation. 

2. The adjustment of blood pressure data influenced the 

rule production process and different rules were 

extracted with the adjustment because the blood pressure 

data were categorized into three classes (higher, 

moderate, or lower) that were used for an output (target) 

variable. 

3. Rules extracted after an adjustment were more useful for 

personal healthcare than rules extracted before the 

adjustment. 

4. Rule production based on the time-series data of just 

three months (one season) is an option for healthcare 

data mining to avoid the effects of seasonal variation. 
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Abstract 

Background: Dentists are subject to staying in static or 

awkward postures for long periods due to their highly 

concentrated work. Objectives: This study describes a real-

time personalized biofeedback system developed for dental 

posture training with the use of vibrotactile biofeedback. 

Methods: The real-time personalized biofeedback system was 

an integrated solution that comprised of two components: 1) a 

wearable device that contained an accelerometer sensor for 

measuring the tilt angle of the body (input) and provided real-

time vibrotactile biofeedback (output); and 2) software for 

data capturing, processing, and personalized biofeedback 

generation. The implementation of real-time personalized 

vibrotactile feedback was computed using Hidden Markov 

Models (HMMs). For the test case, we calculated the 

probability and log-likelihood of the test movements under the 

Work related Musculoskeletal Disorders (WMSD) and non-

WMSD HMMs. The vibrotactile biofeedback was provided to 

the user via a wearable device for a WMSD-predicted case. In 

the system evaluation, a randomized crossover trial was 

conducted to compare dental posture measure using tilt angles 

of the upper back and muscle activities of those dental 

students that received vibrotactile biofeedback from the 

system with the control group against the dental students who 

received no feedback. Results: The participants who received 

feedback from the system had a lower tilt angle at 10
th

, 50
th

, 

and 90
th

 percentiles of Back
x 

and Back
y,
 as well as muscular 

load, which were statistically different (p < 0.05) from those 

who received no feedback from the system. Conclusions: The 

results presented here demonstrate that a personalized 

biofeedback system for posture training in dental students is 

feasible and associated with quantitative improvements of the 

dental posture. 

Keywords:  

Hidden Markov Model; Musculoskeletal disorders; 

Vibrotactile biofeedback; Personalization. 

Introduction 

A large number of dentists suffer from musculoskeletal 

problems later in their professional lives. Some dentists have 

milder forms of musculoskeletal problems, while others have 

much more severe forms. A proportional correlation between 

the number of disorders and the years of clinical experience 

have been reported.[1] Dentists are subject to staying in static 

or awkward postures for long periods due to their highly 

concentrated work and the restriction of the oral cavity. 

According to Rising et al.,[2] more than 70 percent of dental 

students reported neck, shoulder, and lower back pain by their 

third year of dental school. In order to prevent this; correct 

dentist posture must be established early among dental 

students. Therefore, the correct posture must be stressed in 

dental schools. Although most schools teach the correct and 

ideal dentist posture and positions, they are not always applied 

by the dental students themselves.  

A complex interplay of feedback and feed-forward control 

ensures the natural ability of the human body to maintain an 

upright stance, and to stabilize during movement.[3] One 

approach to improving balance which has been widely used in 

physical therapy and rehabilitation involves feeding back to 

the central nervous system supplementary environmental 

information about body motion. This supplemental 

information may come from a therapist, laboratory equipment, 

or artificial sensors.[4] Biofeedback (BF) systems for postural 

control are aimed at providing additional sensory information 

to supplement natural sensory information and improve 

human balance. Since the experimentation of biofeedback 

systems for postural control began, tactile and audio 

biofeedback have received much less attention than visual 

biofeedback. Nevertheless, in the last few years, interest in 

tactile- and audio-biofeedback systems for postural control has 

been renewed,[5,6] partially due to advances in technology for 

real-time processing and movement sensing, and to new trends 

in wireless wearable devices that can be worn during daily 

activities. Audio-biofeedback experimentation was carried out 

by Chiariet et al. [6] and Hegeman et al., [7] who developed 

audio BF devices able to encode trunk movement information 

into a sound. In 2001, Wall et al. [5] developed a device able 

to provide tactile feedback of trunk tilt by vibrating tactors 

that the subjects wore around their trunk. This study showed 

how vibrotactile feedback might improve balance performance 

in healthy subjects, as well as the possible usefulness and 

validity of this system as a prosthesis for people with 

pathologies that impair balance. 

The use of biofeedback has been offered in the past as an 

instrument for training that enables an individual to learn how 

to change physiological activity or behavior for the purposes 

of improving performance. In therapeutic applications, 

biofeedback training of balance and posture has shown to be 

effective for posture control in adolescent scoliosis,[8] and has 

also decreased the fall rate in elderly patients with peripheral 

neuropathy.[9] In patients with bilateral vestibular loss,[10] 

biofeedback training was also found useful in enhancing 

postural stability even under challenging standing conditions, 

beyond the effect of practice alone.[10-12] 

The aims of this study were to investigate the manner and 

tasks in which the personalized biofeedback system can be 

used to enhance postural control in dental operation, to 

explore the feasibility of using a personalized biofeedback 

system for posture training of dental students, and to 

preliminarily assess the usability and efficacy of a 

personalized biofeedback paradigm on a group of dental 

students. This study describes a real-time personalized 

biofeedback system developed for posture training with the 

use of vibrotactile biofeedback. The value of this study is that 
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no previous studies have shown how a personalized 

biofeedback system could be employed by dental students for 

monitoring their posture, as well as helping them to self-

correct their posture and movements in order to minimize the 

risk of acquiring musculoskeletal problems. Although our 

focus of attention is in the area of dentistry, the proposed 

system could be applied to other domains that require self-

monitoring and correction of posture. 

Methods 

Real-time personalized biofeedback system 

The real-time personalized biofeedback system was an 

integrated solution comprised of two components (Figure 1): 

1) A wearable device that contained an accelerometer sensor 

for measuring the tilt angle of the body (input) and provided 

real-time vibrotactile biofeedback (output). The angles to be 

measured included: flexion and extension, left and right lateral 

flexion during the operation. The system took those angles as 

input to the software. 2) The software was used for tilt angle 

data capturing, data processing, and personalized biofeedback 

generation. The implementation of real-time personalized 

vibrotactile feedback was computed using Hidden Markov 

Models (HMMs).[13] HMMs were used to predict whether the 

dental student was likely to acquire Work-related 

Musculoskeletal Disorders (WMSD) by comparing the dental 

student’s movement patterns with WMSD and non-WMSD 

HMMs learned from previous data. The vibrotactile 

biofeedback was provided to the user via a wearable device 

for a WMSD-predicted case. The idea was to encourage dental 

students to correct upper back movement themselves after 

receiving vibrotactile biofeedback during their dental work. 

Device 

The wearable device developed by our group consisted of an 

electronic system that produced a voltage signal in reaction to 

body movements. It consisted of an ADXL345 3-axis 

accelerometer with high-resolution (13-bit) measurement at up 

to ±16g and a 12.5-400Hz bandwidth response. An 

accelerometer sensor was used for tracking body tilt angles. 

The accelerometer sensor presented two reading outputs, one 

for the X
out

 and another for Y
out

, and a power supply voltage 

input of 2.0-3.6V. The expected values for X
out

 and Y
out

 were 

in the digital IO voltage range of 1.8-2.5V. The sensor 

consisted of a structure with a capacitive sensing cell (g-cell) 

and signal conditioning to detect small displacements. The 

signals from the accelerometer sensors were amplified and 

converted into digital signals through a data acquisition card 

(13-bit resolution) connected to a computer (Laptop computer 

with a Core i5 processor, running Microsoft
®

 Windows 7). 

The accelerometer mounted on a circuit card was used as an 

inclinometer to calculate body tilt angles during the dental 

operation (Figure 2). 

Software 

The software was developed using Visual Studio to control 

and process the arrival of the signals obtained through a flash 

memory to the computer. The software configured the 

entrance channels and was programmed considering the pins 

where the sensors had been connected to the data acquisition 

card through an analogical signal interface cable. As soon as 

the signals arrived at the acquisition card, they were available 

in their respective channels. The voltages were used with 

calibration values in order to obtain the values of 

flexion/extension of the body tilt in degrees. Results from the 

data processing were stored in a database. 

 

 

Figure 1 - Personalized biofeedback system 

 

 

 

Figure 2 - The wearable device containing an accelerometer 

sensor and vibrotactile biofeedback module was attached to 

the operator’s gown to measure the tilt angles of the upper 

back. The device was lightweight and did not interfere with 

the dental operation. 

 

Personalized biofeedback 

We propose a HMM as a statistical tool to objectively assess 

dental posture based on the measured data about the operator’s 

tilt angles. HMMs have been used extensively, and have 

shown to be effective in applications such as gesture 

recognition [14] and speech recognition.[13] They also have 

been used for modeling human operator skills and transferring 

them to robots.[15] Recently, HMMs have been applied to 

model complex tasks such as surgery (specifically in 

automatic assessment of surgical performance in 

laparoscopy),[16] pelvic examination,[17] and 

mastoidectomy.[18] These applications suggest that HMMs 

have high potential to provide accurate models for assessing 

dental posture. 

We conducted an experiment to test the ability of a machine 

learning technique, the HMM, to recognize and classify an 

observed dentist movement patterns as WMSD or non-

WMSD, based on a set of recorded important features. The 

training data were obtained from fifty general dentists. Thirty 
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dentists were identified as WMSD, and 20 as non-WMSD 

according to Kroemer’s guidelines.[19] Kroemer’s guidelines 

classified WMSD into 3 stages: Stage 1 is characterized by 

local aches and tiredness during the working hour, which 

usually abate overnight and with days away from work; Stage 

2 has symptoms of tenderness, swelling, numbness and pain 

that starts early in the work shift and does not abate overnight; 

Stage 3 is characterized by symptoms that persist at rest and 

during the night. In our study Stage 2 and 3 were considered 

to be in the WMSD group and Stage 1 or no symptoms were 

considered to be in the non-WMSD group. Informed consent 

was provided upon recruitment to the study. The operation 

selected for our study was scaling on the upper right quadrant 

of mild gingivitis patients during their routine schedule. 

During the work, we continuously stored the data on the right 

and left lateral flexion, and flexion and extension of the upper 

back (Back
x
 and Back

v
). 

Once the models were trained, we calculated the probability 

and log-likelihood of the test movements under the WMSD 

and non-WMSD HMMs using the forward algorithm as 

described previously to find the model that best describes the 

test movement data. If the log-likelihood of the test 

movements under WMSD HMM was greater than under the 

non-WMSD HMMs, the system classified the test movement 

as WMSD; otherwise, it was classified as non-WMSD. The 

personalized vibrotactile biofeedback was provided to the user 

via a wearable device for a WMSD predicted case. 

We used discrete HMMs to model the system. To validate the 

model precision, we performed five-fold cross validation. A 

different k-means clustering algorithm was used for every 

cross validation fold and the same k-means for the WMSD and 

non-WMSD model in the same fold. For each fold, we trained 

the WMSD HMM with four WMSD and four non-WMSD 

sequences. To determine the accuracy of the method, after 

training the two HMMs in each fold, we fed the test WMSD 

and non-WMSD data to each model. The average log 

likelihood of all sequences across all five folds for the two 

HMMs is shown in Table 1. In every cross validation fold, the 

log likelihood of every test sequence under its corresponding 

HMM was higher than that under the other HMM. These 

results demonstrate the ability of the HMM to distinguish 

between WMSD and non-WMSD movement with 100% 

accuracy.  

 

Table 1 - Average log likelihood results for WMSD and non-

WMSD movement sequences 

 

Log likelihood for 

WMSD HMM 

Log likelihood for non-

WMSD HMM 

WMSD  −3.475 × 10
3

 −2.121 × 10
6

 

Non-WMSD  −6.142 × 10
5

 −3.584 × 10
3

 

 

System evaluation 

Participants and design  

In this study, a randomized crossover trial was conducted to 

compare tilt angles of the upper back and muscle activities of 

the participants that received vibrotactile biofeedback from the 

system with the control group who received no feedback. 

Upper back tilt angles while performing scaling on upper 1
st

 

and 2
nd

 molars were measured. We hypothesized that the 

participants that received vibrotactile biofeedback from the 

system will improve their postures (decreased Back
x
 degree 

and Back
y
 degree, and upper trapezius muscle activity). We 

recruited sixteen dental students (8 females and 8 males) aged 

between 21 and 23.  The choice of at least 16 participants per 

group was based on a 2-tailed test, with α = 0.05 and power 

(1-β) = 0.80. The inclusion criteria were that the participants 

performed a minimum of 6 h of dental practice a day. They 

were not admitted to the study if they received below 70 

percent marks in knowledge assessment of dental ergonomics. 

Participants answered a questionnaire about their health and 

workplace. None of them were excluded from the group on 

health grounds. The study was approved by the institutional 

Ethical Review Board. A written consent form was provided 

by all participants. Participants were randomly assigned into a 

2x2 crossover trial using a computer–generated randomization 

schedule to each of two sequences of working. Participants in 

the experiment group received vibrotactile biofeedback from 

the system after finishing scaling (Feedback), while those who 

were in the control group received no feedback (Control). 

Data analysis 

The primary outcome measures were the mean values of 

Back
x
 degree and Back

y
 degree. The secondary outcome 

measure was upper trapezius muscle activity measured using 

electromyography (EMG). The primary and secondary 

outcome measures were recorded two times: after finishing 

scaling on the 1
st

 molar (Pre-test) and finishing scaling on the 

2
nd

 molar (Post-test). The primary outcome measures were the 

angle in degree at 10
th

, 50
th

, and 90
th

 percentile of Back
x
 and 

Back
v
 accurate to 0.01 degree. The secondary outcome 

measures were raw EMG signals processed with BioPAK
™

 

Program software V 7.2 (BioResearch Associates Inc., RI, 

USA). Raw EMG data was transformed into frequency 

domain and band-pass filtered at a high-pass frequency of 10 

Hz and a low-pass frequency of 500 Hz. Then, the data was 

inverse-transformed to time domain for further analysis. 

Accordingly, filtered signals were full-wave rectified and 

averaged across data collection period.Descriptive statistics 

were used to evaluate the effects of real-time personalized 

biofeedback system. Average, standard deviations and 

percentile were extracted as well as the percent change of 

post-test from pre-test. Personalized biofeedback effects 

(control vs. feedback group) were evaluated using the Paired t-

test and were assumed to be significant at p < 0.05 (two-side). 

All analyses were conducted with the statistical package for 

the Social Science version 21.0 (SPSS, Chicago, IL). 

Results 

Dental students that received feedback from the system had 

lower tilt angles at 10
th

, 50
th

, 90
th

 percentile of Back
x
 and 

Back
y,
 as well as muscular load which were statistically 

different (p < 0.05) from those who received no feedback from 

the system. A significant improvement of 3.62-8.47 degrees 

was seen for forward movements, and 6.12-8.88 degrees for 

sideways movements in the group that received feedback. A 

sample EMG that shows muscular load for the right trapezius 

from one participant doing dental procedure is shown in 

Figure 3. There was lower muscular load for the right 

trapezius while receiving vibrotactile biofeedback from the 

system (Figure 3b), as compared to receiving no feedback 

(Figure 3a).  

Discussion 

In a previous study, a real-time system with assistive feedback 

for postural control in rehabilitation found that the system was 

suitable for clinical applications pertaining to postural control 

improvements.[20] The limitations were that custom-

developed software might not effectively be applied to all 

patients. Another study applied a wearable real-time 
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intelligent posture corrective system using vibrotactile 

feedback to improve ankle proprioception in wobble board 

training. A fuzzy inference system was used to determine the 

quality of postural control, based on inertial measurement 

units-acquired measurements of trunk and wobble board. The 

results observed an improvement in postural control with 

biofeedback intervention, demonstrating the success of the 

prototype built for improving postural control in rehabilitative 

and preventive applications.[21] 

In our study besides posture position, the muscle activity was 

also assessed using EMG. During dental work there was 

higher load for the right trapezius in the control group, as 

compared to the feedback group. Our results are in line with 

the study on quantifying work load in neck, shoulders and 

wrists in female dentists.[22] It was found that dentists were 

exposed to high load on the trapezius muscles bilaterally, and 

steep, prolonged forward bending of the head.  

 

(a) 

(b) 

Figure 3 - Relationships between muscular activity and maxi-

mal voluntary contraction (MVC) for right trapezius muscle of 

(a) control and (b) feedback from one participant. The upper-

left window shows EMG sweep in 10 sec. of right trapezius 

muscle (read from TA-R electrode). The lower-left window is 

the zoomed view of EMG in 1 sec. The lower-middle window 

shows a single muscular activity level selected from the 

zoomed view. The lower-right window shows average EMG in 

1 sec. 

 

As hypothesized, the postural training using personalized 

biofeedback reduced muscle activity significantly. Trapezius 

muscle activity has been studied previously in dental work 

research due to the discomfort that is experienced in the 

neck/shoulder region.[22,23] The magnitude of EMG signals 

of the Trapezius muscles while working on the dental 

procedure were compared between sitting in the conventional 

chair and General Chair (Ergonomically Designed Chair 

EDC;) designed by strong support over the arms and 

trunk.[24] The results showed that the chairs are designed 

specifically to reduce activity of the muscles significantly and 

MVE% is close to the average value that is derived from data 

received participants’ using personalized biofeedback in this 

study. 

A study on biofeedback with muscle activity by Palmerud et 

al. [25] examined with electromyography in abducted arm 

positions. By using feedback techniques, they found that the 

subjects could reduce EMG activity voluntarily by 56% in the 

trapezius muscle while keeping different static postures. When 

compared with this study, the values of the EMG activity from 

a feedback group decrease by 53.15%. Thus, while you are 

working in the appropriate position, the function of the muscle 

decreases. 

Many research experiments have been introduced using 

biofeedback information. Biofeedback systems have become a 

prominent component in motor training and rehabilitation. 

Alahakone et al. [20] found that instantaneous feedback 

provided via vibration stimulus can reduce postural sway 

based on trunk tilt measurements. Hence, the system’s 

pertinence to comparable approaches employed in sports 

training and rehabilitation is apparent. Correspondingly, 

vibrotactile biofeedback improves gait in patients with 

unilateral vestibular loss. Results showed an immediate 

improvement in postural stability (reduction of lateral center 

of mass displacement, trunk tilt and medial-lateral step width), 

that was significantly larger than effects of practice alone.[26] 

In addition to evaluate the effectiveness of an 

audiobiofeedback system for improving balance in patients 

with bilateral vestibular loss. Audiobiofeedback improved 

stance stability of participants with bilateral vestibular loss by 

increasing the amount of postural corrections.[27] 

To our knowledge, this is the first intervention trial using a 

personalized biofeedback system for training posture in dental 

students. The present study aimed to explore if this training 

method is feasible for dental students. Future studies should 

include a larger sample of dental students and dentists, as well 

as other occupations (e.g., surgeons, computer users, or 

drivers). Training with the personalized biofeedback system 

teaches participants new strategies of movement that could be 

applied to real-life situations. In this sense, the personalized 

biofeedback system may have an advantage over other 

technologies used by dentists, by enhancing motor learning 

through feedback on knowledge of performance, and 

knowledge of results. Further studies are needed to look at the 

possibility of using a personalized biofeedback system for 

daily training. 

Conclusions 

The results presented here demonstrate that the personalized 

biofeedback system for posture training in dental students is 

feasible, and associated with quantitative improvements of 

dental posture. This may be viewed as a promising first step to 

implement posture training strategies to minimize work-

related musculoskeletal disorders in dentists and other 

healthcare workers. 
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Abstract 

The manner in which people preferentially interact with others 

like themselves suggests that information about social 

connections may be useful in the surveillance of opinions for 

public health purposes. We examined if social connection 

information from tweets about human papillomavirus (HPV) 

vaccines could be used to train classifiers that identify anti-

vaccine opinions. From 42,533 tweets posted between October 

2013 and March 2014, 2,098 were sampled at random and 

two investigators independently identified anti-vaccine 

opinions. Machine learning methods were used to train 

classifiers using the first three months of data, including 

content (8,261 text fragments) and social connections (10,758 

relationships). Connection-based classifiers performed 

similarly to content-based classifiers on the first three months 

of training data, and performed more consistently than 

content-based classifiers on test data from the subsequent 

three months. The most accurate classifier achieved an 

accuracy of 88.6% on the test data set, and used only social 

connection features. Information about how people are 

connected, rather than what they write, may be useful for 

improving public health surveillance methods on Twitter. 

Keywords:  

Machine learning; Social media; HPV vaccines; Public health 

surveillance; Twitter messaging; Text mining. 

Introduction 

Social media surveillance applications that provide value to 

public health include surveying demographics, estimating 

population-wide sentiment about public health issues like 

vaccines, forecasting influenza outbreaks, and producing 

spatial indicators of language, behaviour, and mood [1-7]. One 

of the specific problems associated with using Twitter for 

online surveillance is the brevity and non-standard text 

structures of Twitter posts (tweets), which limit the text 

fragments that can be used to train classifiers, and may limit 

performance [8, 9]. 

We hypothesized that connections between users on social 

media may help to improve surveillance methods for the 

following reasons: (a) homophily – where people tend to form 

connections with others who share similar attributes or 

opinions [10-12]; (b) contagion of opinions – where social 

connections represent the conduits through which information 

flows, influencing and shaping opinions [13-15]; and (c) 

temporal dynamics – where user relationships may change 

more slowly than the content in the topics being discussed. 

To test the hypothesis that social connections could improve 

the performance of opinion classification methods, we 

considered a classification task in the surveillance of anti-

vaccine rhetoric about human papillomavirus (HPV) vaccines 

on Twitter. The growth of anti-vaccine rhetoric in the media is 

an international problem [16, 17]. HPV vaccines are a 

relatively recent introduction to the armament of public health, 

and uptake is highly variable by country, demographic, and 

location [18]. Anti-vaccine rhetoric specifically directed at 

HPV vaccines is present in media articles and websites [19-

21], and this appears to have the capacity to alter vaccine 

acceptance and decision-making [22]. 

The aim of this study was to determine if information about 

social connections could be used to improve the performance 

of classifiers intended for ongoing use in public health 

surveillance, using anti-vaccine rhetoric as an example. 

Methods 

Study Data 

English-language tweets (42,533 tweets) containing keywords 

related to HPV vaccines were collected between October 1, 

2013 and March 31, 2014. We identified these tweets by 

searching for combinations of keywords (HPV, vaccine, 

Gardasil, Cervarix, vaccination, cervical, cancer) via repeated 

calls to the Twitter application programming interface (API), 

in accordance with the terms of service for Twitter developers. 

For each of the users responsible for the tweets (21,166 users), 

the sets of users they followed (sources), as well as the sets of 

users that followed them (followers), were accessed through 

separate API requests and recorded soon after the first time 

they tweeted about HPV vaccines in the six-month period. 

We split the six months of data into two distinct but 

contiguous three-month periods and randomly sampled tweets 

for use in the classifier training (1050 tweets from October 

2013 to December 2013) and testing (1100 tweets from 

January 2014 to March 2014). Two investigators (DA and 

AD) independently rated each tweet as having presented an 

anti-vaccine opinion or otherwise. Agreement between the 

investigators was 95% in the training period (Cohen’s kappa 

0.88; p<0.001), and 95% in the testing period (Cohen’s kappa 

0.86; p<0.001). Disagreements were resolved by discussion. 

Tweets were removed if they were deleted or the user had 

become protected or suspended, or if the text was identical 

after pre-processing. Final samples used included 884 and 907 

tweets in the training and testing period, of which 247 (28%) 

and 201 (22%) were labelled as anti-vaccine, respectively. 

Data pre-processing 

We pre-processed the text (content) to remove punctuation, 

words that were unlikely to confer meaning (e.g. ‘and’), and 

other non-word elements (e.g. URLs). The remaining text was 

used to produce sets of unigrams (one word) and bigrams (two 

contiguous words), which were then available for use in the 

classifier training. An example is given in Figure 1. 
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Figure 1– The text is decomposed into n-gram features (left). 

The follower network for the two users posting the tweets is 

decomposed into source and follower features (right) 

We then determined the source and follower relationships 

among the set of 21,166 users who tweeted at least once about 

HPV vaccines. Social connection features were constructed 

directly from the follower relationships between users. An 

example of the decomposition is given in Figure 1. 

Statistical analysis of content and connection features 

Using the sample from the training period, we identified 

content and connection features that were significantly over-

represented in one of the two classes by applying Fisher’s 

exact tests to each feature and then a Bonferroni correction. 

To examine how low-frequency features might affect the 

performance of classifiers in the training and testing periods, 

we also relaxed the inclusion criteria to create alternative sets 

of features to be used as inputs to the classifier training. The 

first included all features for which the p-values were less than 

0.05, and the second included the set of all features 

represented in at least three tweets in the sample. 

The frequencies of the features exhibiting significant 

associations in period one were then compared to their 

frequencies in period two, to measure how the associations 

may degrade over time. For each of the sets of significant 

features, we calculated the proportion of features that retained 

a significant over-representation in the same class.  

Classification algorithms 

To demonstrate how the temporal variation in the content and 

connection information might affect the performance of 

supervised machine learning classifiers, we demonstrated the 

approach by constructing classifiers using support vector 

machine (SVM) methods. SVM classifiers have been widely 

applied in text-based classification [23, 24], and sentiment 

analysis [25, 26], and are considered the standard and the most 

appropriate classifier for unbalanced datasets and a large 

number of features. We chose to apply radial basis function 

kernels [27], and used consistent parameter values across all 

the classifiers in order to avoid retrospectively influencing the 

reporting of the performance. 

Feature selection methods are heuristics that are used in the 

training of machine learning classifier to improve performance 

by ignoring features that are not useful, and including 

combinations of features that are best able to discriminate 

between classes. We applied a hybrid method of forward 

selection and backward elimination [28, 29]. 

Classifier construction and testing in the training period was 

undertaken using a ten-fold cross validation. Note that we 

determined the potential features using the statistical analysis 

covering the entire training period. In the testing period (the 

subsequent three months), the classifiers were applied directly 

to the full set of tweets from the period as a holdout set, in 

order to examine the temporal degradation. To compare the 

classifier performance from training to testing periods, we 

calculated the standard performance measures: precision, 

recall, accuracy, and F
1
-score. The research project was 

approved by the Human Ethics Advisory Panels of The 

University of New South Wales and Macquarie University. 

Results 

Temporal degradation in content and connection features 

From the set of 42,533 unique English-language tweets 

spanning six months, a random sample of 2150 were extracted 

and then manually labelled as anti-vaccine or otherwise. After 

pre-processing, 884 tweets remained in the sample in the first 

six months (training period), and these came from 877 unique 

users. Applying Fisher’s exact tests and Bonferroni 

corrections, we identified text fragments and social 

connections that were found to be significantly more frequent 

in one class relative to the other (Table 1). 

Table 1– The frequency of content and connection features compared across the two periods 

Characteristic Set 

Number 

of unique 

tweets 

Number of 

anti-vaccine 

tweets (%) 

Number of 

significant 

features 

Features that 

were no longer 

significant (%) 

Features that 

switched 

direction (%) 

Features that 

were still 

significant (%) 

Bigrams (content)       

Bonferroni-corrected 884 247 (28%) 25 24 (96%) 0 1 (4%) 

p-value <0.05 884 247 (28%) 232 228 (98%) 2 (0.86%) 2 (0.86%) 

Followers (connections)       

Bonferroni-corrected 877 220 (25%) 73 0 0 73 (100%) 

p-value <0.05 877 220 (25%) 542 220 (41%) 0 322 (59%) 

Sources (connections)       

Bonferroni-corrected 877 220 (25%) 82 2 (2.5%) 0 80 (98%) 

p-value <0.05 877 220 (25%) 494 183 (37%) 0 311 (63%) 
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When the same features were then compared across classes in 

the tweets from the testing period, the comparison showed that 

only 1 of 24 (4%) of the content features were also significant 

in the subsequent three months (Figure 2). In comparison, 80 

of 82 (98%) of the connection-based source features were also 

significant in the subsequent three months, as well as 73 of the 

73 (100%) of the connection-based follower features (Table 

1). The results show that very few text-based features retained 

their significant differences in the testing period, while social 

connections nearly always retained their significant 

differences in the testing period. 

It might be expected that the reason why connection features 

are stable from one period to the next is because the same 

users are responsible for anti-vaccine tweets in both periods. 

However, among the users in the tweets sampled from the 

training period (877 users), and the testing period (797 users), 

only 4.1% of the users (66 of 1,608) appear in both samples. 

Extending this analysis to consider all original tweets in the 

two periods and not just the sampled sets, only 11.3% of users 

(2,382 of 21,166) posted tweets about HPV vaccines in both 

periods. The small overlap suggests that the connection 

features were stable across the two periods not as a 

consequence of tweets being posted by the same users, but 

because users posting about HPV vaccines for the first time in 

the six month period often followed the same accounts as 

other users who expressed similar opinions. 

Classifier training and testing in period one 

The classifiers trained using only connection features 

produced similar levels of accuracy (often with higher 

precision and lower recall) to the classifiers that were trained 

using only content features (Table 2). The best-performing 

classifier that only used connection features achieved an 

accuracy of 89.4% (95% CI 87.4-91.4), which was roughly 

equivalent to the best-performing classifier trained using only 

content features (89.8% accuracy; 95% CI 87.9-91.8). The 

overall best-performing classifier in the training period was 

constructed from both content and connection features (94.4% 

accuracy; 95% CI 93.1-96.3), and used 23 social connections 

and 28 text-based features. 

 

Figure 2– The proportional appearance of text fragments from 

the Bonferroni-corrected set of content features from the first 

three months (left), and the subsequent three months (right). 

Features with non-significant differences in the testing period 

are illustrated in grey 

The performances of the classifiers that were constructed from 

connection-based source features were slightly better than 

classifiers from connection-based follower features. The 

accuracies of classifiers that selected from sources (86.2% to 

88.0%) were slightly higher than their direct counterparts that 

were selected from followers (84.0% to 87.1%). The complete 

results are given in Table 2. 

 

Table 2– The performances of classifiers trained to classify anti-vaccine tweets within the training period (the first three months) 

Input Feature Set Features selected Precision Recall F1-score Accuracy (95% CI) 

Content: bigrams      

Bonferroni correction 11 0.74 0.56 0.63 82.0 (79.5-84.5) 

p-value < 0.05 26 0.77 0.70 0.73 85.8 (83.5-88.1) 

threshold = 3 37 0.88 0.74 0.82 89.8 (87.9-91.8) 

Connections: followers      

Bonferroni correction 13 0.87 0.44 0.57 84.0 (81.6-86.4) 

p-value < 0.05 21 0.89 0.48 0.62 85.5 (83.2-87.8) 

threshold = 3 36 0.91 0.55 0.68 87.1 (84.9-89.3) 

Connections: sources      

Bonferroni correction 18 0.88 0.55 0.67 86.7 (84.2-89.3) 

p-value < 0.05 13 0.88 0.53 0.65 86.2 (83.9-88.5) 

threshold = 3 28 0.88 0.60 0.71 88.0 (86.0-90.0) 

Connections: followers, sources      

Bonferroni correction 23 0.86 0.57 0.68 87.0 (84.8-89.2) 

p-value < 0.05 33 0.88 0.65 0.74 89.0 (86.9-91.1) 

threshold = 3 39 0.88 0.67 0.76 89.4 (87.4-91.4) 

Combined: bigrams, sources      

Bonferroni correction 17 0.86 0.63 0.72 87.8 (85.5-90.1) 

p-value < 0.05 38 0.90 0.82 0.86 93.1 (91.3-94.9) 

threshold = 3 42 0.91 0.84 0.87 93.8 (92.1-95.5) 

Combined: bigrams, followers, sources      

Bonferroni correction 24 0.91 0.64 0.74 88.9 (86.7-91.1) 

p-value < 0.05 51 0.94 0.84 0.88 94.4 (92.8-96.0) 

threshold = 3 47 0.94 0.85 0.89 94.7 (93.1-96.3) 
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Classifier testing in period two 

The performance of the classifiers was not sustained in the 

testing period, and the performance degradation observed 

from the training period to the testing period varied 

substantially across the classifiers (Table 3). The classifiers 

that included content features and had the highest accuracies 

in the training period exhibited the greatest degradation in 

performance when tested on tweets from the testing period. 

Classifiers that used social connection information tended to 

perform similarly in the training and testing periods, with 

smaller changes in accuracy compared to the content-based 

classifiers (Table 3). These results are consistent with the 

statistical analysis of the features, which showed that the 

social connections were more consistently distributed across 

the two classes in the training and testing periods, compared to 

the text fragments. 

Table 3 – The change in performance when applying the 

classifiers to the testing period (the subsequent three months) 

Classifier 

Accuracy  

(95% CI) 

Accuracy 

change (%) 

Bigrams (content)   

  Bonferroni correction 85.2 (82.9-87.5) 3.2 

  p-value < 0.05 82.6 (80.1-85.1) -3.2 

  threshold = 3 53.6 (50.4-56.9) -36.2 

Followers (connections)   

  Bonferroni correction 86.0 (83.6-88.4) 2.0 

  p-value < 0.05 85.5 (83.1-87.9) 0.0 

  threshold = 3 84.1 (81.6-86.6) -3.0 

Sources (connections)   

  Bonferroni correction 88.6 (86.4-90.8) 1.9 

  p-value < 0.05 81.6 (78.9-84.3) -4.6 

  threshold = 3 87.3 (85.0-89.6) -0.7 

Bigrams, sources (both)   

  Bonferroni correction 88.6 (86.4-90.8) 0.8 

  p-value < 0.05 82.2 (79.5-84.9) -10.9 

  threshold = 3 87.1 (84.8-89.4) -6.7 

The two best performing classifiers were capable of 

distinguishing anti-vaccine tweets from all other tweets with 

88.6% accuracy in the testing period. One was trained using 

only social connections and the other was trained using social 

connections and text fragments. 

Discussion 

We demonstrated that social connection information can be 

used to improve classifiers capable of identifying anti-vaccine 

opinions for HPV vaccines on Twitter, addressing the 

temporal degradation associated with using content features 

alone. While we have examined this phenomenon for only one 

topic, the results suggest that this approach may help to reduce 

the frequency at which social media surveillance systems 

would need to be updated through manual intervention. 

Previous attempts at using social network information as 

features in supervised machine learning for Twitter 

classification have demonstrated reasonable performance – the 

best reported accuracies on various datasets were 68% and 

73% using information from replies and retweets [30, 31], and 

between 58% and 77% using follower connections [32-34]. 

We believe our study is the first to demonstrate the difference 

in temporal degradation across classifiers constructed from 

content and social connection features. 

The results suggest that information about who users follow, 

rather than who follows them, may be more useful for 

predicting the direction of their expressed opinions. A 

plausible explanation for this comes from the friendship 

paradox [35]. For any given user posting a tweet about HPV 

vaccines, the users they follow are likely to have more 

followers on average. More popular and influential users are 

expected to be better connected to the communities that tweet 

about HPV vaccines and as a consequence, may produce more 

useful features. The results may also suggest that there is a 

core of users that may be influential in vaccine information 

communities and that their followers tend to express similar 

opinions as a consequence of homophily or contagion [12, 

14]. 

Limitations 

There were several important limitations to the experiments 

reported here. Firstly, rate-limited access to Twitter precluded 

the instantaneous collection of user information each time we 

captured a relevant tweet, so calls to the API were staggered 

throughout the period and the information was collected only 

once for each user. However, given the stability of the social 

connections and the relatively small proportion of users that 

tweeted in both periods, this limitation is unlikely to have 

affected the conclusions. In addition, we did not apply any 

query expansion methods or evaluate the overall quality of the 

search terms we used. 

Secondly, alternative feature space constructions and selection 

methods could have been chosen to produce classifiers, and 

these may have yielded different results. Specifically, there 

may be combinations of time-invariant text fragments that 

could out-perform our most accurate classifier (88.6% 

accuracy). 

Finally – and importantly – we prospectively chose to 

demonstrate the results of the statistical analysis by 

implementing one type of classifier (SVMs using a radial 

basis function kernel) and fixed the parameter values to 

balance precision and recall in an unbalanced sample. If we 

had chosen other parameter values, different kernels, or other 

less appropriate machine learning algorithms, the results may 

have been different. However, since we tested the significant 

associations for all content and connection features 

independently of the classifier training and testing, our 

conclusions are largely independent of, but confirmed by, the 

construction of the classifiers.  

Conclusion 

For the task of classifying tweets about HPV vaccines as anti-

vaccine or otherwise, information about the social connections 

between users provided a useful addition to the content of 

what people write. In particular, we showed that it is possible 

to use information about the users that people follow online to 

help predict their opinions. Our findings also suggest some 

potential avenues for the development of opinion forecasting – 

prospectively predicting the opinions of individuals and 

populations based on their social connections, rather than 

reactively classifying their opinions based on what they write. 
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Abstract 

Traditionally, epidemiologists have counted cases and groups 

of symptoms. Modeling on these data consists of predicting 

expansion or contraction in the number of cases over time in 

epidemic curves or compartment models.  Geography is con-

sidered a variable when these data are presented in 

choropleth maps. These approaches have significant draw-

backs if the cases counted are not accurately diagnosed.  For 

example, most regional public health authorities count influ-

enza like illnesses (ILI).  Cases of these diseases are designat-

ed as ILI if the patient exhibits fever, respiratory symptoms, 

and perhaps gastrointestinal symptoms.  Several molecular 

epidemiological studies have shown that there are many path-

ogens that cause these symptoms and the relative proportions 

of these pathogens change over time and space. One way to 

bridge the gap between syndromic and genetic surveillance of 

infectious diseases is to compare signals of symptoms to path-

ogens recorded in molecular databases.  We present a web-

based workflow application that uses chief complaints found 

in the public Twitter feed as a syndromic surveillance tool and 

connects outbreak signals in these data to pathogens histori-

cally known to circulate in the same area.  For the patho-

gen(s) of interest, we provide Genbank links to metadata and 

sequences in a workflow for phylogeographic analysis and 

visualization.  The visualizations provide information on the 

geographic traffic of the spread of the pathogens and places 

that are hubs for their transport. 

Keywords:  

Infectious disease; Epidemiology; Foodborne Diseases; Public 

health surveillance; Twitter Messaging; Geo-referenced data; 

Genomics. 

Introduction 

Influenza-like illness (ILI) refers to a group of conditions such 

as fever, fatigue, cough, loss of appetite, aches, and sometimes 

gastrointestinal symptoms. The ILI concept remains a corner-

stone of syndromic disease surveillance.  However the patho-

gens that cause ILIs vary in space, time, taxonomy, and fre-

quency and severity of infection.  This gap between what 

syndromic surveillance purports to measure and what is being 

missed in terms of biology is striking.  For example, in a retro-

spective study of 16,000 samples from patients clinically di-

agnosed with pandemic H1N1 influenza during April-July 

2009 in Scotland, only 9% of the samples were tested positive 

via real-time PCR for pandemic H1N1 virus [1].   

Similar studies of the molecular etiology have been conducted 

for respiratory tract infection in the Netherlands [2] (Table 1), 

United Kingdom [3] (Table 1), France [4], and China  [5,6]. In 

the 2014, the United States had one of the first patients 

presenting the symptoms of fever and vomiting at an ER after 

a recent travel from West Africa and was sent home with 

antibiotics instead of being diagnosed for Ebola [7]. 

Table 1– A comparison of two similar studies illustrating 

temporal and geographic diversity of pathogens underlying 

lower respiratory tract diagnoses 

NCBI 

taxid 

Pathogen Graffelman 

Netherlands 

Creer UK 

0 No pathogens 

detected 

46.00 31.00 

480 Moraxella 

catarrhalis  

0.69 0.87 

727 Haemophilus 

influenzae  

6.92 4.37 

810 Chlamydia spp.  1.38 0.00 

1313 Streptococcus 

pneumoniae  

4.85 13.10 

2104 Mycoplasma 

pneumoniae  

6.23 0.87 

10535 Adenovirus 1.38 0.00 

11118 Coronaviruses  0.00 4.37 

11216 Parainfluenza vi-

rus type 3 

2.08 0.00 

11309 Influenza A and B 

pooled 

0.00 16.59 

197911 Influenza A 0.69 0.00 

197912 Influenza B 24.92 0.00 

12059 Rhinoviruses 1.38 22.71 

12059 Enteroviruses  0.00 1.75 

12730 Parainfluenza  0.00 2.62 

12814 Respiratory syn-

cytial virus 

2.77 1.75 

77133 Other bacteria 0.69 0.00 

 Sum 100.00 100.00 

 

Table 1 shows the percent of total pathogens underlying lower 

respiratory tract diagnoses identified by PCR and 

microbiological techniques by Graffelman and colleagues in 

the Netherlands (November 1998–June 2001) [2], and those 

identified by Creer and colleagues using real time PCR in the 

United Kingdom (May 2000-April 2001) [3]. Note that there 

are some differences in granularity of influenza testing and 

enterovirus testing. 

We have created a system to: 1) bridge the gap between 

syndromic and genetic surveillance of infectious diseases and 

2) provide information on the historical presence of pathogens 

associated with a cluster of related symptoms as identified in 

natural language from a public stream of a microblogging sys-

tem, Twitter�.   
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Methods 

We have created a live web-based workflow application (Fig-

ure 1) where analysts can obtain up-to-date syndromic data 

from a social media source.  We correlate Tweet content to 

pathogens known to circulate in that geographic area using 

information such genetic data and metadata for pathogens of 

interest that has been published by subject matter experts.  

 

Figure 1. The data and analysis workflow consists of an alert 

and monitor phase focused on event modeling of a Twitter 

feed for clusters of Tweets with similar natural language cor-

responding to chief complaints. 

Figure 1 shows  that the rest of the workflow enables an 

analyst to perform fact finding by querying databases for 

sequence and metadata of pathogens that historically circulate 

in the locality of the Tweet cluster of interest.  The analyst can 

download data from the links to Genbank 

(http://www.ncbi.nlm.nih.gov) to be combined with the fresh 

sequence and metadata from an out-break and/or can proceed 

with the transmission graph analysis and geographic 

visualization. The software modules implemented for the alert 

and monitor phase of the workflow is displayed in Figure 2. 

 

Figure 2-  Software modules implemented for the alert and 

monitor part of the workflow. Arrows signify the flow of data 

from each module to the others in the system. 

Tweets are gathered from the public stream, 

(https://dev.twitter.com/streaming/public) which serves a 1% 

sample of Tweets daily. Tweets are geocoded using user 

reported locations or after sending user profile data through 

Nominatim (http://nominatim.openstreetmap.org/) for 

matching geographical metadata to textual place names. 

This work is done in python environment separate from the 

primary JRuby on Rails application to balance the load 

processing load. As Tweets are geocoded, they are sent to the 

Rails server. The Rails server receives the Tweets and stores 

them in a MySQL database where, once a night, they are 

indexed into Tweet clusters to be seen by the analyst the next 

morning or as a response to a retrospective query. 

The natural language in Tweets is classified using the 

Bayesian chief complaint classifier (CoCo) of the Real-time 

Out-break and Disease Surveillance project (RODS)  [8] to 

deter-mine potential relevance of Tweets by comparing their 

content to a list of 388 bigrams associated with infectious 

diseases (https://www.scribd.com/doc/250640730/terms-for-

syndromic-surveillance).  

Natural language terms from the Tweets of interest are then 

assigned to one of the seven classifications: hemorrhagic, 

neurological, rash, botulinic, respiratory, constitutional, 

gastrointestinal, or other, as determined by CoCo.  These 

classifications allow us to identify and group Tweets in the 

light of their potential value as syndromic indicators. This 

information is stored in a MySQL database and can be 

searched by querying specific areas around the globe and 

slices of time.  

In the next processing stage, CoCo and the geocoded Tweet 

clusters are associated with the pathogen datasets curated from 

NCBI's population genetic sequence database (aka “popset” 

http://www.ncbi.nlm.nih.gov/popset).  These datasets contain 

orthologous genetic sequences, geographical information, 

temporal data, and host metadata from the strains of 

pathogens. 

The data found in these related popsets are then subjected to 

multiple sequence alignment with MAFFT under the default 

settings [9].  The alignment is then subjected to phylogenetic 

tree search with TNT under the default settings [10]. At the 

visualization stage, a randomly chosen single phylogeny of the 

optimal set found is used to generate a transmission graph.  

The transmission graph is created by using the ancestor-

descendent changes in the “place of isolation” character as 

optimized on the phylogeny. The transmission graph is 

assessed for betweenness and centrality, and displayed in 

Google Maps™ (GM) using in house code for phylogenetic 

visualization and mapping as described by Janies et al. [13].   

Results 

The application at work 

At first view, an analyst is greeted with an interface dominated 

by a GM� instance. An analyst can use search and filter tools 

located in separate sliding windows to select syndromic data 

that may be of interest or view all of the most recently 

recorded data. After selecting syndromic data the view focuses 

on the map where the relevant Tweet data is displayed and our 

“alert and monitor” process begins. 

Our alert system is based on the concept of Tweet clusters. 

Tweet clusters share geography, collection date range, and 

natural language associated with the symptoms of infectious 

diseases. The number of Tweets in a cluster is recorded on a 

daily basis. This allows us to use historic Tweet cluster data in 

building a distribution for statistical analysis of incoming 

Tweets. When analyzing a new Tweet cluster, a collection of 

data is generated from the past clusters that were gathered 

over a period of three months.  

For each bigram discovered within a Tweet we calculate the 

average number of times that bigram has appeared in the past 

three months, a standard deviation factor for the bi-gram’s 

expected appearance, and a value representing how many 

times the bigram’s appearance exceeds the standard deviation.  

We use circles to visualize and represent Tweet clus-ters.  The 

color of a circle indicates the intensity of the syndromic 

activity based on the statistical analysis and the circle size is 

proportional to the number of Tweets in the cluster. The 

circles are placed onto the GM at the respective geographic 

centers of the Tweet clusters (Figure 3). 
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Figure 3-  Tweet clusters from a winter day in 2015 the UK 

and Ireland. 

Further analysis can be performed on a Tweet cluster by click-

ing on its circular icon on the GM. A window will drop down 

to display a series of statistics related to the chosen Tweet 

cluster in two separate tables. The first table displays the 

statistics describing cluster coloration within the alert system, 

while the other organizes the bigrams found in Tweets of the 

cluster into their respective CoCo classifications.  

The first table informs the analyst whether it is worthwhile to 

to further investigate a Tweet cluster. This table displays the 

bigram of interest, its CoCo classification, the average number 

of times this bigram has appeared in the past 90 days, the 

standard deviation from the average, and the current 

appearance count. These values determine the color of the 

cluster in the alert system, and may influence users’ interest to 

further explore the cluster. 

Tweets are clustered by various CoCo classifications. The 

second table presents options to display more information 

about the classifications within a cluster. The count of Tweets 

associated with the CoCo classification is shown.  To dig 

deeper, an analyst may view the actual Tweets or a pie chart 

summarizing the distribution of chief complaints (Figure 4). 

For a cluster of interest, an analyst can query the population 

set database using CoCo diagnosis and locality information.  

Querying the pathogen population dataset returns a taxonomy 

pie chart of the pathogens in the area (Figure 5) and a series of 

scrollable datasets of genetic, geographic, and temporal 

metadata. 

Each accession number within these datasets is linked to the 

National Center for Biotechnology Information’s Genbank 

(http://www.ncbi.nlm.nih.gov).  Using these links the analyst 

can leverage the information and tools in Genbank such as 

cross references to nucleotides, proteins, publications on the 

clinical or zoonotic aspects of the pathogen, basic local 

alignment to similar sequences, structural information, etcet-

era) (Figure 6). 

 

 

Figure 4-  A view of Tweets associated with respiratory com-

plaints in the United Kingdom in late 2014-early 2015. 

 

Figure 5-  Pathogens associated with Tweets with respiratory 

complaints in the United Kingdom. 

 

Figure 6.  The analyst selected to view a Haemophilus influ-

enzae genetic dataset associated with the classified Tweet in 

the United Kingdom. 

For a pathogen population set of interest, the analyst can select 

to view its geographical diversity on GM and follow through 

with a phylogeographic visualization workflow.  Our 

workflow does all the data wrangling including multiple 

sequence alignment, phylogenetic tree search, metadata 

optimization and visualization on the tree.  The analyst can 

choose to view the results as an abstract and static 

transmission graph (Figure 7) or a literal and animated 

transmission map on GM (Figure 8).  In Figure 7, A node 

represents geographic location for each isolate. The 

transmission graph reflects historical transmission links as 

viewed by the character evolution on a phylogeny.  The size 

and darkness of the circles represent relative importance of a 

geographic place in spreading a pathogen in terms of a 

betweenness metric (e.g., the UK is important in this case)  
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[13]. The thickness of the lines and the size of ar-rows 

represent frequency of historical transmissions.  In Figure 8, A 

transmission event is represented by a weighted link between 

two locations where the thickness of the link indicates the 

transmission frequency. The direction of the transmission is 

denoted by an animated arrow moving from transmission 

source to destination with a speed based on the transmission 

frequency (http://secure-basin-

8938.herokuapp.com/medinfo.gif). 

 

Figure 7.  A transmission graph of Haemophilus influenzae 

isolates. 

 

Figure 8.  A screen shot from an animated transmission map 

of Haemophilus influenzae. 

Discussion 

We have created a bridge between syndromic and genetic 

surveillance of infectious diseases. Our system collects and 

classifies Tweets every day. Thus the results are dynamic. 

Between June and December of 2014 we classified over 

1,000,000 Tweets and associated the Tweet clusters with 

corresponding pathogens selected from over 14,000 pathogen 

sequence datasets and metadata in the system.  Siunce a 

human in the loop is important, the system is currently being 

prepared for usability testing with biosurveillance analysts. 

The use case illustrated in the figures is derived from a study 

of molecular variations in light of vaccine design for non-

typeable Hemophilus influenza [11]. The bacterium is a 

member of the Pasteurellaceae family and was once thought to 

be the cause of influenza.  Hemophilus influenzae causes 

respiratory and other infections in humans.  The worldwide 

spread of this pathogen is understudied, but the recent reports 

have shown that closely related strains are geographically 

diverse [12], which is consistent with our analysis. 

The betweenness analysis can be carried out in conjunction 

with the social media analysis or on its own. The phylogenetic 

visualization modules of the system have also been used in the 

studies of H7 influenza [13] and Salmonella [14].  

Conclusion 

Syndromic surveillance is popular, as the data is growing rap-

idly and often widely shared. Given the current state of affairs, 

areas for improvement include the collection of more 

syndromic and genetic data. More data will provide denser 

information sets with which to connect syndromes and patho-

gens. Syndromic data can be expanded with the collection 

from sources other than Twitter and the including there in of 

multiple human languages.  Next generation sequencing appli-

cation in the public health settings is being widely adopted.  

Genetic data is often not rapidly shared but this practice is 

changing in some fields [15]. 

A major breakthrough will come when public health can rely 

primarily on genetic surveillance.  Genetic surveillance can be 

used to accurately diagnose the pathogen underlying an out-

break.  Accurate diagnosis is vital for treating patients well. 

Additionally, public health depends on appropriate use of an-

tivirals and antibiotics to abate the evolution of the drug re-

sistant organisms.  As small portable low cost sequencing de-

vices become available, we envision a future where genetic 

surveillance will be widespread and rapid. If these data are 

shared in a concerted fashion and there is support for devel-

opment of tools to make sense of the data, then public health 

surveillance systems based on the biology of diseases will be 

within reach [16, 17].  If bio-surveillance analysts can devise 

tools to keep pace with the volume of these data and find new 

ways to work with it, we will be better able to anticipate the 

spread and flow of infectious diseases. 
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Abstract 

Objectives: To explore automatic methods for the 

classification of biomedical vocabularies based on their 

content. Methods: We create semantic group profiles for each 

source vocabulary in the UMLS and compare the vectors 

using a Euclidian distance. We explore several techniques for 

visualizing individual semantic group profiles and the entire 

distance matrix, including donut pie charts, heatmaps, 

dendrograms and networks. Results: We provide donut pie 

charts for individual source vocavularies, as well as a 

heatmap, dendrogram and network for a subset of 78 

vocabularies from the UMLS. Conclusions: Our approach to 

fingerprinting biomedical terminologies is completely 

automated and can easily be applied to all source 

vocabularies in the UMLS, including upcoming versions of the 

UMLS. It supports the exploration, selection and comparison 

of the biomedical terminologies integrated into the UMLS. 

The visualizations are available at (http://mor.-

nlm.nih.gov/pubs/supp/2015-medinfo-br/index.html). 

Keywords:  

UMLS; Semantic Groups; Terminology Fingerprinting; 

Content-based Classification.  

Introduction 

The Unified Medical Language System
®

 (UMLS) is a 

terminology integration system [1]. It provides broad coverage 

of the biomedical domain, from disorders to procedures to 

drugs to anatomical structures. While some source 

vocabularies focus on a subdomain of biomedicine (e.g., 

RxNorm for drugs), others, such as SNOMED CT and the 

NCI Thesaurus, provide coverage across biomedicine. 

However, selecting a biomedical terminology remains 

challenging for users, because there is no description of 

content coverage, i.e., no description of which subdomains are 

covered by a given terminology. 

The UMLS used to provide a classification of source 

vocabularies based on usage. This classification, performed 

manually, leveraged the Medical Subject Headings (MeSH). 

This classification was heterogeneous, as it mixed usage and 

content categories. For example, categories such as “Nursing” 

and “Complementary Therapies” reflect usage, whereas the 

categories “Disease” and “Procedures” are based on content. 

Moreover, classification by usage does not necessarily align 

with classification by content. For example, the International 

Classification for Nursing Practice (ICNP
®

) and Nursing 

Interventions Classification (NIC) are both “Nursing” 

terminologies, although NIC predominantly contains 

therapeutic procedures, while ICNP also contains content 

about diagnoses and outcomes. In addition, source 

vocabularies may need to be classified into more than one 

category. Another limitation of this classification is that only 

the most frequently updated sources in the Metathesaurus 

were considered, because manual classification is labor-

intensive. Overall, while useful to new users, this 

classification was imperfect and difficult to maintain for new 

versions of the UMLS in which new terminologies may have 

been introduced or modified significantly. 

The objective of this work is to explore automatic methods for 

the classification of biomedical vocabularies based on their 

content. More specifically, we create a “fingerprint” (i.e., 

semantic profile) for each terminology in the UMLS by 

leveraging the categorization of UMLS concepts into semantic 

groups. These semantic group profiles form the basis for 

classifying and comparing the biomedical vocabularies based 

on their content. This classification could help terminology 

users to better understand the clinical or research purposes for 

which the terminologies are needed. Our approach is fully 

automatic, does not require any additional knowledge about 

the vocabularies, and can be easily deployed. We also explore 

several visualization techniques to render this classification. 

The semantic fingerprints we provide for biomedical 

terminologies could complement, if not replace, the 

classification of UMLS source vocabularies provided earlier. 

Background 

The Unified Medical Language System. The Unified Medical 

Language System
®

 (UMLS) is assembled by integrating 179 

source vocabularies. The UMLS Metathesaurus (version 

2014AB) currently contains about 3.1 million concepts, i.e., 

clusters of synonymous terms coming from various source 

vocabularies. Each Metathesaurus concept is assigned at least 

one semantic type from the UMLS Semantic Network, a small 

network of 133 semantic types organized into a tree structure. 

The semantic types are partitioned into fifteen semantic 

groups (McCray et al. 2001), which represent broad 

subdomains of biomedicine, such as Anatomy, Chemicals & 

Drugs, and Disorders. Every semantic type is categorized into 

only one semantic group. The fifteen semantic groups are 

listed in Table 1, along with the number of Metathesaurus 

concepts in each group. In practice, the semantic groups 

provide a coarse categorization of the Metathesaurus concepts 

based on the principles of semantic validity, parsimony, 

completeness, exclusivity, naturalness, and utility. The 

semantic groups have been used in several applications, 

including visualizations of highly conceptual spaces [2], 

discovery of inconsistencies in the categorization of UMLS 

concepts [3], word-sense disambiguation [4], and quality 

assurance of value sets [5]. 
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Visualization and cognition. We present different graphical 

representations of vocabularies based on their semantic 

content. There exists a broad body of literature describing the 

impact of visual displays on not only the speed of decision-

making, but also its accuracy [6-9]. Cognitive theories provide 

context on the processes involved in visualizing information. 

This can range from the theories of Cleveland and McGill, 

who propose a set of elementary visual tasks for interpreting 

displays, to Pinker’s models of cognitive processing from raw 

visual information to encoded visual descriptions [10, 11]. We 

also leverage some of the visualization techniques used for 

genomic datasets [12]. In the context of fingerprinting 

biomedical terminologies, visualization is an important 

component of presenting the information in a succinct manner 

to facilitate use by a broad range of stakeholders within the 

biomedical community. 

Table 1– Distribution of Metathesaurus concepts 

by semantic groups 

Semantic group name Abbreviation # concepts 

Activities & Behaviors ACTI 4,385 

Anatomy ANAT 122,298 

Chemicals & Drugs CHEM 813,426 

Concepts & Ideas CONC 48,711 

Devices DEVI 45,883 

Disorders DISO 544,829 

Genes & Molecular Sequences GENE 67,760 

Geographic Areas GEOG 4,426 

Living Beings LIVB 948,012 

Objects OBJC 16,175 

Occupations OCCU 1,506 

Organizations ORGA 2,220 

Phenomena PHEN 12,778 

Physiology PHYS 140,146 

Procedures PROC 374,195 

Methods 

Our method for classifying biomedical vocabularies based on 

their content can be summarized as follows. For each source 

vocabulary in the UMLS, we first create vectors reflecting the 

distribution of concepts among semantic groups (i.e., semantic 

group profiles). We then compare the semantic group profiles 

using a Euclidian distance. Finally, we apply several 

visualization techniques to the semantic group profiles. 

Creating semantic group profiles 

For each UMLS source vocabulary, we compute the frequency 

distribution of its concepts among the 15 semantic groups, 

which we record in a 15-dimensional vector. This is what we 

call the semantic group profile (or semantic fingerprint) of a 

source vocabulary. For example, SNOMED CT spans a 

variety of semantic groups, including Disorders (31%), 

Chemicals & Drugs (23%), Procedures (11%), Anatomy (7%) 

and Devices (3%). In contrast, 99% of the concepts from the 

Foundational Model of Anatomy (FMA) belong to the 

semantic group Anatomy. Its semantic profile is sparse, with 

few semantic groups other than Anatomy having a value other 

than 0. The set of vectors computed for each terminology 

forms a matrix of terminologies by semantic groups. 

Comparing semantic group profiles 

In order to compare two semantic group profiles, we use a 

Euclidian distance metric, that is, the straight line distance 

between two vectors, i.e., between two semantic group 

profiles. (We also tested other similarity metrics including 

cosine, Jaccard, and Dice. However, the Euclidian distance 

provided a range of values more suitable for defining groups 

of source vocabularies using hierarchical clustering.) We 

generate a distance matrix by calculating the Euclidian 

distance between terminologies pairwise. 

We then use an agglomerative method of hierarchical 

clustering to group together similar semantic group profiles. 

The agglomerative hierarchical clustering algorithm starts 

with a distance matrix and identifies the pair of source 

vocabularies that are the most similar. This forms the first 

cluster. The distance matrix is then recalculated, with 

complete linkage defining the distance between clusters as the 

largest distance between any two of its elements. The elements 

of the matrix are compared to find the next closest pair 

between sources or clusters. This is repeated until a single 

agglomerative cluster of all source vocabularies is formed. 

Visualizing semantic group profiles 

We propose three different visualizations for the semantic 

group profiles depending on what we want to emphasize. 

Namely, we visualize single semantic fingerprints (i.e., single 

terminologies) with “donut” pie charts, sets of semantic 

fingerprints (i.e., multiple terminologies) with heatmaps, and 

associations between terminologies and semantic groups with 

network representations. 

Visualizing single semantic group profiles – “donut” pie 

charts 

We use “donut” pie charts for visualizing single semantic 

group profiles. In this visualization, the source is represented 

as a ring. The source ring contains arcs corresponding to each 

semantic group. The size of the arc is proportional to the 

proportion of the corresponding semantic groups in the source. 

In addition to displaying the profile of a give terminology, this 

representation also makes it easy to compare different profiles. 

Visualizing sets of semantic group profiles – heatmaps and 

dendrograms 

We provide a heatmap representation of the data found in the 

distance matrix. The source vocabularies are listed on the x-

axis and the semantic groups are listed on the y-axis. Density 

on the heatmap corresponds to the percentage of all concepts 

within a source vocabulary that is found in a given semantic 

group. Density is color coded, with red for high percentages of 

a semantic group in terminology and yellow for low 

percentages. As a result, scanning a vertical slice (column) of 

the heatmap provides a visual representation of the semantic 

group profile for a source vocabulary. Conversely, by 

scanning a horizontal slice (row) of the heatmap, a user can 

easily identify those source vocabularies with a large 

proportion of concepts for this semantic group. 

Additionally, we generate a dendrogram to visualize the 

hierarchical clustering of the source vocabularies. Short 

branches on the tree represent terminologies with similar 

semantic group profiles, while long branches represent more 

dissimilar source vocabularies. The dendrogram can be cut to 

obtain a given number of clusters. Clustering also helps 

contrast groups of terminologies with similar semantic group 

profiles within groups and different profiles across groups. An 

arbitrary number of clusters can be produced, depending on 

the threshold of similarity among clusters used. 

Visualizing associations among terminologies – networks 

In order to visualize associations among terminologies 

through semantic groups, we apply a bipartite network 

visualization to the semantic group profiles for visual display 

of content across multiple source vocabularies. 

• Nodes represent semantic groups on the one hand and 

source vocabularies on the other.  
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• An edge from source S to semantic group G is drawn 

if the source vocabulary contains at least some 

percentage of concepts in G. 

The network representation makes it easy to identify which 

source vocabularies share a high concentration of a particular 

semantic group, as these vocabularies all have edges to this 

semantic group. Different networks can be obtained by 

selecting different thresholds for the minimum proportion of 

concepts from semantic groups. 

Implementation  

All statistical analyses and heatmap visualization were 

performed using the R statistical software. Network display 

and “donut” pie chart leverage the JavaScript library “D3 for 

Data-Driven Documents”. 

Results 

Visualizing single semantic group profiles – “donut” pie 

charts 

Figure 1 shows the semantic group profiles of four UMLS 

source vocabularies. As mentioned earlier, the Foundational 

Model of Anatomy (FMA) contains almost exclusively 

anatomical concepts, displayed in light green. Similarly, the 

Online Mendelian Inheritance in Man (OMIM) vocabulary 

essentially contains gene (green) and disease (red) concepts. 

In contrast, SNOMED CT, a general clinical terminology, 

contains concepts from almost all semantic groups, with a 

large proportion of disease concepts. Finally, while the 

National Drug File-Reference Terminology (NDFRT) is a 

drug terminology, it also contains not only a majority of drug 

concepts (dark green), but also large numbers of concepts 

from other semantic groups, including Disorders (red) and 

Physiology (orange), because NDF-RT drugs are described 

drugs in terms of physiologic effect and mechanism of action 

(Physiology), as well as therapeutic intent (Disorders). 

Visualizing sets of semantic group profiles – heatmaps and 

dendrograms 

Figure 2 shows the heatmap and dendrogram resulting from 

the hierarchical clustering of 78 source vocabularies. 

(Although the distance matrix was computed for all source 

terminologies, the display is limited to these 78 vocabularies 

for readability. In practice, we filtered out non-English 

vocabularies. While translations of vocabularies contain new 

labels for concepts, their semantic content is identical to that 

of their English source. We also filtered vocabularies with 

fewer than 1,000 concepts since their small size limits their 

overall significance. ) 

Columns from the heatmap represent the semantic group 

profiles of individual source vocabularies. For example, the 

Foundational Model of Anatomy is represented by a single red 

spot for the semantic group Anatomy, while SNOMED CT 

spans multiple semantic groups in the column. Conversely, the 

rows of the heatmap reflect the density in concepts from a 

given semantic group. The large red bar in the lower right 

corner corresponds to a high density of concepts from the 

Disorders semantic group in disease terminologies. 

The clustering algorithm was (arbitrarily) required to produce 

6 clusters. Each cluster is rooted by the top subdivisions of the 

dendrogram (and highlighted by boxes with solid lines on the 

figure). Clusters range in size from 1 source vocabulary 

(HGNC) for the leftmost cluster, to 26 source vocabularies for 

the rightmost cluster. Some clusters are homogenous. For 

example, cluster 1 contains one gene terminology, cluster 2 

contains six procedure terminologies and cluster 4 contains 

two terminologies primarily containing organisms. In contrast, 

the remaining clusters are heterogeneous and subgroups can 

easily be identified within them. For example, the large cluster 

3 groups drug terminologies such as RxNorm, device 

terminologies, such as the Current Procedural Terminology 

(CPT), and general terminologies, such as SNOMED CT. 

Similarly, cluster 5 groups organism terminologies, such as 

the NCBI Taxonomy, anatomical terminologies, such as the 

Foundational Model of Anatomy (FMA), administrative 

terminologies, such as the HL7 value sets (HL7V2.5), and 

terminologies with focus on physiological concepts, such as 

LOINC and the International Classification of Functioning 

(ICF). Finally, cluster 6 clearly groups disease terminologies, 

some of which contain only disease concepts (e.g., ICD 10-

CM) and other contain concepts from another group (e.g., 

genes and diseases in OMIM). 

Visualizing associations among terminologies – networks 

The bipartite network we created for visualizing associations 

among terminologies contains two types of nodes. The source 

vocabularies are represented in green, while the semantic 

groups are in yellow. Edges are drawn between a source 

vocabulary and a semantic group if the vocabulary contains at 

least 5% of concepts from this semantic group. (This arbitrary 

threshold can be modified to reflect stronger associations.) In 

Figure 3, source vocabularies that contain at east 5% of 

concepts from the Disorders semantic group are highlighted. 

Similarly, as shown in the inset from Figure 3, it is also 

possible to highlight all semantic groups for a given source 

vocabulary (i.e., all the semantic groups, whose concepts 

constitute at least 5% of the source vocabulary). 

Discussion 

Use cases and applications 

The semantic group profiles provide a method for assessing 

the similarity among source vocabularies in the UMLS. This 

general technique can be applied to terminology exploration, 

terminology selection and terminology comparison. 

Exploring terminologies 

Novice users of the UMLS sometimes have difficulties 

grasping the differences among the many source vocabularies 

in the Metathesaurus. While the UMLS Terminology Services 

browser allows users to find the details about individual 

Metathesaurus concepts and their relations, it does not provide 

an overview of sets of concepts in source vocabularies. Our 

donut pie charts, heatmap and network visualizations provide 

an overview of the content of the source vocabularies. More 

specifically, they provide a coarse description of the semantics 

of these terminologies, making it possible to quickly identify 

the major semantic areas in a given vocabulary. 

Selecting terminologies 

One common use case is to select the best terminology for a 

given application. For example, if an application requires 

disease concepts, our visualizations make it easier for a user to 

identify candidate terminologies, i.e., terminologies containing 

a large proportion of concepts from the semantic group 

Disorders. In practice, a user will look for a large red arc on 

the donut pie charts, or might scan the DISO row on the 

heatmap, looking for red spots. Alternatively, our user could 

also select the DISO node on the network visualization and 

explore all source vocabularies linked to it, having set an 

appropriate threshold for the minimal proportion of concepts 

from this semantic group required for edges to be drawn. 

Comparing terminologies 

The heatmap is also the visualization of choice for analyzing 

sets of source vocabularies, especially after the hierarchical 
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clustering has grouped together those terminologies that have 

similar semantic group profiles. The clusters displayed in 

Figure 2 and presented in the Results section are relatively 

easy to interpret, with minimal prior knowledge of the 

terminologies themselves. Similarity clusters can also be 

quantified, since the basis for clustering is the Euclidian 

distance computed among the semantic group profiles for 

individual source vocabularies. 

Content-based vs. usage-based classification 

Our work was motivated in part by the limitations of the 

usage-based classification the UMLS documentation used to 

provide. We compared the two classification approaches for 

the 55 source vocabularies for which it was available. The 

general trend is that there is limited overlap between the two 

classifications. Categories from the usage-based classification 

are generally associated with several semantic groups, and a 

given semantic group is generally associated with multiple 

categories from the usage-based classification, with no 

obvious patterns in these associations. One exception is the 

usage-based category “Adverse drug reaction reporting” that 

contained only one source vocabulary (MedDRA) and 

majoritarily contains concepts from the semantic group 

disorders. In fact, the two classifications provide different 

views on the source vocabularies and are complemantary. For 

example, it would be impossible to identify consumer health 

vocabularies or nursing vocabularies simply from the semantic 

group profiles. However, as mentioned earlier, unlike the 

manual usage-based classification, our semantic group profiles 

can be applied automatically to any new version of the UMLS. 

Finally, another advantage of our method is that, because it is 

a vector-based representation of the source vocabularies, it 

lends itself nicely to visual representation. 

Limitations 

Many concepts have more than one semantic type; however, 

these multiple semantic types are generally categorized into 

the same semantic group. Therefore most concepts are 

categorized by only one semantic group. In fact, only about 

1,000 concepts have multiple semantic groups. As a result, the 

fifteen semantic groups form partition for over 99.9% of all 

UMLS concepts, and are thus virtually disjoint. 

For the purpose of computing the distribution of the concepts 

from a source vocabulary into semantic groups, the concepts 

that have multiple semantic groups should logically not be 

counted more than once. In practice, these concepts are so few 

in the UMLS that the effect of double-counting them has no 

significant effect on the frequency distributions. 

The assignment of a semantic type to a UMLS concept is 

sometimes subjective and can be arguable. Many concepts are 

categorized with multiple semantic types. In contrast, all 

UMLS concepts are categorized in 15 disjoint semantic 

groups. Because the semantic groups are broader, the 

assignment of concept to a group is less likely to be arguable. 

However, some groups can be viewed as too general for this 

application. For example, the semantic group “Chemicals” 

contains both drugs and other chemicals. A user could be 

interested in retrieving drug vocabularies, rather all chemical 

vocabularies. As suggested in [13], the grouping of semantic 

types into semantic groups could be modified to fit the 

requirements of a particular application. 

Future work 

In this study we have used our fingerprinting methodology on 

UMLS terminologies. Leveraging concept mappings among 

terminologies, our approach could be used to automatically 

classifiy the content of terminologies in other repositories such 

as the NCBO Bioportal. The semantic group-based fingerprint 

could also be used in a broader context, for example to help 

characterize the content of biomedical articles or clinical texts. 

Conclusion 

The growth of the UMLS makes it difficult for users to select 

appropriate source vocabularies for a given purpose. In this 

article, we present a new method to classify biomedical source 

vocabularies based on their content. We leverage the high 

level semantic categorization of concepts in semantic groups 

to create a profile for each source vocabulary. Our approach is 

completely automated and can easily be applied to all source 

vocabularies in the UMLS, including upcoming versions of 

the UMLS. 

To assist the user in the exploration of available source 

vocabularies, we propose several visualizations reflecting the 

individual content of source vocabularies (donut pie charts, 

heatmaps), as well as the relations among source vocabularies 

(dendrogram, network). We are currently collaborating with 

the UMLS team to add the graphical representations to the 

UMLS documentation, as a complement to the classification 

they already provide. 
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Figure 1– “Donut” pie charts for 4 UMLS source 

vocabularies. Color code: anatomical concepts (light green), 

gene (green) diseases (red), drugs (dark green), physiology 

(orange), leaving being (magenta), procedure (light yellow)  

 

Figure 3– Network visualization of UMLS source 

vocabularies (green) linked to the semantic group Disorders 

(yellow) [Inset: Network visualization of SNOMED CT and its 

associations with several semantic groups] 

 

Figure 2– Heatmap of the UMLS terminologies and semantic groups. Bright yellow defines the absence of a semantic group in a 

terminology. On the opposite, bright red denotes a high percentage of concept of the corresponding semantic group in the 

terminology 
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Abstract  

In this paper, the authors report on a study aimed at 

harmonising two nursing terminologies, the Clinical Care 

Classification (CCC) and the International Classification for 

Nursing Practice (ICNP
®

). As the electronic health record 

evolves and the need for interoperability extends beyond local 

and national borders, a degree of standardisation across 

healthcare terminologies become essential. Harmonising 

across terminologies results in a) increased consensus 

relating to domain content and b) improvements in the 

terminologies involved. Findings from this study suggest that 

there is much overlap of content in nursing terminologies. The 

continued harmonisation between nursing terminologies and 

other healthcare terminologies are recommended to achieve 

international interoperability. 

Keywords: 

International Classification for Nursing Practice; Nursing; 

Health Terminology Standards; Interoperability. 

Introduction 

The International Council of Nurses (ICN) has supported the 

ongoing development and maintenance of the International 

Classification for Nursing Practice (ICNP) for more than 25 

years. An early aim of the ICNP Programme was to harmonize 

nursing and healthcare terminologies to facilitate 

interoperability in the electronic health records (EHR). The 

purpose of this study was to initiate harmonisation of the 

Clinical Care Classification (CCC) System and ICNP with a 

focus on nursing problems or diagnoses. The source 

terminology comprised nursing problems in CCC (n=176). 

The target terminology comprised ICNP problems or 

negatively judged nursing diagnoses (n=491). 

Background 

ICN has supported the ICNP since 1989. ICNP is a 

standardized terminology, available in 17 spoken languages, 

comprising statements that represent nursing diagnoses, 

outcomes, and interventions. It is recognized within the WHO 

Family of International Classifications as a Related 

Classification and work is underway to harmonize ICNP with 

SNOMED CT through a Collaboration Agreement with 

International Health Terminology Standards Development 

Organisation (IHTSDO) [1]. At the heart of ICNP is an 

ontology, represented in the Web Ontology Language (OWL) 

[1]. This facilitates cross-mapping while allowing delivery in 

a range of formats to suit the needs of its users. 

A second Collaboration Agreement [3] guides harmonisation 

work with the Clinical Care Classification (CCC), a 

terminology also focused on nursing and designed specifically 

for computer-based documentation and processing [4]. In 

common with ICNP, CCC is compositional in nature 

(particularly with respect to nursing interventions) and covers 

nursing diagnoses, outcomes and interventions. These 

similarities may facilitate comparison; they may also add 

complexity in harmonising the two terminologies. 

In addition to its role as a formal reference terminology, ICNP 

also is often used as an interface terminology, in common with 

CCC. The diagram below (Figure 1) displays some similarities 

and differences in the ways CCC and ICNP concepts are 

organised and highlights the areas of attention in this study: 

nursing problems (negative diagnoses). In CCC all nursing 

diagnoses are judged negatively (as problems). In ICNP, 

nursing diagnoses may be judged as either negative (e.g. pain) 

or positive (no pain). ICNP positive nursing diagnoses can be 

used to identify assets, goals or outcomes. Because CCC 

nursing diagnoses are patient problems, the focus in this study 

was on ICNP negative nursing diagnoses. 

 

Figure 1 - Structural comparison of CCC and ICNP 

Methods 

In the mapping process, CCC nursing problems (Version 2.5) 

[4] acted as the source terms and ICNP nursing diagnoses 

(2013 release) [5] were the targets. A total of 176 CCC 
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nursing problems were examined for equivalent concepts in 

ICNP using a combination of automated and manual (human) 

processes. The Unified Medical Language System (UMLS) 

which is a terminology resource maintained by the United 

States (US) National Library of Medicine (NLM) was used to 

develop candidate equivalencies, using similar techniques to 

those described in [6]. Two experts in ICNP and CCC 

reviewed the candidates independently and compared results. 

The research team members revised the two sets of 

equivalencies guided by the CCC textual definitions and ICNP 

formal definitions. Revisions were made until 100% 

agreement was achieved among the experts. 

Results 

For each CCC problem concept an equivalent ICNP concept 

was identified. Complete coverage of CCC problems in ICNP 

indicates overlap between the two terminologies. However, 

not all mappings were one-to-one. Each CCC problem 

concepts (n=176) mapped to one of 169 equivalent ICNP 

concepts, which suggests a degree of redundancy in CCC. 

Specific findings in the equivalency mapping are reported 

here: (a) one-to-one mappings, (b) one-to-many mappings, (c) 

actual and potential (risk) problems, (d) use of positive ICNP 

diagnosis i.e. diagnoses that would be considered ‘normal’, (e) 

use of lexical and semantic mappings, and (f) similarities and 

differences between the two terminologies. 

One-to-One Mappings 

All but six CCC nursing problems (n=163) had a one-to-one 

mapping with an ICNP concept. Examples are provided in 

Table 1.  

Table 1 - One-to-One mapping between CCC and ICNP
® 

CCC 

Diagnosis 

CCC Code ICNP Diagnosis ICNP Code 

Fall Risk N33.6 Risk for Fall 10015122 

Verbal 

Impairment 

M28.1 Impaired Verbal 

Communication 

10025104 

Family Process 

Alteration 

M29.0 Impaired Family 

Process 

10023078 

Tobacco Use N58.1 Tobacco Use 10022247 

Many-to-One Mappings  

In six cases, more than one CCC concept mapped onto the 

same ICNP nursing diagnosis. For example, both CCC “Skin 

Integrity Alteration” (R46.0) and CCC “Skin Integrity 

Impairment (R46.2) mapped onto the ICNP concept “Impaired 

Skin Integrity” (10001290) (see Table 2). In these cases, the 

reviewers considered more than one CCC concept to be 

semantically equivalent to an ICNP concept, which suggests 

redundancy among CCC concepts or perhaps a need to revise 

CCC textual definitions for these six concepts. 

Actual problems and potential (risk for) problems  

Both CCC and ICNP included judgments about nursing 

diagnoses regarding potentiality of a problem. All concepts 

across both terminologies were judged as being either actual 

or potential (at risk). 

Of the 176 CCC nursing diagnoses, 28 (5.7%) might be 

considered to be a potential problem (or risk) (see Figure 2). 

Examples of CCC risk diagnoses included: “Risk for Fall” and 

“Suicide Risk”. ICNP includes these concepts among its much 

larger number of 113 potential problems (risks), for example 

“Risk for Complications during Pregnancy”. 

Table 2 - Many-to-One mappings between CCC and ICNP 

CCC ICNP 

Nursing Diagnoses (13 of 

176) 

Nursing Diagnoses (6 of 169) 

A01.0 – Activity Alteration 10000431 – Activity 

Intolerance 
A01.1 – Activity Intolerance 

A01.5 – Physical Mobility 

Impairment 

10001219 – Impaired Mobility 

Q44.3 – Kinesthetic 

Alteration 

E11.0 – Family Coping 

Impairment 

10034789 – Impaired Family 

Coping 

E11.2 – Disabled Family 

Coping 

M32.0 – Socialization 

Alteration 

10001022 – Impaired 

Socialization 

M32.1 – Social Interaction 

Alteration 

038.0 – Self-Care Deficit 10023410 – Self Care Deficit 

038.1 – Activities of Daily 

Living Alteration 

038.2 – Instrumental 

Activities of Daily Living 

Alteration 

R46.0 – Skin Integrity 

Alteration 

10001290 – Impaired Skin 

Integrity 

R46.2 – Skin Integrity 

Impairment 

Use of a non-problem (positive) ICNP diagnosis  

Among the 169 ICNP nursing diagnoses mapped with CCC 

problems, a concept “Grief” (10022345) was considered a 

positive nursing diagnosis/outcome in ICNP but a problem (or 

negative) nursing diagnosis in CCC. That is, although the 

CCC concept “Grief” (E53.0) was lexically equivalent to the 

ICNP concept, the semantic meanings of the concepts were 

considered to be different based on ‘judgment state” of each 

concept. The two terminology systems defined the ‘judgment 

state’ of the concept, “Grief”, differently. In the CCC 

terminology all nursing diagnoses are considered to be 

problems. In ICNP nursing diagnoses and outcomes (often 

also used as patient goals) are modeled similarly and each 

includes a judgment; either positive or negative. In ICNP, 

“Grief” is judged as normal (or positive): a normal emotion. 

Use of lexical and semantic mappings 

In only one case it was determined that CCC had a concept 

with a similar lexical expression as ICNP but was actually 

mapped to a different concept. Both CCC and ICNP had the 

concepts “Kinesthetic Alteration” (Q44.3) and “Impaired 

Kinaesthesia” (10034886). The CCC concept “Kinesthetic 

Alteration” was mapped to the ICNP concept “Impaired 

Mobility” (rather than the ICNP concept “Impaired 

Kinaesthesia”). Again, this mapping was based on semantic 

definitions of concepts in each terminology. 
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Figure 2 - Results of mappings of nursing diagnoses between 

CCC and ICNP 

Within this study, 25% (44) of the source nursing concepts 

had identical lexical expressions in the target, 12% (21) had 

similar lexical expressions and 63% (111) had different lexical 

expressions, but exact semantic meaning (see Table 3).  

Table 3 - Examples of lexical similarities and differences for 

semantically-equivalent concepts 

 CCC 

Diagnosis 

CCC 

Code 

ICNP 

Diagnosis 

ICNP 

Code 

Lexically 

identical 

Fatigue A01.4 Fatigue 10000695 

Lexically 

similar 

Blood 

Pressure 

Alteration 

C06.1 Altered 

Blood 

Pressure 

10022954 

Lexically 

different 

Spiritual 

State 

Alteration 

E14.0 Impaired 

Spiritual 

Status 

10023336 

Similarities and difference between two terminologies 

Both CCC and ICNP provide a conceptual representation of 

nursing diagnoses. A major difference in the two 

terminologies is in the representation of definitions or 

descriptions of concepts. ICNP is founded on a formal OWL 

ontology. Definitions for ICNP concepts are represented 

formally in terms of hierarchical placement and relationships 

with other concepts. In contrast, each CCC concept has a 

textual description, but no formal definitions. 

Another major difference is that ICNP includes a greater 

number of nursing diagnoses (n=783) than CCC (n=176). 

CCC nursing problems are divided between actual negative 

diagnoses and potential negative diagnoses. ICNP
 

has these, 

but also includes positive (i.e., ‘normal’) diagnoses.  

A further difference between the two terminologies is that 

CCC concepts are organised in a conceptual framework. The 

CCC framework includes 21 Care Components, for example 

Fluid Volume component (which includes the diagnosis 

“Electrolyte Imbalance”) and Health Behavior Component 

(which includes the diagnoses of “Noncompliance of 

Medication Regimen” and “Home Maintenance Alteration”). 

These CCC Care Components are mutually exclusive, and 

each of the 176 CCC problems is placed in only one 

component. The ontological nature and modeling of ICNP 

allows for multiple parents within the ICNP hierarchy. 

These differences present challenges for semantic mapping.  

Discussion and Conclusion 

This study examined the equivalency mapping between CCC 

and ICNP negative diagnoses (or problems) concepts. This 

project moves us closer to a broader harmonisation of nursing 

content. The mapping of concepts between CCC and ICNP is 

important in assuring interoperability of data and information 

across nursing care specialties and settings.   

In addition to supporting interoperability among nursing 

terminologies, ICN also is formally collaborating with 

IHTSDO to harmonize ICNP and SNOMED CT. As the ICNP 

is mapped to SNOMED-CT, ICNP-SNOMED CT nursing 

equivalency tables can be used (together with ICNP-CCC 

equivalency tables) to automatically generate equivalencies 

between CCC and SNOMED CT, which will be reported 

elsewhere. The ongoing harmonisation project between ICNP 

and SNOMED CT will enhance further interoperability across 

nursing terminologies and reduce the burden of maintaining 

multiple, independent equivalency tables.  

In addition to contributing to interoperability between nursing 

and other health terminologies, the findings of this study 

provided the opportunity to re-examine both CCC and ICNP 

and make improvements. Specific changes were made to 

ICNP
 

based on the findings from this study. For example, 

changes were made to preferred terms in ICNP: “Impaired 

Ability to Feel” (10022619) was changed to “Impaired Tactile 

Perception”; “Impaired Ability to See” (10022748) was 

changed to “Impaired Vision”; and “Depression” (10022402) 

was changed to “Depressed Mood”. These changes better 

represent both the formal definition and English lexical 

expression of concepts. 

The finding about the concept “Grieving” or “Grief” raises 

important issues. A complex concept such as “Grieving”, may 

have different judgment states (e.g. normal, risk for problem), 

depending on the way that the concept is perceived. 

Leveraging the use of standard terminologies and ontologies 

in clinical practice requires clarity about the meaning of such 

concepts. 

Both of the terminologies in this study had nursing diagnostic 

concepts to represent actual problems and potential (risk for) 

problems. Risk factor identification is especially relevant for 

nursing practice targeted at health promotion and disease 

prevention. It is recommended that the significant number of 

potential problems or risks in ICNP continue to be reviewed 

and further concepts added based on use cases from nursing 

practice. 

This project aimed to harmonize CCC problems and ICNP 

nursing diagnostic concepts. While the direction of mapping 

within the study was from CCC as the source to ICNP as the 

target, it is interesting to note that the majority (66.8%) of 

ICNP concepts have no equivalent in CCC. Due to the large 

number of unmapped ICNP negative nursing diagnoses (n = 

323) a new study is underway to examine allocations of these 

ICNP concepts to the CCC 21 Care Components. Further 

review of the assignments between ICNP and the 21 Care 

Components will explore the theoretical organisation of the 

nursing domain content using the CCC framework [4]. 
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The equivalency table resulting from this project facilitates the 

interoperability of CCC and ICNP for data exchange and 

comparison. In addition, CCC data can now be compared to 

other nursing and healthcare terminologies already 

harmonized with ICNP.  
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Abstract 

The increasing adoption of Electronic Health Records (EHR) 

by developing countries comes with the need to develop 

common terminology standards to assure semantic 

interoperability. In Kenya, where the Ministry of Health has 

rolled out an EHR at 646 sites, several challenges have 

emerged including variable dictionaries across 

implementations, inability to easily share data across systems, 

lack of expertise in dictionary management, lack of central 

coordination and custody of a terminology service, 

inadequately defined policies and processes, insufficient 

infrastructure, among others.  

A Concept Working Group was constituted to address these 

challenges. The country settled on a common Kenya data 

dictionary, initially derived as a subset of the Columbia 

International eHealth Laboratory (CIEL) / Millennium 

Villages Project (MVP) dictionary. The initial dictionary 

scope largely focuses on clinical needs. Processes and policies 

around dictionary management are being guided by the 

framework developed by Bakhshi-Raiez et al. Technical and 

infrastructure-based approaches are also underway to 

streamline workflow for dictionary management and 

distribution across implementations. Kenya’s approach on 

comprehensive common dictionary can serve as a model for 

other countries in similar settings. 

Keywords:  

Terminology; Electronic Health Records; Concept dictionary; 

Developing Countries. 

Introduction 

Developing countries are increasingly adopting information 

technology applications through the implementation of 

electronic health records (EHRs) for clinical and managerial 

activities [1]. This has enabled geographic expansion of access 

to healthcare, improved data management and reporting, and 

communication between healthcare providers and their clients 

[2]. 

At the heart of each EHR is a concept dictionary, which forms 

the basis for database organization and semantic 

interoperability [3]. Concept dictionaries allow the creation of 

accurate and consistent patient records that can be shared 

within and across organizations [4]. The use of common terms 

and concepts in patient records has been shown to enhance the 

quality of healthcare delivery as numerous decision support 

systems rely on these terminologies [5]. 

By their very nature, concept dictionaries are living entities, 

evolving over time to meet needs within the care organization. 

Ensuring that dictionaries evolve gracefully usually requires 

resources and relevant expertise. For a single institution, there 

are well-defined approaches to assure graceful dictionary 

management can be achieved [6]. The task however becomes 

exponentially more complicated when terminologies across 

multiple institutions have to be semantically interoperable. 

Dixon et al. succinctly put the problem in context describing 

the translation of local terminology into available standards as 

being a complex, costly and resource intensive process [7]. 

The Unified Medical Language System (UMLS) has allowed 
the integration of  different  terminologies without restricting 
content, structure, or semantics of the original terminologies. 
This has enabled the creation of mappings among equivalent 
entities used in different contexts and purposes. This allows 
semantic interoperability between different terminolgy 
systems while each evolves to serve its primary purpose [8]. 

As developing countries start to implement EHRs at scale, 

they are rapidly running into the issue of assuring semantic 

interoperability between individual implementations. 

Unfortunately, clearly defined approaches do not exist to 

inform how to develop dictionaries to serve multiple 

implementations within limited resource settings. In most 

instances, data sharing and system interoperability is only 

achieved through piecemeal concept mappings. The mappings 

are often either done between a few local implementations or 

between a single local implementation’s dictionary to multiple 

standard terminologies [9]. This process is resource intensive 

and there is often no guarantee that the mappings are accurate 

[10].  

Developing countries with limited resources and few skilled 

personnel need guidance on approaches that will alleviate the 

complexity, cost and resource-intensive nature of supporting 

semantically interoperable dictionaries. In this paper, we 

describe an approach, taken by Kenya, to come up with a 

national level concept dictionary to serve multiple EHR 

implementations across the country. We touch on process, 

infrastructure, capacity, and foundational issues in creating a 

national-level concept dictionary that can serve cross cutting 

needs of clinical care, research, monitoring and evaluation, 

and reporting. Based on our experience, we outline key 

principles and approaches that can be used by countries in 

similar resource-limited settings to comprehensively develop 

and evolve semantically interoperable dictionaries. 

Methods 

Setting 

Kenya is one of the leading countries in health information 

technology in Sub-Saharan Africa. Recognizing the important 

need to manage and use patient data better at the various levels 
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of care, Kenya’s Ministry of Health (MOH) Division of 

Health Information System developed a Health Information 

Policy and Strategic plan (2009-2014) [11], and Standards and 

Guidelines for EHR for the country [12]. After the 

standardization process was completed, the MOH selected two 

systems for initial national roll out, namely IQ-Care and 

KenyaEMR, an adaptation of the open source OpenMRS EHR 

(http://kenyaemr.org). The MOH also decided that the initial 

disease foci to be served by these EHR would be HIV, 

Tuberculosis, and Maternal and Child Health (MCH), with an 

option to expand to other domains moving forward. Two 

implementation partners, I-TECH (http://www.go2itech.org/) 

and Futures Group (http://www.futuresgroup.com/) were 

selected to implement the selected EHR, and by September 

2014, 646 implementations of both systems had been realized 

at MOH facilities throughout the country.  

The national roll out of the two systems occurred in a field 

that was already increasingly dotted with other EHR 

implementations. As an example, the Academic Model 

Providing Access to Healthcare (AMPATH) [13], Kenya 

Medical Research Institute (KEMRI), and Family AIDS Care 

and Education Service (FACES), which all offer care services 

within MOH facilities, already had EHRs with their own local 

dictionaries.   

Challenges 

Several challenges related to dictionary management and 

semantic interoperability quickly became evident in the milieu 

of multiple EHR implementations. Key challenges included: 

• Inability to share data across EHR: This example 

emerged when MOH sites were reorganized to 

different implementing partners. As an example, it 

was difficult to easily share data between the Ampath 

Medical Records System (AMRS) and KenyaEMR 

systems, despite both being based on the OpenMRS 

platform due to the different dictionaries in use.  

• Lack of expertise in dictionary management: With 600 

standalone implementations, it was evident that local 

sites lacked the skill-set to manage dictionaries or new 

proposed concepts at the local level.  

• Lack of coordination and ownership: Even when it 

became clear that a harmonized approach to semantic 

interoperability was needed across implementations in 

the country, there were no clear leaders or owners of 

the problem. 

• Conflict between care, research and reporting needs: 

While the MOH aimed to collect data at one reporting 

level, clinical priorities dictated a higher level of 

granularity of concepts, while research needs often 

dictated a broader range of data to be collected beyond 

what would normally be needed for care or reporting.  

• Lack of policies or processes: Comprehensive 

dictionary management requires laid down policies on 

how to request new concepts, how to make changes to 

existing dictionaries, and how to prioritize new 

concept requests for action. In the country, there were 

big gaps in the relevant policies to guide coordinated 

management of concept dictionaries.  

• Technical Infrastructure: The fact that most 

previously implemented EHRs worked as standalone 

systems and were not connected to a central server 

made it difficult to know what the concept needs were 

at the local level, and also served as a barrier to 

automatically transmitting concept requests for action 

centrally.  

• Lack of automated mapping systems: Even when 

requests for new concepts could percolate through, 

their management tended to be largely manual, with 

deficient mechanisms to automatically map concepts 

against standardized terminologies.   

Approach 

Kenya constituted a Concept Dictionary Working group. This 

working group was made up of 32 individuals with varied but 

relevant backgrounds, namely: (a) Healthcare providers –

physicians, clinical officers and nurses; (b) Data Managers –

Health Records and Health Information Officers, and 

Monitoring & Evaluation Specialists; (c) Health 

Informaticians - dictionary managers, health system 

developers and programmers; and (d) Health Administrators –

MOH County Health Management teams, National EHR 

implementation coordinators, and program managers. 

The Concept Working Group held an in-person meeting 

between October 29-31, 2014 in Kisumu, Kenya, to define and 

implement approaches for comprehensive and coordinated 

national concept dictionary management. This meeting 

brought together implementing partners and institutions that 

participate in various healthcare activities as custodians, care 

providers, information technology solution providers and 

researchers. Participants were drawn from MOH, I-TECH, 

AMPATH, KEMRI, FACES, Médecins Sans Frontières 

(MSF), Elizabeth Glazer Pediatric Aids Foundation (EGPAF), 

OpenSource Health Management Information System 

(OpenHMIS) and LakeHUb Kisumu. 

The work of the Concept Working Group is largely 

consultative, but highly informed by well-established lessons, 

guidance and frameworks around dictionary management. 

Results 

We describe outcome of the work by Kenya Concept 

Dictionary initiative, along each of the dimensions outlined in 

the challenges above. 

Common Data Dictionary Considerations 

Other than a couple of large institutions in the country, most 

facilities did not have the skill-set or capacity to create and 

maintain their own dictionaries. Further, allowing multiple 

independent dictionaries was already causing interoperability 

problems. The team recommended that a common national-

level concept dictionary be created.  

Multiple approaches existed on how to create this common 

dictionary. Options included:  

1. Developing a new dictionary from scratch without 

influence from existing dictionaries;  

2. Taking all existing dictionaries and combining their 

terms to create a new common dictionary;  

3. Using an existing dictionary as the foundation, 

mapping other dictionaries to it, and evolving it 

moving forward.  

Eventually, the third approach was chosen. This approach is 

similar to what the Indiana Network for Patient Care (INPC) 

used when it was coming up with its common dictionary for 

the Health Information Exchange in the state of Indiana, USA 

[14]. INPC based its dictionary on the one used by the 

Regenstrief Medical Record System [15].  

It was decided that the Kenya Common Concept Dictionary 

would be based on the dictionary maintained by Columbia 

International eHealth Laboratory and the Millennium Villages 

Project (CIEL/MVP dictionary). The CIEL/MVP dictionary is 
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Technical & Infrastructure Consideration 

Several technical and infrastructure issues remain relevant to 

the Kenya Common Concept Dictionary. The dictionary 

currently does not have a permanent home, with ITECH 

serving as its custodian. The eventual plan is for the dictionary 

to be hosted in the National Data Center which is being set up 

by the Ministry of Health. Software applications still need to 

be developed to streamline the workflow around concept 

request, management, mapping and distribution. Mapping, as 

an example, has remained largely a manual process, with 

searching done on the Open Concept Lab / Maternal Concept 

Lab site [28]. In the roadmap for the national concept 

dictionary is incorporation of semi-automated mapping tools, 

similar to those employed in other settings and systems [29, 

30]. 

A key technical lesson the country is quickly learning is that 

EHR implementations that rely on a concept dictionary should 

not exist without connectivity to a central server. Connectivity 

is not only essential for health information exchange, but also 

provides a mechanism for automatically submitting new 

concept proposals from implementations. Existing approaches 

to distributing the most current dictionary usually involve 

emailing of a snapshot, or deployment via SFTP file transfer. 

Similar to the OpenHIE model, the goal is to eventually be 

able to deploy the dictionary via API calls from various EHRs. 

Discussion 

In this paper, we describe efforts by a developing country to 

implement comprehensive mechanisms for managing concept 

dictionaries in support of EHR implementations across its 

MOH facilities. Kenya is not unique in this need. Almost all 

other developing countries will have similar challenges as they 

start implementing EHRs at scale. Ideally, countries should 

anticipate these challenges and needs, and they should put 

plans for dictionary management in place before glaring 

challenges emerge. In fact, this issue should be a key focus of 

initial implementation planning, with countries well advised to 

appreciate the amount of work and resources required to get it 

done well. Constituting the right technical working groups, 

and having appropriate consultations with groups with 

relevant experience is very important. 

Key considerations as outlined in this paper revolve around 

identifying initial corpus of concepts and assuring that the 

scope is appropriate for the country’s primary needs. Policies 

and procedures are needed to enable graceful evolution of the 

dictionary and high quality responsiveness to implementers. 

Keys to success are the availability of financial resources to 

support the infrastructure and the right team, recognizing that 

diverse competencies will be needed. Ideally, the MOH needs 

to embrace its responsibility as the custodian of this 

dictionary, and provide the requisite support. This is not to say 

that the maintenance team has to sit within the MOH, as this 

responsibility could also be appropriately outsourced to a 

group that is highly skilled in this area. Capacity building 

efforts should however be integral to the country’s strategy for 

dictionary management as the responsibilities can require a 

highly specialized skillset. 

Fortunately for developing countries, there is a wealth of 

resources and research around the optimal approaches for 

dictionary management for health information exchange 

semantic interoperability. An appreciation of the core 

principles, guidelines and frameworks would serve the 

technical team well [6, 18-20, 22]. Key lessons can also be 

learned from approaches taken by various Health Information 

Exchange efforts in the Western world [14]. In addition to 

consulting developing country partners, countries should also 

leverage extensive communities around eHealth systems that 

are working specifically on vocabularies and ontologies. 

Further, countries are encouraged to share experiences and 

lessons. Appropriate forums should be constituted to allow 

these lessons to be shared for multiple levels of stakeholders.  

This field is very complex. In fact, there are multiple debates 

on the optimal approaches to managing dictionaries [31]. The 

approaches taken by Kenya and presented above might not 

necessarily be the most optimal in this evolving field. Our 

team recognizes its limitations, and is willing to adjust 

direction as needed. The country is also committed to being 

adaptive and versatile, to assure that it can take advantage of 

emerging and new approaches to dictionary management. As 

an example, the OpenHIE Terminology Service is working on 

a ‘Subscription Service’ that would significantly reduce the 

burden to developing countries in managing concept 

dictionaries. Kenya’s team is already working with this team, 

and hopes to use this service as needed in managing the Kenya 

Common Concept Dictionary.  

The eventual hope is for countries like Kenya to truly realize 

truly comprehensive Health Information Exchange systems. 

The beginning of an Enterprise Health Architecture is starting 

to be realized in the country, and a comprehensive 

terminology service would be central to this architecture. In 

fact, systems like mHealth that are now often implemented in 

isolation will soon be expected to embrace the same concept 

dictionary terms that are being used in MOH supported EHR. 

Obviously, a lot of work remains to help realize the vision of 

the Kenya Common Concept Dictionary, but the country 

should be commended for having taken the bold first step in 

comprehensively addressing the issues around semantic 

interoperability. 

Some of the limitations of this process include the voluntary 

nature of contributions and participation by individuals and 

organizations. Required technical and infrastructural supports 

are not assured. It is hoped that the government can invest 

more resources and organizations can dedicate more personnel 

and time in this process.  

Conclusion 

A Concept Working Group made of multiple stakeholders is 

leading the evolution of a national level common concept 

dictionary for Kenya, with close guidance to use well tested 

approaches for concept dictionary management. The approach 

by Kenya can be used as a model for other countries hoping to 

implement terminology based services to support multiple 

implementations.  
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Abstract 

The use of Complementary and Alternative Medicine (CAM) is 

increasingly popular in places like North America and Europe 

where western medicine is primarily practiced. People are 

consuming herbal and dietary supplements along with western 

medications simultaneously. Sometimes, supplements and 

drugs react with one another via antagonistic or potentiation 

actions of the drug or supplement resulting in an adverse 

event. Unfortunately, it is not easy to study drug-supplement 

interactions without a standard terminology to describe 

herbal and dietary supplements. This pilot study investigated 

coverage of supplement databases to one another as well as 

coverage by the Unified Medical Language System (UMLS) 

and RxNorm for supplement terms. We found that none of the 

supplement databases completely covers supplement terms. 

UMLS, MeSH, SNOMED CT, RxNorm and NDF-RT cover 

54%, 40%, 32%, 22% and 14% of supplement concepts, 

respectively. NDF-RT provides some value for grouping 

supplements into drug classes. Enhancing our understanding 

of the gap between the traditional biomedical terminology 

systems and supplement terms could  lead to the development 

of a comprehensive terminology resources for supplements, 

and other secondary uses such as better detection and 

extraction of drug-supplement interactions.  

Keywords: 

Herbal and nutritional supplements; Complementary and 

alternative medicine; Biomedical terminology; UMLS; 

RxNorm. 

Introduction 

The use of Complementary and Alternative Medicine (CAM) 

is rising in North America and Europe where conventional 

western medicine is practiced [1,2]. This is reflected by 

increasing sales of herbal supplements in the United States 

and Europe. For example, only 28 percent of women over 60 

years in the United States took a Calcium supplement in the 

early 90s. A decade later, nearly 61 percent of women in that 

age group were taking Calcium supplements.  In the United 

States, herbal supplement sales have reached an all-time high 

of 6 billion dollars per year according to a 2013 report 

published by the American Botanical Council [3]. However, 

the growing use of supplements is occuring with many adults 

simultaneously taking prescription medicines. Almost one in 

six adults in the US taking prescription medicines also takes 

an herbal supplement [4]. This poses a risk of unintentional 

interactions between the drug and supplement, especially since 

documentation is not consistent on supplements [1,3,4]. 

According to a report published by the Center for Disease 

Control (CDC), more than half of adults in the U.S take 

dietary supplements and the use of supplements is on the rise 

[3]. Fifty-six percent of Europeans are also found to have 

consumed some form of CAM in 2012 [2]. CAM includes a 

variety of medical systems, therapies and mind-body 

interventions. For this paper, we have focused on the 

subcategory that includes dietary supplements called 

“biologically based therapies” [1].  

Although herbal medicines have gained popularity, knowledge 

about herbal medicines has not gone up among physicians 

practicing conventional medicine [4]. In a survey conducted 

among 1,157 clinicians from around the world, about 75.5 % 

of them said that doctors are “poorly informed” about herbal 

medicines. Only 12.9 % said that they always check if their 

patient is taking herbal medicines before prescribing 

conventional drugs [5]. There have been some steps to reduce 

the gap between the use of herbal supplements by consumers 

and the knowledge of supplements from a clinical perspective.  

While herbal supplements are widely believed to be a safe 

addition to conventional medicines, they can potentially react 

with western medicine. Herbal and other dietary supplements 

could increase or antagonize the actions of drugs or they could 

potentially change pharmacokinetics or pharmacodynamics of 

the drug or supplement itself [6]. For these reasons, detailed 

research of drug-supplement interactions is an important area.  

In contrast to drug-supplement interactions, drug-drug 

interactions have been more widely studied and documented. 

One type of resource leveragd for this, are terminologies 

which provide a standard and well-defined manner of 

identifying and describing drugs. For example, RxNorm is a 

standardized system to describe clinical drugs, developed by 

the U.S. National Library of Medicine (NLM), which is also 

the preferred representation of drugs for health information 

exchange. The brand names, generic names and ingredients 

are listed along with the relationship between those entities 

 [2,7]. In contrast, there is no well-accepted equivalent for 

herbal supplements making it more difficult to study drug-

supplement interactions. This difficulty creates limitations for 

studies about drug-supplement interactions and is a substantial 

barrier for extracting information from the limited existing 

investigative literature. It is also possible to identify new drug-

supplements interactions by extracting information from 

literature [8] and or collecting through a patient interview [9]. 

Most studies on drug-supplement interactions focus only on 

particular known combinations, like cranberry and warfarin, 

ginkgo and warfarin, or St. John’s wort and digoxin [6].  

One foundational step towards identifying drug-supplement 

interactions is establishing a comprehensive terminology 

system for supplements. This purpose of this paper is to 

evaluate the supplement term coverage across various online 

supplements databases. Coverages of the Unified Medical 

Language System (UMLS) Metathesaurus, Medical Subject 

Headings (MeSH), Systematized Nomenclature of Medicine--

Clinical Terms (SNOMED CT), RxNorm and National Drug 

MEDINFO 2015: eHealth-enabled Health
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File - Reference Terminology (NDF-RT) for representing 

supplement terminology were also investigated.  

UMLS and MetaMap 

UMLS is a repository of biomedical vocabularies, which 

integrates over 2 million names and concepts. It also contains 

relationships between concepts and brings together many 

health and biomedical vocabularies and standards. The UMLS 

includes the NCBI taxonomy, Gene Ontology, MeSH, Online 

Mendelian Inheritance in Man (OMIM) and SNOMED CT 

among over 100 other vocabularies [10].  

MetaMap is a Natural Language Processing (NLP) application 

developed by the U.S. NLM to map biomedical texts to the 

UMLS Metathesaurus concepts [11]. It is able to tag the text 

lexically and syntactically and identify the different concept 

candidates in the UMLS. In this study, MetaMap was 

implemented to map the supplement terms to UMLS concepts.  

RxNorm and NDF-RT 

RxNorm is a tool developed by the NLM. It has normalized 

names for branded and generic drug names. Drug names along 

with strength, brand names, dosage and ingredient information 

can be found in RxNorm. RxNorm also supports semantic 

interoperability between drug names and 15 other drug 

resources proving additional depth of information related to 

drugs absent with the UMLS [12].  

NDF-RT is a part of the Veteran Health Administration’s 

National Drug file. It is able to classify drugs into formal 

categories in addition to giving information about their 

molecular interactions, kinetics, therapeutic categories, and 

dose forms [13]. 

Supplement databases 

Natural Standard Authority Database (NSAD) is a database set 

up by Natural Standard, an international research collaboration 

that reviews scientific literature on CAM. This database is 

arranged alphabetically and includes Spanish and French in 

addition to English and Latin names. Each entry includes 

supplement names in other languages, popular brand names, 

historical significance of the herb, indications for use, expert 

opinion on efficacy are all provided with citations from peer-

reviewed journals [14].  

Medscape is a website with medical content from the WebMD 

Health Professional Network. The Network strives to provide 

balanced, accurate health information. They provide 

information written by physicians and other authorities on 

particular topics making information from Medscape 

relatively reliable [15].  

Natural Medicines Comprehensive Database (NMCD) is a 

database of nature-based medicines and alternative therapies 

managed by the therapeutic research center, composed of a 

panel of pharmacists and clinicians. The panel is not affiliated 

with any pharmaceutical company, and their work is intended 

to be useful for pharmacists and clinicians. The website is 

updated regularly and incorporates the latest research. The 

database has terms enabling term searches in several Asian 

and European languages, by botanical names and by common 

names. Under each plant substance, the effectiveness of the 

plant, safety, known interactions, mechanism of action, and 

adverse reactions are listed. There is an application with 

NMCD that allows users to search for interactions between a 

drug and a supplement. NMCD is aimed at professional 

clinicians or pharmacists and may not be easy to understand 

for a layperson [16].  

MedlinePlus is the U.S. National Institute of Health's website 

for the general public. The website is produced by the NLM 

and has information about diseases, conditions, health care 

issues drugs and supplements. The information in the database 

is available from the U.S. National Center for Complementary 

and Integrative Health (NCCIH). All statements are supported 

by evidence from peer-reviewed literature. Supplement names 

in languages other than English are not available for search. 

For this study, we only used information from the website on 

herbs and supplements [17].  

Drugs.com is a website that aims to provide consumers with 

health, drugs and supplement-related information. Information 

is sourced from Harvard Health publications and Wolters 

Kluwer Health. Drugs.com provides indications, possible side 

effects, and interactions with other drugs.It is targeted at lay 

consumers and provided in a user-friendly format. The 

website also provides a platform for users to discuss with one 

another about the drugs. Having only 66 supplements, this was 

our shortest resource of supplements [18].  

Methods 

Comparison supplement terms coverages 

We compared the supplement term coverage between all five 

databases in a several step process, as illustrated in Figure 1.  

 

Figure 1 - Illustration of method to compare supplement terms 

across five online databases 

Step 1: Determine the databases to be included in the study. 

An Internet search was performed for the top herbal 

supplement databases to identify the included databases. The 

top results were then subject to further exclusion criteria. If 

databases were not based on evidence-based science, they 

were rejected. For example, Holistic heart health, Healthline 

and WebMD’s databases were rejected for not having peer-

reviewed sources. Databases with very few (<50) supplements 

were also rejected. Also one other database on the Dr. Oz’s 

website was no longer available, so that was excluded as well. 

Rxlist was also rejected since it merely mirrored NMCD’s list. 

Finally, the supplements were obtained from each qualified 

resource website: NSAD, NMCD, MedlinePlus, Medscape, 

and drugs.com.  

Step 2: Extract supplements from databases. We extracted 

supplement terms from online databases and used these in our 

further analysis. We manually removed redundant non-

English terms from the list of NSAD while keeping their 

corresponding English names.  

Step 3: Normalize supplements using UMLS, MeSH and 

SNOMED CT. To normalize supplement terms between 

different databases, supplements were first mapped to UMLS 
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Concept Unique Identifiers (CUIs) by using MetaMap – which 

then provides common meanings for the different sources of 

supplements. Only exact mapping with a score of 1000 were 

retained. Manual cleanup was performed to remove irrelevant 

mapping candidates. Semantic types such as ‘gene’ or 

‘geographical area’ were eliminated before comparing the 

coverage between different databases. Irrelevant concepts 

after mapping were also excluded by manual review. When 

multiple CUIs were returned by MetaMap, the most accurate 

CUIs were retained. For example, when multiple CUIs were 

found for a single term, the CUI corresponding to semantic 

type “plants” was retained over “extracts”. Supplement terms 

were also mapped to MeSH and SNOMED by restricting the 

terminology source in MetaMap in an effort to use multiple 

sources to normalize the databases.  

Step 4: Compare the coverage between the different 

databases. Before mapping, we first implemented exact match 

for supplement terms and analyzed how frequent an individual 

term exists in each database. UMLS CUIs were then used to 

compare the coverage of supplements between five databases. 

We further generate a Venn diagram showing the coverage 

across databases using UMLS. After integrating concepts from 

all databases into a full list, we also grouped UMLS concepts 

based on their semantic types.  

Analysis of supplements representation in RxNorm and 

NDF-RT 

To further investigate how RxNorm and NDF-RT represent 

supplements, we first used RxMix functions to map terms of 

each database to RxNorm and NDF-RT concepts. RxMix is an 

NLM developed tool to allow users to combine all functions 

of RxNorm, RxTerms, and NDF-RT [19]. We then integrated 

all mapped RxNorm concepts into a respective list. To further 

investigate the detailed drug class information, we used 

RxMix to analyze the integrated RxNorm concept list from all 

databases. Specifically, we created such a workflow to 

identify the VA drug class for a given supplements string: 

RxNorm : findRxcuiBySting→ RxNorm : getRe latedByType→

NDF − RT : findConceptsByID→ NDF − RT : getVaClassOfConcept

 

Results 

The first part of this study compared supplement terms 

without referring to any standard terminology source to 

investigate if any of the databases are able to cover all the 

supplements from the pooled lists of the databases. Figure 2 

shows the frequency in which a particular supplement is found 

across the 5 databases. Without any term normalization, very 

few supplements are found across all five databases, but about 

2,500 terms appeared in only one of databases.  

To compare supplement term coverage across five databases, 

we normalized terms by using UMLS, MeSH, SNOMED CT, 

RxNorm, or NDF-RT source. The number of terms mapped to 

various sources from each database is shown in Table 1. In 

general, UMLS has the largest coverage for the supplements, 

and MeSH and SNOMED CT cover more supplement terms 

than RxNorm and NDF-RT. For example, the largest database 

NSAD had 1,331 total terms extracted from the website 

resulting in 1,088 UMLS concepts, 565 RxNorm concepts and 

348 NDF-RT concepts with mapping. NMCD had a higher 

percentage coverage (78%) by UMLS concepts. MedlinePlus 

and Drugs.com were also covered well by all terminology 

sources. After integrating supplement terms from different 

databases into a comprehensive list, we obtained 3,115 unique 

terms, resulting in 1,683 UMLS, 1,257 MeSH, 984 SNOMED 

CT, 677 RxNorm, and 422 NDF-RT concepts. Clearly, none 

of these terminologies can fully represent supplement terms. 

 

Figure 2 - Frequency of supplement terms across databases 

Table 1 – Number of supplement terms mapped to the UMLS, 

MeSH, SNOMED CT, RxNorm and NDF-RT concepts 

 NSAD NMCD MedScape Medline Drugs 

Terms 1331 1038 1080 134 66 

UMLS 1088 810 398 121 65 

MeSH 930 658 307 108 49 

SNOMED 669 492 291 99 41 

RxNorm 565 400 228 93 60 

NDF-RT 348 272 124 75 43 

 

 

Figure 3 – Venn diagram of UMLS concepts for supplements 

across five databases 

Figure 3 shows a Venn diagram of supplements concepts from 

the 5 databases after mapping to UMLS concepts. Twenty-

four concepts are common to the 5 databases. All five 

databases have unique CUIs and different coverage with other 

databases. Not even the largest among the five databases is 

able to cover a large percentage of terms comprehensively.  
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After analyzing the semantic types in UMLS concepts, we 

found that 34% of concepts are plants (e.g., cat's claw, 

comfrey, damiana), and 18% are organic chemicals (Table 2). 

Many concepts belong to multiple semantic types, such as 

Aloe vera, which is a plant, a pharmacologic substance and an 

organic chemical. About 5% of concepts were classified as 

food. 

Table 2 – Top semantic types of UMLS concepts for 

supplements 

Semantic type Percentage 

Plant 34% 

Pharmacologic Substance 27% 

Organic Chemical 18% 

Food 5% 

Biologically Active Substance 4% 

Element, Ion, or Isotope 2% 

Vitamin 2% 

With the aid of the tool RxMix, we found several drug classes 

for about 300 supplements (about 43% of mapped RxNorm 

concepts), some of which are listed in Table 3. Not 

surprisingly, multivitamins were the largest class for 

supplements. Some other classes, including stimulant 

laxatives, emollients,  antihypoglycemics, antivertigo agents, 

genito-urinary agents, were also found. Since supplements in 

the same group can have similar properties, this help to 

investigate drug functions, adverse effects and interactions 

with other drugs.  

Table 3 – VA drug Class for supplements in NDF-RT 

Drug class Examples 

MULTIVITAMINS 

alpha-tocopherol,biotin, coenzyme, 

cyanocobalamin, dexpanthenol, 

ergocalciferol, folic acid, l-ascorbic 

acid, niacin, nicotinamide, 

pantothenol, phytonadione, 

pteroylglutamic acid, pyridoxine, 

retinol, riboflavin, thiamine 

STIMULANT 

LAXATIVES 

Aloe, cascara, cascara sagrada, 

castor oil, senna 

RESPIRATORY 

AGENTS,OTHER 

Camphor, eucalyptus oil, sodium 

chloride, turpentine oil 

PANTOTHENIC 

ACID 

Dexpanthenol, pantothenic acid, 

pantothenol, Vitamin B5 

EMOLLIENTS 

aloe vera, glycerol, retinol, vitamin 

A, vitamin E 

HERBS/ALTERNA

TIVE THERAPIES 

docosahexaenoic acid, 

eicosapentaenoic acid, ginkgo, 

ginkgo biloba, inositol, l-

methionine, methionine, vitamin E 

GENITO-

URINARY 

AGENTS,OTHER 

dimethyl sulfoxide, povidone-

iodine, yocon, yohimbe, yohimbine 

Discussion 

This study examines the problem of a lack of standard 

terminology in describing herbal and dietary supplements. 

This is a significant problem because herbal supplements may 

interact with prescription medicines leading to potentially 

harmful interactions. Without a standardized terminology, 

studies and comparative research become more difficult, as 

well as other knowledge-sharing related to supplements.  

Although many supplements and their interactions with drugs 

are published online, they usually use different names and 

focus on different entities. We found that all databases we 

examined had substantial gaps. The low degree of supplement 

terms commonality does create difficulty in utilizing a single 

database source for supplement study development and 

evaluation at present.  A combined resource approach is likely 

needed for robust supplement term identification.  

Many of the supplement terms could not be mapped to UMLS 

Metatheasurus. On review of some of the unmapped terms a 

number of findings were noted. Unlike traditional medications 

which typically have a generic and trade name and a chemical 

identifier, the dietary supplements are more complicated 

especially plant products. Starting with Latin Genus and 

Species information a particular supplement may have 

multiple common names depending on where the product is 

grown and the ultimate supplement consumer. Several 

common supplements had five of more common names 

making it challenging to map the name to a single entity. 

Several exact matchs were also identified as irrelevant 

mappings. For example, cartilage (bovine and shark) was 

mapped to “1000 C0007301 Cartilage [Tissue]”.  

In addition, particular supplements may have different names 

based on qualifiers for the country of origin or the part of the 

plant which was used. Some products may have different ref-

erence names based on whether it was prepared by some 

means such as an extract which chemically is similar to the 

parent supplement but may be changed in some way after 

preparation.  Arguably this may reflect more a dosage change 

in some cases but will vary on the supplement and the prepa-

ration method.  Incorporation of the common preparation 

methods for supplement products may need additional explo-

ration to identify the appropriate standards to accurately re-

flect the supplement being reviewed. 

The number of concepts retrieved by the MetaMap application 

is much lower than the number of supplements in the NSAD 

and Medscape databases. One reason is that the MetaMap was 

also unable to map some chemical names (e.g., 1,3,7-

trimethyl-2,6-dioxopurine). Another reason for the observed 

limited performance of MetaMap is that we restricted matches 

to exact mapping with a score of 1000. Some concepts with a 

lower score were therefore excluded. For example, “new zea-

land green-lipped mussel” was mapped to two UMLS con-

cepts “933 NEW ZEALAND GREEN MUSSEL (New Zea-

land green mussel extract) [Organic Chemical, Pharmacologic 

Substance]” and “637 lipped (Lip structure) [Body Part, Or-

gan, or Organ Component]”. Another example is a combina-

tion of herbs that are available as a single supplement listing – 

for example, “bilberry/evening primrose/flax”, which did not 

exactly map to any single concept. After manually reviewing 

those with lower mapping scores (<1000), we found additional 

15, 20 and 31 correct mappings for NMCD, NSAD and 

Medscape, respectively. It was also found that UMLS doesn’t 

have a trinomial classification of plants, making the CUIs less 

specific. For example, ginseng from different countries (e.g., 

Chinese gingseng and Korean ginseng) were mapped to the 

same CUI with outputs as “1000 C0949314: Chinese ginseng 

(Panax ginseng) [Plant]” and “1000 C0949314: Korean gin-

seng (Panax ginseng) [Plant]”. Both “ginseng, American” and 

“ginseng, siberian” were mapped to “C0949314 ginseng 

(Panax ginseng)”. In practice, ginseng from different geo-

graphical areas is used for different purposes and may have 
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potentially different active supplement concentrations – argu-

ing for classifying these under different concepts. UMLS per-

haps lacks the depth needed to represent herbal supplements. 

Also, some of the databases used in this study had repetitions 

containing the same herb in different languages. Place of sup-

plement origin is unique for herbal substances. Such geo-

graphic origin information sometimes can be recognized by 

the supplements names. For example, ma huang has the botan-

ical name Ephedra sinica where sinica stands for China. There 

is another species of Ephedra called Ephedra funerea named 

for the funeral mountains in the United States. Although 

UMLS had a broader coverage of supplement concepts, 

RxNorm and NDF-RT, as part of UMLS, can provide more 

detailed information about medications, including brand and 

generic name, dosage, drug class and interactions, which is 

useful for finding relationships between supplements. Future 

inclusion of additional supplements into these resources and 

frameworks will have significant value for secondary uses of 

supplement information. Our study has a number of limita-

tions. One limitation is the use of only five databases, all of 

which are based in North America. A more comprehensive 

study would include more databases from geographically di-

verse sources. While the MetaMap system is accurate, the 

application is limited to English terms only, and only exact 

matches were included in this study, resulting in a large num-

ber of terms that did not map. The Anatomical Therapeutic 

Chemical (ATC) classification system [20] devloped by the 

World Health Organization is another terminology we plan to 

evaluate the supplements term coverage. Future research will 

also focus on integrating knowledge resources to form a more 

comprehensive system of terminology for describing herbal 

and dietary supplements.  

Conclusion 

This pilot study compared supplements across five popular 

online herbal supplement databases. None of the databases 

were found to be comprehensive enough to represent a large 

majority overall of supplements in these resources. Analysis 

of the coverage of UMLS, MeSH, SNOMED CT, RxNorm 

and NDF-RT for describing herbal and dietary supplements 

demonstrated that UMLS covered over half (54%) of the sup-

plements extacted and integrated from five databases. 

RxNorm and NDF-RT contain more detailed drug-related in-

formation, including drug classes for some supplements. This 

study is important because it provides insights on current gaps 

and potential opportunities to enhance our understanding of 

how different terminologies can be used to represent herbal 

supplements.  
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Abstract 

Due to fundamental differences in design and editorial 

policies, semantic interoperability between two de facto 

standard terminologies in the healthcare domain – the 

International Classification of Diseases (ICD) and SNOMED 

CT (SCT), requires combining two different approaches: (i) 

axiom-based, which states logically what is universally true, 

using an ontology language such as OWL; (ii) rule-based, 

expressed as queries on the axiom-based knowledge. We 

present the ICD–SCT harmonization process including: a) a 

new architecture for ICD-11, b) a protocol for the semantic 

alignment of ICD and SCT, and c) preliminary results of the 

alignment applied to more than half the domain currently 

covered by the draft ICD-11.  

Keywords: 

ICD, SNOMED CT, Standards, Ontology, Terminology, 

Classification. 

Introduction 

The project to achieve semantic alignment between these two 

standards in the healthcare clinical vocabulary began with an 

agreement signed in 2010 between the World Health Organi-

zation (WHO) and the International Health Terminology 

Standards Development Organization (IHTSDO). ICD[1], 

currently published as ICD-10, is the most important 

worldwide standard for mortality and morbidity statistics.  

However, it is is also used – in several national modifications 

and extensions – for health care documentation and billing. 

The international clinical terminology standard SCT[2,3] has 

been expanding under the management of the IHTSDO. SCT 

promises to provide an international standard for codes, terms 

and formalisms to represent details of the health care process.  

The current ICD – SCT alignment efforts occur at a time when 

clinicians, documentation specialists, epidemiologists, health 

care administrators and health service researchers identify 

more and more use cases in which SCT is used in parallel with 

ICD and local procedure and medication terminology systems. 

This alignment is driven by requirements for increasing granu-

larity of clinical content to record expanding medical 

knowledge arising from genomic and related research. To en-

sure full semantic interoperability between ICD and SCT, a 

semantic alignment policy was developed which relates ICD 

classes to rule-based queries depending upon an ICD-11–SCT 

Common Ontology (CO) [4]. Here we report on the current 

state of this harmonization effort. 

This harmonization requires an innovative architecture for 

ICD-11 because, in the past, the two standards have been 

based on different semantics: SCT on axioms that express 

universal truths (e.g. that all instances of Thrombosis affect 

the vascular system); ICD on rule-based knowledge that intro-

duce class definition (e.g. thrombosis in pregnancy falls into a 

different class for public health reporting).  

Materials and Methods 

ICD-11 – SCT Harmonization 

In 2007, the WHO launched the revision of ICD[5]. After the 

agreement between WHO and IHTSDO, a Joint Advisory 

Group (JAG) was established in 2010. There was consensus 

within JAG that the harmonization could not simply be a 

mapping between representational entities (classes and con-

cepts) of both systems. The consensus approach was to base 

the alignment around a Common Ontology following widely 

acknowledged principles [6-10]. 

ICD-11 was designed as a multi-component architecture[4]. 

The first component is a set of “linearizations” for different 

uses cases�� mortality, morbidity, primary care  – that are 

organised as a single hierarchy with disjoint, exhaustive 

classes taking origin in previous versions of ICD. A second 

component, named  the Foundation Component (FC), contains 

all of the ICD-11 classes organised according to new, more 

flexible principles. 

This foundation component has at its core, a model of mean-

ing based on description logic [11], using formalisms and lan-

guage equivalent to those of the semantic web community 

deployed in OWL[12] and SNOMED CT. This model was 

named the ICD – SCT Common Ontology (CO)[4, 13]. Fig. 1 

illustrates how the common ontology is related to: (i) 

SNOMED CT, (ii) ICD-11 linearizations and (iii) contingent 
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knowledge in the ICD content model, such as diagnostic crite-

ria or therapies, originating with WHO class definitions.  

The Common Ontology is a subset of the international release 

of SNOMED CT (hereafter abbreviated to “SNOMED”) ex-

panded and revised for ICD convergence. The Common On-

tology has been harmonized with ICD text definitions supplied 

by the WHO. The CO drew primarily from SNOMED Clinical 

Findings hierarchy, which includes findings, disorders and 

diseases. The CO has minor components from other 

SNOMED hierarchies including Situations, Events and Social 

context and will have defining attributes taken from Body 

Structure, Organisms, Physical agents and others.  

JAG had concluded during convergence discussions that these 

concepts denote clinical situations, i.e. phases of a patient’s 

life, in which a given condition of clinical relevance is present 

[14].   

The ICD class definitions and metadata were assembled using 

the ICD URI API[15, 16]. SNOMED normal forms and defi-

nitions were provided by IHTSDO from the 2015-01-30 inter-

national release. The two terminologies were lexically mapped 

and managed with an Equivalence Table (ET), which was the 

worksheet for semantic analysis as described below. A Sequel 

Pro API was used by the IHTSDO to interface with a DL clas-

sified developmental version of SNOMED. 

This ET contained stated normal forms of pre-coordinated 

concepts as well as proposed additions to SNOMED. Referen-

tial quality assurance rules ensured consistency between chap-

ters and tracked changes to SNOMED across developmental 

releases. 

The architecture of the system was built around a web-

accessible MySQL ET data base that could be fed with Excel 

files or SQL.  The database could generate output in any of 

these modes or as an OWL file [17]. The database is 

synchronised with IHTSDO equivalence matching tools using 

a customized exchange format. In this database, we used a 

double browser (ICD-11/SNOMED) with graphical interface 

connected by equivalences links.  

The web application was able to maintain multiple equiva-

lences, recorded by author, in order to also study inter-

observer agreement in equivalence identification.   When test-

ing semantic alignment required reclassification of the com-

mon ontology, we exported an OWL version to Protégé [18] 

for description logic classification and comparison of 

inheritance.    

Methods for semantic alignment 

1 For a defined subset of ICD beta foundation hierarchy 

(roughly equivalent to a chapter in ICD-10), generate 

a candidate map from ICD-11 classes to concepts in 

“Clinical findings”, “Situations”, “Events” or “Social 

context” branches of the SNOMED hierarchy. To 

identify the map, consider the SNOMED fully speci-

fied name (FSN), ICD short text definition, the 

SNOMED logical definition, and the SNOMED Short 

Normal Form. (Class M, Table1)  

2  For ICD-11 classes without corresponding SNOMED 

content, mark as Unmatched (U). Develop when pos-

sible a candidate pre-coordinated SNOMED concept 

node to be added to core.  Use the new SNOMED 

concept’s normal form as the Common Ontology (CO) 

concept. (class U/A  see Table 1) 

3 If ICD class is too complex for a single or pre-

coordinated SNOMED concept, try to express the ICD 

11 class as a Boolean Logical expression within the 

constraints of SNOMED model of meaning.  Identify 

the expression as the CO entry. (class U/E, Table 1)  

4  Bypass ICD-11 residual classes (NEC)  but check if 

there is a broader match (Parent) (Class U/R, Table 1) 

5 If none of the above is possible, propose added 

SNOMED attributes (U/X, Table 1) or new attribute 

values (U/EX, Table 1) to create the CO concept. 

 

Table 1– Types of match of ICD Common Ontology concepts 

to SNOMED  CT (SCT) 

Match Type 

& Meaning 

Action in 

SNOMED 

Common 

Ontology 

Axiom 

Match   (M) – 
SCT Short 

Normal Form 

Unmatched/A (U/A) 

Add appropriate 

pre-coordinated 

concept to SCT 

New SCT 

precoordinated 

Normal Form 

Unmatched/E (U/E) 

 

Post-coordinated 

expression 

without change 

in the model of 

meaning 

SCT post-

coordinated 

Logical 

expressions 

Unmatched/R (U/R) 

 

 None 

Unmatched/X (U/X) 

 

Potential to add 

with change to 

SCT model of 

meaning 

Discussion with 

IHTSDO 

Unmatched /EX 

Potential to add 

with change to 

content model-

object/value 

Discussion with 

IHTSDO 

 

Table 1 summarizes the different types of SNOMED 

(SCT) candidate matches to Common Ontology 

6 For each pair of ICD-11 class/subclass and SNOMED 

concept in the equivalence table: a) check the WHO 

short text definition for content, consistency and mean-

ing; b) check the semantics of the SNOMED concept or 

expression including FSN and description logic (DL) 

definition (short normal form) to assess the alignment 

of the meanings of the ICD and SNOMED definitions; 

c) flag all discrepancies and send them to the 

WHO/IHTSDO interdisciplinary team for: 

a) modification of ICD-11 text definition by a Joint Ad-

visory Group definitions workgroup, or  

b) changes to SNOMED description logic definition by 

SNOMED editors 

7 For revisions to SNOMED concept definitions, recom-

pile the DL classification of the edited SNOMED con-

tent including expressions (U/E).  From the re-

classified SNOMED, enumerate the set of all subsumed 

SNOMED concepts corresponding to each equivalent 

ICD-11 class and assure that the subsumed set has a 

one-to-one match within the set of subsumed 

SNOMED mapped concepts and expressions. Identify 

discrepancies between the subsumed sets.  

8 Evaluate the discrepant class/concept pairs for FSN and 

logic definitions and determine the root cause of the 

mismatch. Is this is a misalignment of the ICD-11 sub-

class with the definition of the ICD-11 class or a differ-

ence in concept or attribute definition in SNOMED?  
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expanded. An Example is ICD-11 “Acute myocardial 

infarction, STEMI anterior wall” that can only be 

represented in SNOMED by pre-coordinating  

“401303003 |Acute ST segment elevation myocardial 

infarction (disorder)” with “54329005 | Acute anterior 

myocardial infarction”. 

Conclusion 

The essence of the ICD-11 SCT semantic alignment is the 

establishment of a SNOMED subset with its logical or model 

of meaning representation that precisely formalizes the mean-

ing of the content of the ICD-11 Foundation Component, fol-

lowing principles of formal ontology and logic i.e. that is re-

stricted to axioms that express universal truths in terms of 

SNOMED concepts. This is clearly distinguished from the 

ICD content model on the one hand, which represents contin-

gent knowledge at the level of Foundation Component enti-

ties, and the rules base (Fig. 1, “non-DL entities”), that cannot 

be expressed directly in the SNOMED compositional gram-

mar (or any similar logical formalism) and   which contains 

queries on the common ontology that assure the disjointness 

principle in the linearizations created out of them. 

Thus, all content of ICD-11, the semantic standard for health 

statistics in mortality, morbidity, primary care documentation  

 

Table 6– Match types overall results 

Match 

Type 

Number Common Ontology 

Match M 8354  

(49.8%) 

SCT Short Normal Form 

U/A  4933  

(29.4%) 

To be developped with SCT 

grammar and pre-

coordination 

U/E 1061    

(6.3%) 

To be developped with SCT 

grammar and post 

coordination 

U/R 1487   

(8.8%) 

Navigational/residual 

concepts 

U/X and 

U/EX 

916    

(5.4%) 

Requires clarification 

and billing, will be linked to SCT, the most fine grained medi-

cal terminology system, each of which keeps its own profile as 

a distinct terminology artifact. 

This will require certain refinement and redesign efforts 

increasing the quality on both ICD-11 and SNOMED, but this 

is an advantage in itself. When finished,  users will have at 

their disposal two semantically interoperable terminology 

systems, each tuned for its specific purposes. In the longer 

term, sharing the maintenance between WHO and the 

SNOMED authority, IHTSDO, will ease the introduction of  

new knowledge sources into the heathcare community. 

Further on, this common ontology shall be used for the 

maintenance of all of the existing WHO ICD as well as the 

ICD-(10/11) national modifications, thereby easing 

international comparisons and backward compatibility with 

current systems. 
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Abstract 

Objectives: To extend the coverage of phenotypes in 

SNOMED CT through post-coordination. Methods: We identi-

fy frequent modifiers in terms from the Human Phenotype On-

tology (HPO), which we associate with templates for post-

coordinated expressions in SNOMED CT. Results: We identi-

fied 176 modifiers, created 12 templates, and generated 1,617 

post-coordinated expressions. Conclusions: Through this 

novel approach, we can increase the current number of map-

pings by 50%. 

Keywords:  

phenotype; SNOMED CT; ontology; post coordination 

Introduction 

While the usefulness of coarse phenotyping based on electron-

ic health record (EHR) data has been demonstrated in the con-

text of recent genomic studies (e.g., [1]), the study of rare 

syndromes requires detailed phenotyping. More generally, 

deep phenotyping is required in order to understand how ge-

netic variation relates to clinical manifestations [2]. Despite 

efforts to facilitate the adoption of standards for phenotyping 

across domains (e.g., PhenX project [3]), resources for 

phenotyping tend to vary between clinical data repositories 

used for translational research and in healthcare settings. For 

example, while somewhat overlapping, the Human Phenotype 

Ontology (HPO) used for annotation of research data and 

SNOMED CT used in EHRs have not been developed in a 

coordinated fashion and are only partially interoperable. 

In previous work, we assessed the coverage of HPO terms in 

standard terminologies using simple lexical mapping through 

the UMLS [4]. Only 54% of HPO classes mapped to UMLS 

concepts and only 30% mapped to SNOMED CT. This simple 

approach only considered mapping to pre-coordinated terms in 

SNOMED CT. However, in addition to the pre-coordinated 

terms distributed with the terminology, SNOMED CT sup-

ports the creation of post-coordinated expressions, i.e., logical 

definitions based on the SNOMED CT concept model. The 

examination of HPO terms with no lexical mapping to 

SNOMED CT reveals that they can often be decomposed into 

simple elements, which could be mapped to SNOMED CT 

and aggregated into post-coordinated expressions. 

For example, the HPO term “Renal Hypoplasia” 

[HPO:HP_0000089] maps to the (pre-coordinated) SNOMED 

CT concept “Congenital hypoplasia of kidney” 

[SCTID:32659003]), with synonym “Renal Hypoplasia”. In 

contrast, there is no pre-coordinated concept in SNOMED CT 

for the HPO term “Macular hypoplasia” [HPO:HP_0001104].  

However, as shown with “Congenital hypoplasia of kidney”, 

the notion of congenital hypoplasia can be represented in 

SNOMED CT, which also provides a concept for the anatomi-

cal structure “Macula lutea structure” [SCTID:82859000]. 

Therefore, it is possible to create a post-coordinated expres-

sion for “Macular hypoplasia”, using the template provided by 

“Congenital hypoplasia of kidney”. 

The main objective of this work is to extend the coverage of 

phenotypes in SNOMED CT through post-coordination, i.e., 

beyond simple lexical mapping to pre-coordinated terms. 

More specifically, we remove various types of modifiers in 

HPO terms in order to decompose them into semantic ele-

ments that can be recomposed into SNOMED CT expressions 

through post-coordination. We demonstrate that we can in-

crease the current number of mappings by 50%. 

Background 

HPO. The Human Phenotype Ontology (HPO) is an ontology 

of phenotypic abnormalities, used for the annotation of data-

bases such as OMIM (Online Mendelian inheritance in Man), 

Orphanet (knowledge base about rare diseases), and 

DECIPHER (RNAi screening project) [5]. The version of 

HPO used in this investigation is the (stable) OWL version 

downloaded on April 16, 2014 from the HPO website. It con-

tains 10,491 classes and 16,414 names for phenotypes, includ-

ing 5,923 exact synonyms, in addition to one preferred term 

for each class. 

SNOMED CT. Developed by the International Health Termi-

nology Standard Development Organization (IHTSDO), 

SNOMED CT is the world’s largest clinical terminology and 

provides broad coverage of clinical medicine, including find-

ings, diseases, and procedures for use in electronic medical 

records [6]. It is implemented with a description logic backend 

and supports two types of concepts. Pre-coordinated concepts 

are named and defined in SNOMED CT. Post-coordinated 

concepts are made up of other concepts in a compositional 

approach [7]. The U.S. edition of SNOMED CT dated Sep-

tember 2013 is used in this work. 

UMLS. The Unified Medical Language System (UMLS) is a 

terminology integration system developed by the U.S. Nation-

al Library of Medicine [8]. The UMLS Metathesaurus inte-

grates many standard biomedical terminologies, including 

SNOMED CT. Although the UMLS does not currently inte-

grate HPO, it is expected to provide a reasonable coverage of 

phenotypes through its source vocabularies. In the UMLS 

Metathesaurus, synonymous terms from various sources are 

assigned the same concept unique identifier, creating a map-

ping among these source vocabularies. Terminology services 

provided by the UMLS support the lexical mapping of terms 

to UMLS concepts. Additionally, each UMLS concept is as-

signed one of the 15 Semantic Groups, which represent broad 

domains, including Disorders, Anatomy and Physiology. The 

2013AB version of the UMLS is used in this work. 
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Related work 

Researchers have investigated the representation of pheno-

types through pre- and post-coordinated terms. Groza et al. 

developed an automated approach for decomposing skeletal 

phenotype concepts defined in HPO [9]. Oellrich et al. pro-

posed an automated transformation of pre-coordinated pheno-

types into Entity-Quality (EQ) statements for achieving in-

teroperability between phenotype ontologies and compare 

their results to manually created EQ statements available for 

about half of the terms in HPO [10].  

Besides our previous study [4], there have been a few efforts 

to study the coverage of phenotypes in standard terminologies 

such as SNOMED CT. Sollie et al. found that there are sizable 

gaps in SNOMED CT for metabolic disorders (and possibly 

for other classes of rare and genetic disorders) [11]. However, 

when Beck et al. assessed the suitability of HPO, ICD10, 

MeSH, SNOMED CT, and the Human Disease Ontology 

(DO) for describing GWAS traits, they concluded that, despite 

generally poor coverage (~20%), partial term matching to 

SNOMED CT is most successful [12].  

These findings suggest, that there is a need for systematic im-

provement of the coverage of phenotypes in SNOMED CT, 

and that such an effort might benefit from decomposition 

techniques similar to prior work [9,10]. 

Specific contribution 

The specific contribution of this work is to identify templates 

in SNOMED CT for the creation of post-coordinated expres-

sions for phenotype concepts from HPO. This approach signif-

icantly extends the mapping to pre-coordinated concepts used 

in most mapping studies, including our earlier work on the 

coverage of HPO terms in SNOMED CT. 

Methods 

Our approach to assessing the coverage of HPO phenotypes in 

SNOMED CT can be summarized as follows. Starting from 

HPO terms with no lexical mapping to pre-coordinated 

SNOMED CT, we identify frequent modifiers and transfor-

mation rules in order to make HPO terms compatible with 

SNOMED CT. We examine the logical definition of existing 

phenotype concepts in SNOMED CT for templates. We then 

apply the transformation rules in order to decompose the HPO 

terms into simple elements. Finally, we combine them again 

into post-coordinated expressions consistent with the tem-

plates. 

Establishing a list of modifiers and transformation rules 

for HPO terms 

Starting from HPO terms with no lexical mapping to pre-

coordinated SNOMED CT through the UMLS, we analyze 

word frequencies in order to identify frequent modifiers. More 

specifically, one author (FD) manually reviewed samples of 

terms containing words occurring more than 25 times in HPO 

terms (150 words). Frequent words include “abnormality [of]” 

(1126), “aplasia/hypoplasia” (134) and “congenital” (44). In 

addition, we noted frequent abbreviations for ordinals (e.g., 

“2nd”), while SNOMED CT typically uses the extended form 

(“second”). 

We create four types of lexical transformations for making 

HPO terms compatible with SNOMED CT. These transfor-

mations are presented in increasing order of aggressiveness. 

Level 1: Replace 

We simply replace the abbreviations for ordinals by their ex-

panded form. For example, the HPO term “Aplasia of the pha-

langes of the 4th toe” is transformed into “Aplasia of the pha-

langes of the fourth toe”. 

Level 2: Split 

HPO uses “/” for coordinating variants (e.g., “apla-

sia/hypoplasia”), while SNOMED CT does not. Here, we in-

terpret “/” as disjunction, i.e., “aplasia or hypoplasia”. There-

fore, we split expressions with words concatenated by “/” into 

two individual words, which we substitute to the correspond-

ing expression in the term. For example, we transform the 

term “aplasia/hypoplasia of the thymus” into two terms, “apla-

sia of the thymus” and “hypoplasia of the thymus”, which 

both map to SNOMED CT. 

Level 3: Demodification to disorder (D0) 

HPO contains modifiers that specialize disorders (e.g., “con-

genital” specializes “bilateral cataract” to form “bilateral con-

genital cataract”). By removing these modifiers, we create a 

more general concept, which is more likely to map to 

SNOMED CT. For example, “bilateral cataract” maps to 

SNOMED CT. 

Level 4: Demodification to anatomy, physiology or chemical 

substance (D1) 

Another category of modifiers are those that denote a disorder 

(e.g., an abnormality) of a specific anatomical structure, phys-

iological process or chemical substance. Examples of such 

terms include “Abnormality of the lip”, “Abnormality of in-

tracranial pressure” and “Abnormality of prothrombin”. By 

removing “abnormality [of the]”, we extract the anatomical 

structure (e.g., lip), physiologic process (e.g., intracranial 

pressure) or chemical substance (e.g., prothrombin), which is 

the object of the abnormality. 

Identifying templates for phenotype concepts 

As shown in the example presented in the introduction, some 

pre-coordinated SNOMED CT concepts include the very mod-

ifiers (or constructs) we have identified as generally prevent-

ing the mapping to SNOMED CT. For example, the 

SNOMED CT concept “Congenital hypoplasia of kidney” 

contains “Hypoplasia”, which we have identified as a modifier 

(at the D1 level). Such SNOMED CT concepts therefore sug-

gest valuable templates for the decomposition of similar con-

cepts. For example, the logical definition of the concept 

“Congenital hypoplasia of kidney” in SNOMED CT suggests 

a template for the modifier “Hypoplasia”. 

'Disease (disorder)' and ('Role group (attribute)' some (('Associated 

morphology (attribute)' some 'Hypoplasia (morphologic abnormali-

ty)') and ('Occurrence (attribute)' some 'Congenital (qualifier val-

ue)') and ('Finding site (attribute)' some 'Kidney structure (body 

structure)')))  

The template suggested by this SNOMED CT concept is 

“Congenital hypoplasia of <ANATOMICAL STRUCTURE>” 

and corresponds to the following definition: 

'Disease (disorder)' and ('Role group (attribute)' some (('Associated 

morphology (attribute)' some 'Hypoplasia (morphologic abnormali-

ty)') and ('Occurrence (attribute)' some 'Congenital (qualifier val-

ue)') and ('Finding site (attribute)' some '<ANATOMICAL 

STRUCTURE> '))) 

where <ANATOMICAL STRUCTURE> is what remains 

from the original term after demodification. 

Applying transformation rules to HPO terms 

We apply the transformation rules to HPO terms in increasing 

order of aggressiveness, from level 1 to level 4. Moreover, at a 

given level, the transformation rule is applied to not only the 

original terms, but also to the terms produced by all previously 

applied rules (at lower levels). 
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In practice, as shown in Figure 1, we first apply the Replace 

rule to the original terms (brown path). We then apply the 

Split rule to the original terms and to the terms produced by 

the Replace rule (green paths). The D0 rule is applied to the 

original terms and to the terms produced by the Replace and 

Split rules (blue paths). Finally, we apply the D1 rule to all the 

terms (pink paths). 

For example, starting from the original term “Congenital ad-

renal gland hypoplasia”, the rules Replace and Split do not 

produce any results. The modifier “Congenital” is removed by 

rule D0, producing the demodified disorder term “adrenal 

gland hypoplasia”. Finally, the modifier “hypoplasia” is re-

moved by rule D1, producing the term “adrenal gland”, which 

corresponds to an anatomical structure. 

Mapping demodified HPO terms to SNOMED CT con-

cepts 

Having removed the modifiers according to the transformation 

rules, we map all transformed terms to SNOMED CT through 

the UMLS using simple lexical mapping techniques [4]. More 

specifically, we attempt an exact match, followed by a nor-

malized match using the functions provided by the UMLS 

Terminology Services API. 

It is important to note that the first three rules (Replace, Split 

and D0) are expected to produce more general terms for disor-

ders, and yield mappings to disorder concepts in SNOMED 

CT (light blue links on Figure 1). In contrast, the D1 rule pro-

duces terms for anatomical structures, physiologic processes 

or chemical substances. These terms are expected to map to 

entities of these types in SNOMED CT (orange link on Figure 

1). For example, the term “factor XIII” (demodified from the 

HPO concept “Reduced factor XIII activity” 

[HPO:HP_0008357]) is mapped to the SNOMED CT concept 

“Factor XIII” [SNCTID: 319930009]. 

Of note, the original term and several demodified terms that 

derive from it may map to SNOMED CT. For example, “Con-

genital adrenal gland hypoplasia” (original HPO term), “ad-

renal gland hypoplasia” (produced by D0) and “adrenal gland” 

(produced by D1) all map to SNOMED CT. In this case, prec-

edence is given to the mapping from the original term or to the 

mapping derived from the less aggressive transformation. 

Creating post-coordinated expressions for HPO terms 

In this preliminary work, we focus on expressions for D1 level 

modifiers, because D1 transformation rules tend to be more 

productive compared to D0 rules.  

Using the templates suggested by existing SNOMED CT con-

cepts, we generate post-coordinated expressions by inserting 

into the template the anatomical structure, physiologic process 

or chemical substance extracted by the transformation rule D1. 

(An occasional D0 modifier may also have been removed 

from the term, but the final mapping happens at level D1.) 

For example, the term “Macular” is extracted from the original 

HPO term “Macular hypoplasia” [HPO:HP_0001104] by the 

D1 rule. It is mapped to the SNOMED CT concept “Macula 

lutea structure (body structure)” [SNCTID:362517001]. The 

modifier “hypoplasia” is associated with the template “Con-

genital hypoplasia of <ANATOMICAL STRUCTURE>”, into 

which we insert the anatomical structure concept “Macula 

lutea structure (body structure)”. The resulting logical defini-

tion for “Macular hypoplasia” is as follows. 

'Disease (disorder)' and ('Role group (attribute)' some (('Associated 

morphology (attribute)' some 'Hypoplasia (morphologic abnormali-

ty)') and ('Occurrence (attribute)' some 'Congenital (qualifier val-

ue)') and ('Finding site (attribute)' some Macula lutea structure 

(body structure)'))) 

Results 

Establishing a list of modifiers and transformation rules 

for HPO terms 

As mentioned earlier, we identified four transformation rules 

(Replace, Split, D0 and D1). As shown in Table 1, each rule is 

associated with a list of substitution patterns for replacement 

(Replace, Split) or modifiers to be removed (D0, D1). The 

number of patterns/modifiers per transformation rule ranges 

from 5 (Replace) to 69 (Split). The most frequent modifiers in 

HPO terms are those from the D1 list (65 modifiers found in 

8,864 HPO terms). 

Identifying templates for phenotype concepts 

As shown in Table 2, we identified 12 templates correspond-

ing to modifiers at the D1 level (with an occasional D0 modi-

fier), corresponding to five distinct logical definitions. Each 

template has the form: 

{modifier
1
, modifier

2
, …, modifier

n
} <ENTITY TYPE> 

(e.g., {absence of}<ANATOMICAL STRUCTURE>) 

Or : <ENTITY TYPE>{modifier
1
, modifier

2
, …, modifier

n
} 

(e.g., <ANATOMICAL STRUCTURE>{absent}) 

Each template is associated with a logical definition. Multiple 

templates can share the same logical definition. For example, 

the two templates listed above have the same logical defini-

tion. One of the authors (JTC) familiar with the SNOMED CT 

concept model inspected the templates for validity. 

Table 1 – List and count of modifiers organized in 4 levels: 

R (REPLACE), S (SPLIT), D0 and D1. 

Description n 

Level R: Modifiers preventing terms from being 

mapped to disorders 

Modifiers for substitution patterns (one-to-one)  

1st => first, 2nd => second, 3rd => third,  

4th => fourth, 5th => fifth

5 

(present in 

1,193 HPO 

terms) 

Level S: Modifiers preventing terms from being 

mapped to disorders  

Modifiers for substitution patterns (one-to-two)  

Terms containing a “/” are split into two terms, for exam-

ple: Aplasia/Hypoplasia of kidney  => Aplasia of kidney; 

Hypoplasia of kidney 

69 

(present in 

543 HPO 

terms) 

Level D0: Modifiers preventing terms from being 

mapped to disorders  

asymmetric, asymmetrical, bilateral, complete, congenital, 

cutaneous, generalized, lethal, marked, mildly, multiple, 

nearly, osseous, partial, patchy, severely, symmetric, 

symmetrical, unilateral, Alcohol-induced, Aminoglyco-

side-induced, Anesthetic-induced, Aspirin-induced, Cold-

induced, Drug-induced, Effort-induced, Exercise-induced, 

Fava bean-induced, Heparin-induced, Radiation-induced, 

Stress-induced, infection-induced, Viral infection-induced, 

Warfarin-induced, “, recurrent”, “, acute”, “, chronic” 

37 

(present in 

1,129 HPO 

terms) 

Level D1: Modifiers preventing terms from being 

mapped to anatomical structures/physiological pro-

cesses/chemical substances 

abnormal, abnormality, absence, absent, activity, agene-

sis, aplasia, aplastic, atresia[s], atrophy, bracket, broad, 

bullet shaped, bullet-shaped, chevron shaped, chevron-

shaped, cone shaped, cone-shaped, contractures, curved, 

decreased, deficiency, degeneration, delayed, duplication, 

dystrophy, eeg, elevated, enlarged, fragmentation, hypo-

plasia, hypoplasic, hypoplastic, impaired, increased, ir-

regular, ivory, loss, lytic defect[s], malrotation, num-

ber[s], osteolytic defect[s], prominent, pseudoepiphysis, 

reduced, rhomboid shaped, rhomboid-shaped, rudimen-

tary, sclerosis, shortened, shortening, small, sparse, stip-

pling, symphalangism, synostosis, thin, triangular, trian-

gular shaped, triangular-shaped, wedge shaped, wedge-

shaped, widened, widening 

65 

(present in 

8,864 HPO 

terms) 
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Applying transformation rules to HPO terms 

The results of the successive application of transformation 

rules to HPO terms are depicted in Figure 1. The number of 

terms generated by each rule is listed next to the correspond-

ing arrow. For example, 1,057 terms result from transfor-

mation D1 applied to the 1,193 unique terms resulting from 

the Replace transformation (pink path R→D1). 

Mapping demodified HPO terms to SNOMED CT con-

cepts 

As we showed in our previous work [4], the mapping of the 

16,413 original HPO terms to SNOMED CT through UMLS 

results in 3,081 HPO classes mapped to 4,215 SNOMED CT 

disorder concepts. Additionally, a total of 2,865 modified 

HPO terms (2,109 unique HPO classes) results from the three 

transformation processes (Replace, Split, D0). These disorder 

terms map to 515 SNOMED CT classes. The Replace trans-

formation does not yield any new mappings. The Split trans-

formation yields 55 mappings, of which 47 are new (i.e., not 

produced earlier). Transformation D1 yields 2,857 mappings 

to anatomical structure, physiologic process or chemical sub-

stance concepts in SNOMED CT, 2,099 of which are new. 

The details of the mapping results can be found in Figure 1. 

Note that these mappings to pre-coordinated concepts in 

SNOMED CT only contribute to the post-coordination strate-

gy developed in this paper. 

Creating post-coordinated expressions for HPO terms 

In this proof-of-concept investigation, we identified 12 tem-

plates involving 10 D1 modifiers (and 3 additional D0 modifi-

ers removed when necessary). The instantiation of the logical 

definitions associated with these templates covers 1,617 HPO 

classes. Compared to the 3,081 mappings to pre-coordinated 

SNOMED CT concepts, this approach increases the coverage 

of HPO classes in SNOMED CT by roughly 50% through 

post-coordination. 

Discussion 

Our approach is very productive, yielding substantial gain in 

terms of number of mappings. More specifically, we 

developed post-coordinated expressions for 1,617 HPO 

classes that were not previously mapped to SNOMED CT 

classes, increasing the total number HPO classes mapped to 

SNOMED CT by 50%.  

A high level of implicit knowledge was observed in HPO. For 

example, the notion of congenitality is usually assumed, rather 

than stated in HPO terms. While understandable in the context 

of clinical genetic phenotypes, it hinders the mapping to other 

terminologies. In contrast, SNOMED CT uses the qualifier 

value “congenital” to explicitly denote congenitality. 

Moreover, the finer-grained definitions supported by post-

coordination make it possible to represent laterality (unilateral, 

bilateral, left, right), which is generally not represented in pre-

coordinated terminologies.�

Some of the templates we created do not fit the SNOMED CT 

concept model (e.g., {EEG with} <PHYSIOLOGICAL 

PROCESS> for electroencephalogram waveforms description) 

or lack specific pre-coordinated classes (e.g., for specific 

enzymes {decreased activity of} <CHEMICAL 

SUBSTANCE>). Additional work is needed to explore how 

these templates could be represented in SNOMED CT. 

In future work, we want to identify templates for D0 

modifiers. We also want to assess the logical validity of the 

post-coordinated expressions we created by classifying them 

with the description logics classifier used by SNOMED CT. 

Finally, we would like to test the applicability of this method 

for mapping other specialized terminologies to SNOMED CT. 

Conclusion 

In this preliminary study, we explored the automatic mapping 

of HPO terms to SNOMED CT through post-coordination. 

Through this novel approach, we were able to increase the 

current number of mappings by 50%. 
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Figure 1 – Levels of transformations for the 5,384 mappings between HPO and SNOMEDCT Classes (ORI : original HPO terms; 

R=Replace transformation; S=Split transformation; D0/D1= Demodification transformations) 

Table 2 – Templates and logical definitions for post-coordinated expressions (D1 level). 

Template  Logical definition 

# Classes 

(terms)

{abnormal, abnormality of, abnormality of the, abnormality in-

volving the }<ANATOMICAL STRUCTURE> 

<ANATOMICAL STRUCTURE>{abnormal} 

 

'Disease (disorder)' and ('Role group (attribute)' some  

  (('Associated morphology (attribute)' some 'Developmental anomaly (mor-

phologic abnormality)') 

  and ('Occurrence (attribute)' some 'Congenital (qualifier value)') 

  and ('Finding site (attribute)' some <ANATOMICAL STRUCTURE>))) 

618 

(714) 

{aplastic, aplasia of, aplasia of the, aplasia involving the, absence 

of}<ANATOMICAL STRUCTURE> 

ANATOMICAL STRUCTURE>{agenesis, aplasia, absent} 

{congenital absence of, congenital aplasia of }<ANATOMICAL 

STRUCTURE> 

 

'Disease (disorder)' and ('Role group (attribute)' some  

 (('Associated morphology (attribute)' some 'Congenital absence (morphologic 

abnormality)') 

  and ('Occurrence (attribute)' some 'Congenital (qualifier value)') 

  and ('Finding site (attribute)' some <ANATOMICAL STRUCTURE>))) 

415 

(977) 

{hypoplastic, hypoplasia of, hypoplasia of the, hypoplasia involv-

ing, hypoplasia involving the, hypoplasia affecting 

the}<ANATOMICAL STRUCTURE> 

<ANATOMICAL STRUCTURE>{hypoplasia} 

{congenital hypoplasia of}<ANATOMICAL STRUCTURE> 

 

'Disease (disorder)' and ('Role group (attribute)' some  

 (('Associated morphology (attribute)' some 'Hypoplasia (morphologic abnor-

mality)') 

  and ('Occurrence (attribute)' some 'Congenital (qualifier value)') 

  and ('Finding site (attribute)' some <ANATOMICAL STRUCTURE>))) 

 

409 

(853) 

{duplication of, duplication of the, duplication involv-

ing}<ANATOMICAL STRUCTURE> 

<ANATOMICAL STRUCTURE>{duplication} 

{complete duplication of, complete duplication of 

the}<ANATOMICAL STRUCTURE>  

 

'Disease (disorder)' and ('Role group (attribute)' some  

 (('Associated morphology (attribute)' some 'Double structure (morphologic 

abnormality)') 

  and ('Occurrence (attribute)' some 'Congenital (qualifier value)') 

  and ('Finding site (attribute)' some <ANATOMICAL STRUCTURE>))) 

140 

(232) 

{bilateral, D1} <ANATOMICAL STRUCTURE> 

examples : 

  {bilateral aplasia}<ANATOMICAL STRUCTURE> 

  {bilateral}<ANATOMICAL STRUCTURE>{aplasia} 

  {bilateral absence of}<ANATOMICAL STRUCTURE> … 

'Disease (disorder)' 

and ('Role group (attribute)' some … D1 logical definition here … 

 and ('Finding site (attribute)' some 'left <ANATOMICAL STRUCTURE>')) 

and ('Role group (attribute)' some … D1 logical definition here … 

 and ('Finding site (attribute)' some 'right <ANATOMICAL STRUCTURE>')) 

 

35 

(63) 

 
TOTAL = 

1,617 

(2,839) 
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Abstract 

Objective: This work presents a Modeling Language and its 

technological infrastructure to customize the vocabulary of 

Communication Boards (CB), which are important tools to 

provide more humanization of health care. 

Method: Using a technological infrastructure based on Mod-

el-Driven Development (MDD) approach, our Modeling Lan-

guage (ML) creates an abstraction layer between users (e.g., 

health professionals such as an audiologist or speech thera-

pist) and application code. Moreover, the use of a metamodel 

enables a syntactic corrector for preventing creation of wrong 

models. 

Results: Our ML and metamodel enable more autonomy for 

health professionals in creating customized CB because it 

abstracts complexities and permits them to deal only with the 

domain concepts (e.g., vocabulary and patient needs). Addi-

tionally, our infrastructure provides a configuration file that 

can be used to share and reuse models. This way, the vocabu-

lary modeling effort will decrease over time since people 

share vocabulary models. 

Conclusion: Our study provides an infrastructure that aims to 

abstract the complexity of CB vocabulary customization, giv-

ing more autonomy to health professionals when they need 

customizing, sharing and reusing vocabularies for CB. 

Keywords:  

Model-Driven Development; Modeling Language;  

Metamodel, eHealth, Assistive Technology; Communication 

Board; Speech Impairment. 

Introduction 

People have speech problems for many reasons (e.g., autism, 

neck injury, ASL, cerebral palsy, stroke, dysarthria, and tra-

cheostomy) and they communicate their needs, desires and 

complaints in an alternate way. The absence of this communi-

cation causes lack of thinking, frustration, anger, and social 

exclusion of these individuals [1,2]. According to Palerm & 

Ruiz [3], until six years old, children have their cognitive de-

velopment directly related to language development. The lack 

of communication with other people, in this stage of life, can 

irreversibly damage their intellectual capacity. 

In this context, Augmentative and Alternative Communication 

(AAC) [4] is a field of Assistive Technology [5] dedicated to 

expanding the communication skills of these people. Accord-

ing to the American Speech-Language-Hearing Association 

(ASHA) [4], AAC is the area of clinical practice that attempts 

to compensate for difficulties or disabilities demonstrated (ei-

ther temporarily or permanently) by individuals with severe 

communicative disorders. AAC resources recognize and value 

all communication attempts of an individual – whether 

through gestures, facial expression, eye gaze, writing or draw-

ings – and try to complement them. 

In the AAC context, Communication Board (CB) (Figure 1) is 

one of the best ways to address basic needs of expression, 

because the CB is a set of symbols and captions that represent 

objects, actions, feelings, etc. Therefore, the communication is 

established using a selection of symbols and captions that ex-

press what the user wants to say. Generally, they are arranged 

into groups and colors in order to facilitate symbol location 

tasks. The most used pattern is the Fitzgerald Key [6] notation, 

where the vocabulary is divided into six colored groups as 

follows: 1) Nouns in orange; 2) Pronouns in yellow; 3) Verbs 

in green; 4) Adjectives in blue; 5) Social Expressions in pink; 

and 6) Miscellany in white. 

 

Figure 1 – Communication Board example 

The universe of eHealth technologies to facilitate communica-

tion is increasing and can now help several speech-impaired 

people to communicate and socialize with others. According 

to the theory of communication [7], effective communication 

can only occur between people (i.e., sender and receiver) who 

understand the code (i.e., vocabulary) and can code (sender) 

and decode (receiver) the message. This way, the vocabulary 

is a key concept in communication, and it is unique for each 

person.  

Despite all eHealth potential benefits of CB, most of the solu-

tions do not allow vocabulary customization for a given pa-

tient. Most of them come with a huge set of default symbols 

which is more than necessary for effective communication, 

and causes cognitive overload in the user (e.g., many options 

to choose from in the search area). The CB eHealth solutions 

that allow vocabulary customization do so by filling out fields 

in a Graphical User Interface (GUI) [4, 5]. This approach has 

some problems, for example, since each element is separately 

built, it is not possible to create a cohesive relationship among 

them. Thus, in this scenario, a patient using a CB can make all 

possible combinations with CB vocabulary elements, some of 

them causing communication cohesion problems. For in-

stance, it is possible for communicating something like “I 

want to wear an apple”. This information is not consistent. 

The verb “wear” needs an outfit as a complement, and the 

noun “apple”, a verb related to food. Moreover, the vocabu-
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lary customization made from the fulfillment of fields in a 

GUI makes the job of users harder (e.g., audiologist or speech 

therapist) because there is no global overview of the created 

content. This way, the user can mistakenly insert the same 

word more than once, for example. 

In order to propose a better eHealth solution for CB vocabu-

lary customization and design a viable technology for this 

task, it is worth thinking about some questions: Is there a way 

to express our vocabulary organization mental model and dis-

cuss it with another person? What methods are there to ab-

stract the complexity of this process? There is a domain-

specific solution? How can eHealth improve this process? Is 

there a standard for CB vocabulary customization? How can 

developers adopt reusability of the vocabulary? Can produc-

tivity be enhanced? What about interoperability? 

After thinking about those questions and aiming to overcome 

the previous shortcomings (i.e., cognitive overload, no cohe-

sion relationship and no global vision), we have developed a 

new approach, based on Model-Driven Development (MDD) 

[10], visual Modeling Language (ML) [11] and metamodel 

[12] in order to customize CB vocabulary. Many successful 

solutions for eHealth [9, 10] use MDD. This choice can be 

explained by the main characteristic of MDD, the creation of 

an abstraction layer to deal with complexity. Moreover, we 

can process visual information efficiently, about a quarter of 

our brain is devoted to vision, more than all our other senses 

combined [15]. Information represented visually is also more 

likely to be remembered due to the picture superiority effect 

[16]. As a consequence, our proposal tends to be more intui-

tive and easy, giving autonomy to health professionals in per-

forming these tasks. 

In this context, the main objective of this paper is to present 

how Software Engineering, more specifically Model-Driven 

Development (MDD) based on Modeling Language (ML) and 

metamodel, can be used to improve communication and quali-

ty of software programming for Augmentative and Alternative 

Communication (AAC). Additionally, we discuss how these 

technologies can improve health humanization. 

Materials and Methods 

Model-Driven Development 

Model-Driven Development (MDD) is defined as a software 

development paradigm which uses models as the key artifacts 

in all development phases. For instance, a Modeling Language 

(ML) is a visual notation and it is defined by an abstract syn-

tax (i.e., grammar), a concrete syntax (i.e., representation or 

notational elements), mappings between abstract and concrete 

syntax, and a description of the semantics [12]. 

In MDD, models are more than documentation items, they are 

executable objects [12]. In other words, once the models are 

created, target code can be generated and then compiled or 

interpreted for execution. Thus, MDD and ML hide imple-

mentation details, which speeds up the software development 

process by reducing its complexity [12]. Moreover, visual 

notations tend to provide higher-level abstraction than textual 

ones, because it is domain-specific. In this way, ML tends to 

be easier than pure coding, especially because the ML visual 

notation aims to deal only with the domain concepts and ab-

stract textual representation, hiding implementation details. 

MLs are supported by Computer-Aided Software Engineering 

(CASE) tools that can detect errors earlier, or even prevent 

them from happening, guide towards preferable design pat-

terns, check completeness by informing about missing ele-

ments, reduce modeling work by applying conventions and 

default values, support full code generation, and keep specifi-

cations consistent [12]. 

The specification of a ML in MDD is based on the metamodel 

concept [12], which provides an abstract syntax to distinguish 

valid and invalid models. That is, a metamodel (or abstract 

syntax) of a ML describes concepts, relationships between 

them, and structuring rules that constrain the combination of 

these concepts according to the domain rules of a ML. Thus, a 

metamodel presents a precise specification of modeling con-

cepts and well-formed rules needed for creating syntactically 

correct models. Consequently, a metamodel is as useful for a 

ML as grammar is for a programming language.  

In this context, it is important to highlight that a metamodel 

for ML offers the basic definitions (i.e., metadata) to develop 

CASE tools, which can be done using free (e.g., Eclipse Mod-

eling Project [17]) or proprietary (e.g., Microsoft Modeling 

SDK for Visual Studio [18]) technologies. 

Our Proposal 

Figure 2 illustrates an overview of our eHealth proposal for 

CB vocabulary customization using MDD. The proposal con-

sists of two components: 1) A CASE Tool for modeling the 

CB vocabulary; and 2) The CB Generator for generating an 

application (app) for a touch screen device.  

 

Figure 2 – Our proposal overview 

This paper focuses on the use of the MDD paradigm for build-

ing an infrastructure that allows health professionals (e.g., 

audiologist or speech therapist) to easily customize CB vocab-

ulary for each patient.  

In order to build this infrastructure,  we need to define our ap-

plication domain, that is the CB vocabulary universe. Follow-

ing this, we need to define the ML (i.e., concrete syntax and 

abstract syntax) for this domain. Our ML, named Communica-

tion Board Modeling Language (CBML), is described in the 

following. 

The concrete syntax (i.e., notational elements) was defined 

based on the original Fitzgerald Key notation [6]. Such nota-

tion was chosen because it is a widely used pattern for profes-

sionals (e.g., audiologist or speech therapist) in CB eHealth 

solutions. The abstract syntax (i.e., metamodel) is elaborated 

after the concrete syntax and defines the domain rules, that 

means, how to connect the notational elements to build correct 

models. Our ML was defined to allow vocabulary categoriza-

tion and to limit constructions with cohesion problems. The 

CBML (i.e., notational elements and metamodel) will be fur-

ther discussed in the Results section. 

With these previous artifacts (i.e., notational elements and  

metamodel) the software (i.e., CASE Tool and CB Generator) 

can be implemented. The CASE Tool is based on a desktop 

computer and its users are health professionals, familiars or 

caregivers. In turn, the CB Generator is based on a mobile 

device with a touch screen (e.g., tablets and smartphones) and 

its users are people with oral communication impairments. 

These two modules communicate through a file in an Extensi-

ble Markup Language (XML) [19] format that is generated 

from the model designed in the CASE tool. This XML file 

contains all of the vocabulary modeled in the CASE tool and 
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has a source relationship with a Context and a target relation-

ship with an Independent Category. In the second case, the 

Succession Link is responsible to avoid communication cohe-

sion problems. In this way, the Succession Link has a source 

relationship with an Independent Category and a target rela-

tionship with a Dependent Category. 

CASE Tool and Front-end Application 

In order to demonstrate the feasibility, expressiveness, and 

usefulness of our ML and metamodel, we have developed the 

Communication Board CASE (CBCASE), that was discussed 

in another paper [20]. The front-end application is in devel-

opment and we already have a low-fidelity prototype (Figure 

6). 

 

Figure 6 – Front-end interface (low-fidelity prototype) 

The main idea is the use of a grid format in landscape mode 

with a toolbar at the bottom. The main objective of the grid 

format is to facilitate use by people with motor impairment 

through the use of Assistive Technologies as scanning mode 

and binary switches [22]. This allows people to use our CB 

without the need to touch it. For instance, the end user can 

easily access the main functions and options such as naviga-

tion, fast answers, and favorite expressions right from the 

toolbar. 

Discussion 

Communication, in its various forms, is a basic human need 

for people to socialize, express ideas, feelings and desires. The 

absence of this necessity causes frustration, anger and social 

exclusion of these individuals. A study with patients who re-

ceived mechanical ventilation during their period in an inten-

sive care unit noted that the level of frustration in trying to 

communicate decreased with the insertion of a CB [1]. We 

know emotions influence the physical and psychological 

health of the patient. In this case, it was observed they were 

calmer when they could effectively communicate their com-

plaints, sensations and feelings. 

In this context, our study aims to address three main objec-

tives: 1) achieve health humanization by enabling dialogs be-

tween health professionals and patients; 2) provide an envi-

ronment to allow health professionals (e.g., audiologist or 

speech therapist) to easily customize, share, discuss and reuse 

CB vocabulary; and 3) offer a CB with customized vocabulary 

for each patient, giving voice, autonomy and quality of life to 

them. 

Vocabulary is the communication core and depends on several 

factors (e.g., age, culture, location, and context) in such a way 

that it is customized for each person. The current eHealth so-

lutions for CB, if they allow vocabulary customization, do this 

by filling out the fields in a GUI. This approach has some 

problems, for example, no global vision of created content and 

cohesion problems during use. This customization problem 

could be solved by using an ontology editor (e.g., Protegé). 

However it is a generic editor (i.e., it is not domain-specific) 

that is too complex to be used, even for computer profession-

als, thus making the modeling work a difficult task. 

With the MDD paradigm it is possible to create an abstraction 

layer between the user who will create the CB vocabulary 

(e.g., health professional as audiologist or speech therapist) 

and the implementation code. Using ML the user only needs 

to know about the specific context (e.g., vocabulary and pa-

tient needs). This way, the user, who deeply knows about the 

patient environment and needs, can do it on their own without 

depending on programmers. 

The CBML allows the CB vocabulary modeling in a  

diagrammatic way, meaning it can be done, for example, with 

a pencil on a piece of paper. This feature enables discussion 

among users to improve the vocabulary and, when it is done, 

the user can model it in the CASE tool for generating the ap-

plication code. On the other hand, our architecture provides an 

infrastructure to encourage people to share vocabularies 

through XML files. This way, the effort for modeling a vo-

cabulary will decrease with time as XML files are shared and 

reused. Moreover, these XML files can be used as a standard 

for CB vocabulary customization, enabling interoperability 

among different platforms. 

Additionally, our solution (i.e., CBML, CBMM, CBCASE 

and the front-end application) prevents wrong models and 

cohesion problems because it is based on a metamodel. That 

is, a metamodel (or abstract syntax) of a ML describes the 

concepts, the relationships between them, and the structuring 

rules that constrain the combination of these concepts accord-

ing to the domain rules of a ML. In other words, a metamodel 

is useful to provide a precise definition of all modeling con-

cepts and well-formed rules needed for creating syntactically 

correct models [12]. In this context, we enumerate the main 

well-formed rules that are intrinsically assured by our 

metamodel (Figure 5). That is, these well-formed rules are 

directly derived from our metamodel and, for this reason, can 

be checked against it. These rules are: 

1. An Object (e.g., Category and Context) cannot be con-

nected to another Object without a Link, and vice-

versa. That is, neither an Object can be directly con-

nected to other Objects nor a Link can be directly con-

nected to other Links; 

2. A Link cannot be created without an Object as a source 

and another as a target. That is, a Link cannot be de-

picted isolated in the drawing area; 

3. A Subcategory can only be built within another Cate-

gory of the same type (e.g., nouns, pronouns, social 

expressions and miscellaneous); 

4. An Element can only be instantiated within a Category 

of the same type (e.g., nouns, pronouns, social expres-

sion, miscellaneous, verbs and adjectives); 

5. A Succession Link can only exist between Dependent 

Categories (e.g., verbs and adjectives) and Independent 

Categories (e.g., nouns, pronouns, social expressions 

and miscellaneous); 

6. A Contextualization Link can only exist between Con-

text and Independent Categories (e.g., nouns, pro-

nouns, social expressions and miscellaneous). 

Conclusion 

Communication is an indispensable factor to address health 

humanization. Both aphasic patients and health professionals 

need to be heard, establishing a network of dialogs to lower 

distances, connecting people and increasing patient quality of 
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life. Current solutions, in allowing vocabulary customization, 

do it by filling out fields in a GUI. This approach causes prob-

lems such as cognitive overload, no cohesion relationship in 

message, and no global vision of the modeled content. Conse-

quentially, it makes the job of health professional who will 

model the vocabulary harder, therefore generating a CB with 

low usability for the user. 

In this paper, we presented the use of the MDD paradigm for 

eHealth, especially for CB, which aims to help people unable 

to use speech to communicate. In this context, MDD provides 

an abstraction layer to enable health professionals to easily 

customize a vocabulary for each patient.  

We presented CBML, the ML to diagram and discussed the 

vocabulary, and CBMM, the metamodel that describes the 

concepts and how to combine them according to the domain 

rules. CBML and CBMM, together, provide a new paradigm 

for the CB vocabulary customization. Our proposal is original 

and provides a way to organize a vocabulary as our mental 

model. Another point to highlight in our solution is the possi-

bility to create a new standard for CB vocabulary customiza-

tion. It can be made through our configuration file, enabling 

interoperability among platforms. Furthermore, using the 

MDD approach, it is possible to work directly with domain 

concepts, thus facilitating learning and use. 

To demonstrate the feasibility, expressiveness and usefulness 

of CBML and CBMM, we have developed the CBCASE that 

was discussed in another paper [20]. The main contribution of 

this paper is the MDD approach, using ML and metamodel, 

that can be used as a standard for CB vocabulary customiza-

tion. 

In conclusion, our work contributes to the advancement of the 

state of the art of MDD, ML and metamodel for CB;  it pro-

vides a novel perspective of scientific research and industrial 

application in the field of vocabulary customization for a giv-

en patient. Furthermore, our metamodel is the first one that 

aims to customize a CB vocabulary. We highlight three main 

features of our ML that are guaranteed by our metamodel: 1) 

Category, to provide vocabulary modularization; 2) Succes-

sion Link, to avoid cohesion problems (e.g., “wear an ap-

ple”); and 3) Contextualization Link, to filter the vocabulary 

according to the situation (e.g., home, hospital, school). 
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Abstract 

Over the last decade, interoperability of the Electronic Health 

Record (EHR) is becoming more of a reality. However, 

inconsistencies in documentation such as pain are considered 

a barrier to obtaining this goal. In order to be able to remedy 

this issue, it is necessary to validate reference models that 

have been created based upon requirements defined by Health 

Level 7 (HL7), Logical Names and Codes (LOINC) and the 

Intermountain Clinical Element Model using external 

published sources and guidelines. Using pain as an example 

of complex and inconsistent documentation, it was found that 

the reference model based upon these standards is valid 

because the data elements identified are broad and can meet 

the needs of each sub-domain within the primary domain of 

pain.  

 

Keywords:  

Pain documentation, clinical reference model. 

Introduction 

Converting a hospital system that has been using various 

electronic health records (EHR) to a single electronic medical 

record (EMR) can be a significant challenge. Variation in 

clinical workflows may serve as rationales to request 

modifications to the user interface (UI) of an EHR, including 

data terminology and definitions, for specific settings or 

specialty care areas. While a goal of these modifications may 

be to increase productivity by providing tailored screen 

interactions for end-users, the integrity and consistency of data 

capture across an organization suffers.  The creation of a 

reference data model and validation based upon external 

published references is critical to steer consistent data capture 

in any organization. "Data standards, including terminologies 

and common data elements (CDE), is a critical first step 

towards achieving automated data integration."
1

 

This study is focused on Partners HealthCare (Partners), a 

large integrated health care delivery system in the Northeast 

region of the United States that consists of 12 hospitals that 

have been affiliated or acquired over the last 20 years. Each 

hospital has different inpatient and outpatient EHR's, which 

are either internally developed or vendor provided. The 

Partners eCare (PeC) Program is an enterprise-wide effort to 

implement a single vendor-based EHR
9

. The opportunity to 

convert all the hospitals to one EHR platform has given way 

to the need to standardize documentation throughout all the 

specialties. As the United States and other countries increase 

their infrastructures and capabilities to share electronic 

healthcare data, consistent data definitions based on clinical 

reference models will be critical.
2

 If clinical data is 

inconsistently defined and captured, an important goal is to 

iteratively identify and resolve these data inconsistencies, 

starting while the new EHR platform is being configured, but 

continuing throughout the system deployment phases. Ideally, 

this iterative process should start with high priority clinical 

documentation topics. 

Complexity of Pain Documentation  

Pain documentation is an example of an important and 

complex clinical documentation topic. The complexity of pain 

documentation is derived from its broad application to a 

variety of clinical settings, specialty specific requirements, 

and multiple pain subtopics, such as cancer-related pain or 

acute post-procedural pain related to a joint replacement. The 

management of pain requires complex care coordination, 

clinical decision-making, and trending and evolution of the 

patient’s response to treatment
3

.  As complexity of care 

delivery increased, so does the complexity of documentation 

to reflect that care.  Even educated, experienced medical 

professionals may rely on past personal experiences, outdated 

teachings, and be more resistant to incorporating new practice 

pain management guidelines which can directly affect the 

degree of documentation completed.
4

 Therefore, consistency 

in application of evidenced-based pain management practice is 

the primary means to combat under treatment of pain.
5

  

Standardizing the complexities of structured data capture for 

pain documentation is hypothesized to increase continuity of 

care, improve the integrity and efficiency of secondary data 

use, and ultimately improve patient care.  The first step is to 

review an existing reference model and validate it using 

external published sources.  

At Partners, we have been identifying high priority clinical 

documentation topics, such as pain, to target for development 

of reference models. This work is performed as part of the 

PeC Program and includes ongoing collaborations between 

clinical experts, EHR analysts, and informaticians.  Reference 

models are defined using a combination of sources, including 

Health Level 7 (HL7)
6

, Intermountain's Clinical Element 

Model
7

 and Logical Observation Identifiers Names and Codes 

(LOINC)
8

. However, implementing this reference model 

based on these requirements alone is not valid without the 

support of published external documentation. It is necessary to 

validate the model within each type of clinical setting and 

specialty specific requirements.  

We describe in this paper the process we used to validate the 

reference model for pain, taking into account published 

evidence from a various sources. 
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Table 1- Acute Pain Reference Model 

 

 

 

 

 

 

 

 

 

Methods 

Literature Review of Pain Documentation Guidelines 

A literature search was performed in July of 2014 to retrieve 

publications related to pain documentation that were published 

before August of 2014. Multiple electronic databases such as 

Pub Med, Google Scholar, Google, and the Agency for 

Healthcare Research and Quality (AHRQ) National Guideline 

Clearinghouse (NCG) website was searched using the 

keywords "pain" and "documentation" or "chronic pain and 

documentation" or "acute pain and documentation” or "pain" 

and "guidelines" or "geriatric pain" or "pediatric pain".  Our 

inclusion criteria were peer-reviewed publications related to 

acute or chronic pain documentation.  We excluded articles 

that did not discuss discrete data elements related to pain 

documentation. In addition, articles that discussed 

pharmacological management of pain or specific interventions 

to decrease pain were also excluded.  The initial search of the 

keyword "pain management" or "acute pain management" or 

"chronic pain management" yielded over 75,000 results. When 

the additional keyword of "documentation" was added, the 

results decreased to 455 results. After applying the exclusion 

criteria of pharmacological management or specific 

interventions, a total of 50 articles were identified. After 

reviewing the abstracts to determine if they met inclusion and 

exclusion criteria and removing overlapping articles, a total of 

9 articles were selected for full-text review. After reviewing 

the content of several articles, it became evident that the 

Agency for Healthcare Research and Quality website needed 

to be searched. After searching the website using the 

keywords "pain guidelines", another 3 web pages within the 

National Guidelines Warehouse (NCG) powered by the 

AHRQ were identified. A total of 12 articles and web pages 

were identified to receive full review.  

  

Categorization of literature and findings 

Articles were then categorized into two areas of interest: (1) 

national and international guidelines on general 

documentation and treatment, and (2) documentation of pain 

in certain situations. (e.g. treatment of cancer pain.) After 

reviewing these articles, new categories were derived based 

upon the type of pain that was being documented.  Pain can be  

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

divided in to two major sub-topics: "Acute Pain" and "Chronic 

Pain."  

 

Define a Comprehensive Reference Model for Pain 

Documentation that includes Acute and Chronic Pain 

  

After reviewing which data elements were required to be 

documented, a reference model was created. Then each 

element definition was compared against the existing 

reference model that had been derived from HL7, 

Intermountain and LOINC.  The outcomes of each data 

element were placed into three categories (1) Valid (V), (2) 

Missing Required (MR), (3) Missing Not Required (MN). The 

criteria for the data elements that were missing and required 

were elements that were present in the reference model 

derived from published sources and not present in the existing 

reference model. Criteria for the elements that were 

considered missing but not required were elements that 

appeared in the existing reference model and not in the 

reference model derived from published sources. Validated 

elements were considered a 1:1 match or their definitions 

between each reference model were similar.   

Results 

Comprehensive Reference Model for Pain Documentation  

Sub-categories of acute pain and chronic pain were assigned 

to specific situations if the guidelines stated that certain 

documentation was required. The sub-categories for acute pain 

were (1) self-reported pain perceptions following surgery, (2) 

geriatric pain management and (3) pediatric pain management. 

The sub categories for chronic pain were (1) malignant pain 

and non-malignant pain. Additional sub-types for non-

malignant pain needed to be identified to which were (1) 

neuropathic pain, (2) musculoskeletal pain and (3) 

inflammatory pain.  

 

Acute Pain 

  

 Acute pain has a set of data elements that make up its 

reference model. (Table 1). Acute pain consists of three sub- 

domains, (1)self-reported pain perceptions following surgery,  

Reference Model Elements
1

 

Elements derived from published sources
1

  

 

Validation Outcome
2

 

Pain Onset Pain History V 

Pain Onset (Hours ago) Pain History V 

Speed of Pain Onset Pain History V 

Pain Primary Location Location V 

Pain Quality (Character) 

Pain Periodicity 

Pain Temporal Pattern 

Quality of Pain V 

Pain Alleviating Factors Alleviating Factors V 

Pain Aggravating Factors 

Pain Duration (Hours, Minutes) 

Aggravating Factors 

Pain Duration 

V 

Associated Signs and Symptoms Physiological and behavioral Responses to Pain V 

Patient Severity Score Intensity of Pain V 

Pain Course 

Relative Temporal Context 

Patient Stated Goal 

Pain Treatment 

M 

M 

V 

MN 

MN 

1 M= Missing 

2  V= Validated, MN= Missing and Not Required, 

    MR= Missing and Required 
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(2) geriatric pain management and (3) pediatric pain 

management.  

These three sub-domains were chosen because of the 

specificity of how pain needs to be reported. The geriatric and 

pediatric pain populations were singled out due to the way the 

patients report and respond to pain stimuli. For example, 

cognitive status in geriatric pain management is significant 

because the self-reported pain may not be entirely accurate if                                                                                            

the patient is confused. (Table 3). Self-reported pain (Table 2) 

also has its' specific requirements such as patient education 

regarding pain management while geriatric pain management 

required a cognitive status assessment as part of its 

documentation. Pediatric pain requires only Pain History, Pain 

Quality, Pain Pattern, Alleviating Factors, Aggravating 

Factors and Pain Intensity to be documented . In Self-reported 

perception of pain, it was found that the patient education 

regarding pain management is a required criteria to be 

documented. All other elements were considered to either be 

valid or missing but not required.  

 

Table 3- Acute Pain: Geriatric Pain Management 

Reference Model Elements
1 

 

Elements derived from published 

sources
1

  

 

Validation Outcome
2 

 

Pain Onset Present Pain V 

Pain Onset (Hours ago) Pain History V 

Speed of Pain Onset Pain History V 

Pain Primary Location Pain Location V 

Pain Quality (Character) 

Pain Periodicity 

Pain Temporal Pattern 

Pain Character 

Frequency 

Pattern 

V 

V 

V 

Pain Alleviating Factors Alleviating Factors V 

Pain Aggravating Factors 

 

Pain Duration (Hours, Minutes) 

Precipitating Factors 

Pain Duration 

V 

 

V 

Associated Signs and Symptoms Cognitive Status, mental state  and 

functional status 

V 

Patient Severity Score Pain Intensity V 

Pain Course 

Relative Temporal Context 

Pain History 

Quality of Life 

V 

V 

1 M= Missing 

2  V= Validated, MN= Missing and Not Required, 

    MR= Missing and Required 

  

 

Chronic Pain 

Chronic pain consists of two major sub-types: cancer-related 

pain and non-malignant pain (Table 4). Unlike acute pain, 

chronic pain sub-domains within the sub-types. Non-

malignant pain is broken down in to 3 sub-types: 

Musculoskeletal and inflammatory  pain, and neuropathic  

 

 

pain (Table 5). The minor differences between Data elements 

can be applied to chronic pain documentation using the 

Institute for Clinical Systems Improvement (ICSI) Assessment 

and Management of Chronic Pain Algorithm. 
10

 The reference 

models were found to be valid with no elements that were 

missing and required to be documented upon.  

Table 2 – Self- Reported Pain Reference Model 

Reference Model Elements
1 

 

Elements derived from published sources
1

  

 

       Validation  Outcome
2

Pain Onset Pain History V 

Pain Onset (Hours ago) Pain History V 

Speed of Pain Onset Pain History V 

Pain Primary Location Location V 

Pain Quality (Character) 

Pain Periodicity 

Pain Temporal Pattern 

Quality of Pain 

Frequency 

M 

V 

V 

MN 

Pain Alleviating Factors Alleviating Factors V 

Pain Aggravating Factors 

 

Pain Duration (Hours, Minutes) 

Aggravating Factors 

Pain Duration  

V 

 

MN 

Associated Signs and Symptoms Physiological and behavioral Responses to Pain V 

Patient Severity Score Intensity of Pain V 

Pain Course 

Relative Temporal Context 

M 

Pain Treatment 

Quality of  Life 

Patient Education regarding pain management 

 

V 

V 

MR 

 

1 M= Missing 

2  V= Validated, MN= Missing and Not Required, 

    MR= Missing and Required 
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Discussion 

Despite the fact that many of the data elements that are 

necessary for pain documentation are similar, the context of 

which they are being used can be different. A patient with 

acute pain is focused on how the pain began and how to 

resolve it. Using the definitions of the data elements within the 

sub-domains as a guideline that assist in resolving the problem 

because the documentation is very specific to each specialty 

and the sub-domains address the specifics in very broad terms 

with the understanding that they align to a specific data 

element within the current reference model. (e.g., Acute 

abdominal pain for GI specialty versus chronic back pain 

found in Orthopedics.) Validating each element in the 

reference model allows a one-to- many ratio to meet the needs 

in each situation.  

Acute pain patients can convert to chronic pain after the initial 

injury has resolved. In this case, the patient would also convert 

over to the chronic pain sub-domain. The documentation 

would then qualify for a specific sub type and secondary sub-

domain based upon the signs and symptoms. The implication 

for the reference model is that it can be used in different 

scenerios without having to be significantly changed. 

However, when considering the context of self-reported acute 

pain, it is necessary to understand the level of education the 

patient has regarding his or her pain management. In this case, 

it would be necessary to add the data element “Patient 

education regarding patient management” to this context in 

order to gain an accurate picture of the patient’s pain and how 

it is being managed.  

Chronic pain is focused on management of the pain overtime, 

as it may never resolve. By definition, chronic pain is pain 

persisting longer than three to six months, beyond the time 

that healing normally occurs.
11

 Changes in the chronic pain 

pathways are usually permanent, may be present in the 

absence of an identifiable source, and have varying response 

to conventional analgesic medications.
5

 

 

 

Table 4- Chronic Pain: Malignant and Non-Malignant  

Reference Model Elements
1 

 

Elements derived from 

published sources
1

  

 

Validation Outcome
2 

 

Pain Onset M MN 

Pain Onset (Hours ago) M MN 

Speed of Pain Onset M MN 

Pain Primary Location Pain Location V 

Pain Quality (Character) 

Pain Periodicity 

Pain Temporal Pattern 

Pain Quality 

M 

Pain Pattern 

V 

MN 

V 

Pain Alleviating Factors Pain Relief V 

Pain Aggravating Factors 

Pain Duration (Hours, Minutes) 

Associated Signs and Symptoms 

Mechanism of Pain 

Pain Duration 

M 

V 

V 

Patient Severity Score Pain Intensity V 

Pain Course 

Relative Temporal Context 

Patient Stated Goal 

M 

Functional Ability  

Follow-Up Plan 

MN 

V 

V 

1 M= Missing 

2  V= Validated, MN= Missing and Not Required, 

    MR= Missing and Required 

  

 

The definition of these data elements is one step in the process 

of configuring clinical documentation content in an EHR. The 

configuring of how the data elements are represented on a 

form is a separate and significant and complex process 

requiring information about the technical capabilites of the 

system and end-user requirements.  

Limitations 

The definitions were derived from national guidelines which 

could be in the process of being updated and thus making 

these definitions out of date at some point in the future. How-

ever, timely integration of the most up to date literature is a 

continuous struggle for all evidence-based practice and 

documentation. The search parameters were using keyword 

searches which, if not using the correct keyword, could have 

left a result out that may have made a significant contribution 

to the meaning of the definitions.  

Conclusion 

Validating a reference model using documentation derived 

from published sources is only a first step in creating standard-

ized documentation across the entire healthcare system. The 

method of using evidence to validate reference models for 

specific clinical topics will be applied to other areas such as 

wound care, line placement, and living situation. Optimization 

of clinical data definitions within an EHR necessitates the 

assessment of broad clinical topics and validation of reference 

models for each topic that can be applied across settings and 

specialties in order to create consistent data output.  
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Table 5- Non-Maglinant Chronic Pain: Neuropathic Pain 

Reference Model Elements
1 

 

Elements derived from published sources
1

  

 

Validation Outcome
2 

 

Pain Onset M MN 

Pain Onset (Hours ago) M MN 

Speed of Pain Onset M MN 

Pain Primary Location Pain Location V 

Pain Quality (Character) Pain Quality 

 

V 

Pain Periodicity M MN 

Pain Temporal Pattern M MN 

Pain Alleviating Factors Pain Relief V 

P 

ain Aggravating Factors 

M 

 

MN 

Pain Duration (Hours, Minutes) Pain Duration V 

Associated Signs and Symptoms Mental Status, Psychological/Social Factors V 

Patient Severity Score Pain Intensity V 

Pain Course M MN 

Relative Temporal Context Functional Ability V 

Patient Stated Goal Goals V 

1 M= Missing 

2  V= Validated, MN= Missing and Not 

Required, 

    MR= Missing and Required 
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Abstract 

This study built up a classification schema of consumer health 

questions which consisted of 48 quaternary categories and 35 

annotation rules. Using such a schema, we manually 

classified 2,000 questions randomly selected from nearly 100 

thousand hypertension-related messages posted by consumers 

on a Chinese health website to analyze the information needs 

of health consumers. The results showed questions in the 

categories of treatment, diagnosis, healthy lifestyle, 

management, epidemiology, and health provider choosing 

were 48.1%, 23.8%, 11.9%, 5.2%, 9.0%, and 1.9% 

respectively. The comparison of the questions asked by 

consumers and physicians showed that their health 

information needs were significantly different (P<0.0001). 

Keywords: 

Health Consumers; Information Needs; Hypertension; 

Question Classification; Consumer Health Informatics. 

Introduction 

The Internet is increasingly becoming a main resource for 

consumers to acquire health information. 80% of internet 

users (i.e. 59% of all adults) in the U.S. have looked online for 

health information [1]. In China, health channels of main 

portals and professional health websites have become one of 

the main resources for health consumers [2], and the number 

of internet users has increased to about 632 million in 2014 

[3]. Many researches have proven that health related 

information online could impact consumers’ health decisions 

and behaviors [1,4]. Health websites that target specific 

information needs are burgeoning in response to the high 

demand and impact [5]. However, making health information 

available does not necessarily guarantee its accessibility and 

usability [6]. Consumers have difficulty in expressing their 

information needs using accurate medical query terms, and 

further failed to retrieve relevant health information [78]. 

Thus, it is crucial to develop a method to identify health 

information needs from questions asked by consumers. 

In previous studies, a series of templates were developed to 

guide question composition, and identify meaningful concepts 

and their relationships, which were further used to construct 

query strategy [9]. This method requires consumers to follow 

the scheme when asking questions, which would affect its 

usability. Some studies used metathesaurus (such as UMLS 

and the on-going Consumer Health Vocabulary) [10] to assign 

multi topics of questions so as to construct navigational 

exploration interface or generate semantic query strategy [11]. 

It is hard to specify the information needs (concerned aspect), 

although the topic has been identified. For example, though it 

could identify that a question was about hypertension, it was 

difficult to distinguish whether the user wanted to know its 

diagnosis, treatment, prognosis, or diet, for eaxmple. A 

promising way to overcome the shortage is to build up a 

question classification schema to define question topic and its 

concerned aspects [12].  

For professional health-related questions, several 

classification schemas have been developed, such as the 

International Classification of Primary Care [13] and the 

Taxonomies of Generic Clinical Questions (TGCQ) [14,15]. 

They have proven to be useful when analyzing physicians’ 

and case managers’ information needs [15,16] but not suitable 

for consumers’ questions due to the diffference of information 

needs between physicians and consumers [17,18]. A Layered 

Model of Context for Consumer Health Information Searching 

(LMCC) intended to describe consumers’ interest topics on 

cognitive layers [19] but not define the classficassion schema 

in a systematic manner. In this study, we aim to build up a 

consumer health question classification schema to understand 

and specify users’ informational needs.  

To test the usefulness of classification schema, we used 

hypertension related questions asked by Chinese consumers as 

a test dataset. Hypertension has become the main risk factor of 

over half of cardiovascular diseases, such as stroke and 

coronary heart disease. There were 270 million patients (that 

is, at least 2 patients out of 10 alduts) with hypertension in 

China in 2012, and the number has continued to  increase at a 

rate of 3.1% per year [20]. Thus, hypertension-related 

questions have become more frequently asked with large 

variability on the Internet. 

Materials and Methods 

Data Collection 

Messages posted by health consumers from 01 January to 10 

August 2014 with a tag of “hypertension (���)” or “blood 

pressure (�� )” under the Q&A (���� ) section on 

xywy.com (http://www. xywy.com/, a Chinese health website 

with over 35 million users) were collected and imported into a 

MySQL database. The resulting database included 98,032 

messages. To conduct an in-depth analysis of the questions 

contained in the messages, we randomly selected 2,000 

messages. 

“Question” is defined as a request that a consumer posted to 

the website on a certain subject to seek answers from 

professionals, which was identified based on meaning, not 

form. This study was focused on questions related to 
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hypertension (���), which was sometimes expressed as 

“high blood pressure (���),” or simply as “high pressure (

�� ).” So, we manually discarded messages that did not 

match the definition and that were irrelevant to hypertension, 

but with the similar words such as “high pressure oxygen (�

�	),” “hyperbaric cabin (��
),”  “high voltage(���

),” “pressure cooker (���),” etc.. Another new message 

was randomly selected from the database when an irrelevant 

message was discarded from the sample, so as to keep the 

sample size at 2,000.  

Classification Schema Development 

A topic-based classification schema was developed based on 

TGCQ [14,15] and LMCC [19]. The categories of clinical 

related questions (including diagnosis, treatment, 

management, epidemiology, and their narrower terms) were 

mainly selected from TGCQ, while the categories of non-

clinical questions (such as healthy lifestyle and health 

provider choosing, and their narrower terms) were mainly 

selected and expanded from LMCC. We divided some 

categories into more specific sub-categories so as to code the 

specific information needs. For instance, the diet category, 

under healthy lifestyle, was further divided into five tertiary 

categories, including how to eat, food choosing, interactions, 

action mechanism, and general.  

One of the authors (specialized in medical informatics), 

classified all the 2,000 sample questions following the 

classification schema. During the manual classification 

progress, some categories were added to accommodate 

questions that did not fall into any existing medical or non-

medical specialty. We developed a list of annotation rules and 

enumerated some general question types for each of the 

smallest category, so as to improve consistency among coders 

and the usability of the classification. For example, questions 

as the following types were coded as 1.1.1.1 

(diagnosis→interpretation of clinical finding→symptom):  

• I have (or somebody else has) symptom x, what’s the 

condition / matter? (��������X����

��� / ������) 

• What cased symptom x? (�������X�) 

•  What’s the cause of symptom x? (��X !"��

��) 

The website (xywy.com) provides a template for users to 

generate question including three parts: (1) describe your 

health status (����), (2) treatments or tests in the past 

(���	
����), and (3) what kinds of help do you 

want (�������� ). This template might lead to 

consumers’ confusion on question fill-up. To deal with this 

case, we developed a rule: if there is the phrase “what kinds of 

help do you want (#$%�& '()” in the message, then 

code the first question after the phrase as the main topic, and 

successively code the questions followed by as minor topics. 

Otherwise, we coded the first question in the message as the 

main topic.  

In this way, we developed the preliminary classification 

schema of consumer health questions, which had 101 topic 

categories and 32 annotation rules. The classification schema 

and questions coding was then modified by the following 

steps:  

Firstly, four volunteers (two with medical education 

backgrouds, the others with informatics backgroud) used the 

classification to independently code 200 questions randomly 

selected from the sample, and each volunter made suggestions 

to specify the rules and increase some categories to 

accommodate the questions. The author compared the 

consistency of the five coding results (including the result of 

herself), and categorised the 200 questions into three groups: 

all annotators agreed on the topic (n=73), only one annotator 

disagreed (n=63), and more than one annotator disagreed 

(n=64). Then we focused on the last group, looking for 

problematic and ambiguous questions. Analysis of these 

inconsistencies allowed us to address ambiguous elements in 

the classification via specifying annotation rules and changing 

the description of the example general question types.  

 Secondly, the revised classification was distributed to the five 

annotators who independently annotated another 300 

questions randomly selected from the remaining 1,800 

samples. This step was done to measure the interrater 

reliability of the revised classification schema, as well as to 

modify it further. 

Lastly, the three volunteers annotated the remaining 1,500 

messages. Each of them annotaed 500 independently to ensure 

all of the 2,000 sample messages were annotated by at least 

two annotators. The codes agreed upon by this step were 

regarded as the final ones. Then we calculated the number of 

questions in each topic category, and deleted categories that 

did not have any questions filled in (e.g. physical 

characteristics of drugs, pharmacodynamics, mechanism of 

drug action). 

Statistical Analysis 

Descriptive analysis was used to calculate the frequency of 

question topics (main topic only, and all topics respectively). 

The kappa=(P
o
-P

e
)/(1-P

e
) statistic, which could correct 

agreement that occured by chance, was used to determine the 

interrater reliability of the question classification, where P
o
 

was the observed agreement and P
e
 was the agreement 

expected by chance. When the number of categories was 

large, as in this study, P
e
 would be close to zero, and the 

kappa value would be close to P
o
. Thus we directly used P

o
 as 

kappa value. The bigger the kappa value, the better the 

agreement. We supposed that when the user asked more than 

one question, it was acceptable to answer any one of them. 

Therefore, a liberal reliability criteria was used; a match was 

recorded if either the main or minor topics assigned by one 

annotator matched the other’s assignment. 

We merged the topic classification of consumer health 

questions developed in this study and the Taxonomy of 

Generic Clinical Questions (TGCQ) [15] into one 

classification table, and then used a chi-square test to compare 

the frequency distributions of topics asked by consumers and 

professionals.  

Results 

Classification of Consumer Health Questions 

The final classification schema was a four hierarchical levels 

of specificity, consisted of 48 quaternary categories (Table 1), 

and included 35 annotation rules, down from 101 categories in 

the preliminary version. The first level included seven broad 

areas: diagnosis, treatment, management, epidemiology, 

healthy lifestyle, health provider choosing, and other. 

Condition/finding management questions asked what steps to 

take without distinguishing between diagnostic steps and 
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therapeutic steps [15]. To answer them, one should first give a 

diagnosis, and then the suggestion of treatment. A branching 

structure of secondary, tertiary, and quaternary levels 

describes more and more specific topics of the questions. One 

or more closely related generic questions were listed for each 

quaternary category. For instance, the question “A 65-year-

old man with unsteady high blood pressure, what’s the best 

blood pressure drug to eat? (65)*����+,-./�

0 1 2 3 � 4 5 6 ?)” would be coded as 2.1.2.1 

(treatment→drug therapy→efficacy/ indications→treatment), 

and the generic question type could be “Condition y, what’s 

the best drug (to eat / take / use)?” 

Table 1 – Classification of consumer health questions. 

Code Primary Secondary Tertiary  Quaternary  

Frequency(%) 

(main code) 

Frequency(%)

(all codes) 

1.1.1.1 diagnosis interpretation of 

clinical finding 

symptom  7  39(2.0) 44(1.7)

1.1.2.1 sign  7  146(7.3) 152(5.8)

1.1.3.1 test finding  7  7(0.4) 8(0.3)

1.1.4.1 multiple findings   286(14.3) 302(11.6)

1.2.1.1 criteria     35(1.8) 37(1.4)

1.3.1.1 test indications/ efficacy  7  36(1.8) 55(2.1)

1.3.2.1 accuracy  7  4(0.2) 6(0.2)

1.3.3.1 timing 7  6(0.3) 6(0.2)

1.3.4.1 method    4(0.2) 5(0.2)

1.4.1.1 orientation  condition  7  4(0.2) 5(0.2)

1.5.1.1 cost  7  7  0(0.0) 2(0.1)

2.1.1.1 treatment  drug therapy how to use  general 4(0.2) 7(0.3)

2.1.1.2 dosage  8(0.4) 11(0.4)

2.1.1.3 timing  38(1.9) 52(2.0)

2.1.2.1 efficacy/ indications treatment  324(16.2) 389(14.9)

2.1.2.2 prevention  3(0.2) 7(0.3)

2.1.3.1 adverse effects  caused by drug 29(1.5) 46(1.8)

2.1.3.2 control 2(0.1) 5(0.2)

2.1.3.3 safety/contraindications 23(1.2) 27(1.0)

2.1.4.1 interactions 7  20(1.0) 25(1.0)

2.1.5.1 name 7  1(0.1) 2(0.1)

2.1.6.1 cost  7  1(0.1) 1(0.0)

2.1.7.1 availability  7  1(0.1) 1(0.0)

2.1.8.1 brand 7  2(0.1) 3(0.1)

2.2.1.1 not limited to but 

may include drug 

therapy  

efficacy/ indications  treatment  473(23.7) 621(23.8)

2.2.1.2 prevention  7(0.4) 16(0.6)

2.2.2.1 timing  7  4(0.2) 8(0.3)

2.2.3.1 how to do it 7  1(0.1) 1(0.0)

2.2.4.1 safety/ contra/ sequelae 7  12(0.6) 26(1.0)

2.2.5.1 cost  7  2(0.1) 8(0.3)

3.1.1.1  management condition/ finding  7    114(5.7) 136(5.2)

4.1.1.1 epidemiology  prevalence     0(0.0) 1(0.0)

4.2.1.1 etiology  causation/ association risk factors 111(5.6) 149(5.7)

4.2.1.2 genetics  3(0.2) 4(0.2)

4.3.1.1 prognosis  7  7  51(2.6) 82(3.1)

5.1.1.1 healthy 

lifestyle 

diet how to eat 7  4(0.2) 4(0.2)

5.1.2.1 food choosing efficacy 69(3.5) 97(3.7)

5.1.2.2 contraindications 29(1.5) 40(1.5)

5.1.3.1 interactions 7  2(0.1) 4(0.2)

5.1.4.1 general 7  19(1.0) 32(1.2)

5.2.1.1 exercise 7  7  7(0.4) 15(0.6)

5.3.1.1 weight-losing 7  7  3(0.2) 3(0.1)

5.4.1.1 mood control 7  7  2(0.1) 3(0.1)

5.5.1.1 general 7  7  35(1.8) 107(4.1)

6.1.1.1 health provider 

choosing 

hospital 7  7  10(0.5) 18(0.7)

6.2.1.1 department 7  7  11(0.6) 25(1.0)

6.3.1.1 doctor 7  7  3(0.2) 6(0.2)

7.1.1.1 other 7  7  7  5(0.3) 6(0.2)

Total     2000(100) 2610(100)

General Topics of Questions Asked by Health Consumers 

The 2,000 sample messages were coded with 2,000 main 

codes and 610 minor codes, the frequency of each topic 

category was shown in Table 1. 48% of the questions were 

asked about treatment, which indicated that nearly half of the 

health consumers posting questions on the website have 

noticed that they or somebody they care about has had some 

health problem and needed to be treated. Almost half (45.9%) 

of the treatment questions were referred in particular to drug 
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therapy, including how to use drugs (5.6%), how to choose 

drugs for a particular condition (31.5%) and adverse effects of 

drugs (6.2%). 23.8% of the questions were asked about 

diagnosis, and the majority (19.4%) were seeking 

interpretation of consumers’ specific clinical findings in 

reality as each pertained to the symptom they felt (1.7%), the 

sign they knew from physical examination (5.8%), or multiple 

kinds of findings they got (11.6%). 5.2% of the questions 

were coded as 3.1.1.1 (management of condition or findings) 

because they were not specified in diagnosis or treatment, and 

more than half of them (54.4%) were just enumerated as a 

series of clinical findings without any interrogative sentence 

or term. 

11.9% of questions were asking what to do or what not to do 

in everyday life in order to keep healthy or get well from 

certain illnesses. More than half (58.4%) of them were 

concerned with diet or nourishment. Among the 9.0% of 

epidemiological questions, 5.7% were about risk factors, both 

risk factors of the diseases they had and if their condition 

would be harmful to some particular conditions, e.g., 

pregnancy, parturition and sexual life. 3.1% of questions were 

about prognosis and we thought many of them were mainly 

expressing anxiety as the asker wanted to get an affirmative 

reply to allay their worry [19]. Among the 1.9% provider 

choosing questions, half were about medical department 

choosing for specific conditions or clinical findings, which 

indicates that medical guide service would be a promising 

area for health websites. 

Interrater Reliability 

The kappa statistic for the five coders was 0.63 in the 

quaternary level of the classification, indicating "substantial" 

reliability. When just the the primary and secondary levels 

were considered, the kappa value increased to 0.75. When 

only the seven broad areas in the primary level were 

considered, agreement was almost perfect (kappa=0.82). 

 

Figure 1 – The frequency distribution of the secondary topics 

of the questions asked by health consumers and physicians. 

Difference of Health Information Needs Between 

Consumers and Physicians 

The chi-square test of the topic distributions of the questions 

asked by the two groups respectively showed that health 

information needs of consumers were significantly different 

from clinical information needs of physicians. The pearson 

chi-square value on the quaternary category was 1477.89 

(P<0.0001), and was 854.38 (P<0.0001) on the secondary 

category. Figure 1 shows the frequency difference along the 

secondary topics of the questions between health consumers 

and physicians. For exmaple, phyicians are more interested in 

the diagnosis test than consumers ( 11.9% vs. 2.8%). 

Discussion 

Health consumers and physicians both asked questions about 

diagnosis, treatment, management of conditions and findings, 

and epidemiology. Besides these topics, health consumers also 

asked how to keep healthy or help recovery in daily life, 

because many of them recognized that lifestyle, such as diet, 

exercise, weight loosing, and mood control, would impact 

their health status as well [21]. While physicians seldom 

asked these questions during a patient encounter, it might be 

because they mainly focused on medical service rather than 

lifestyle advice [18]. Similarly, health consumers never asked 

questions about coordination with other providers, doctor-

patient communication, doctor and patient education, 

administrative rules, ethics, and legal issues, since these tasks 

were usually regarded as health providers' responsibility.  

Both of the two groups sought answers for the interpretation 

of clinical findings, while the questions posted by health 

consumers were much more vague, the frequency of questions 

with multiple findings were two times more than that of 

physician-based inquiries. It might be because they could not 

distinguish which findings were most important, so they 

tended to put all the findings they knew. Physicians were 

more concerned ahout what test to choose for a particular 

situation and when or how to do it (the question frequency 

was three times more than that of health consumers), because 

they wanted to know how to diagnose [14,15], while health 

consumers wanted to know the diagnosis. Though the 

frequency of treatment questions was almost equal in the two 

groups (48.2% vs. 43.7%), physicians' questions were more 

specified to drug therapy (37.2% vs. 22.1%), and they 

sometimes asked those questions on very specialized sides, 

such as composition, pharmacodynamics, action mechanism, 

and serum levels of drugs, which were rarely asked by health 

consumers. 

Health consumers were mainly concerned about what was 

wrong with their health (or the health of someone they care 

about), what went wrong, how to treat it (including choosing 

which provider to treat), possible adverse drug effects, cross 

interactions or dangers with other conditions (e.g. pregnancy, 

breast feeding, etc.), duration of recovery from the illness, and 

health maintenance in everyday life (e.g. dietary suggestions). 

Thus, they seldom asked questions that were commonly 

regarded as the physicians’ tasks or too medical specialized. 

Conclusion 

This study built a classification schema of consumer health 

questions which consisted of 48 quaternary categories and 35 

annotation rules. Five annotators followed this schema and 
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classified 2,000 questions randomly selected from nearly 

100,000 hypertension-related messages posted by consumers 

on a Chinese health website. The potential uses of this study 

were identified as follows. First, the classification could be 

used to organise large collections of consumer health 

questions, so as to improve retrieval efficiency. Second, the 

distribution of question topics could be used to guide the 

building of a knowledge base for health websites, such as 

setting priorities to building a knowledge base for those 

frequently asked questions. Third, the coded questions could 

be used as a corpus for studies, such as training machines to 

automatically classify the topics of questions posted by health 

consumers, and further used for the monitoring of hot health 

topics and automatically generating answers. Last, but not 

least, the perceived information needs of health consumers 

could be used to help set the priorities of medical research and 

patient education. 

This study also had some limitations, the sample questions 

were collected from only one website and defined to be 

hypertension or blood pressure related; thus, the applicability 

of the classification on other settings has yet to be studied 

further. The information needs analyzed in this study were 

"user based," that is, the topics were assigned without 

considering the best way to answer it. Although we achieved 

substantial interrater reliability, surpassed several similar 

research, such as assigning topics to generic clinical questions 

(kappa=0.53) [15], and assigning medical subject headings 

and subheadings (MeSH terms) to journal articles 

(consistency percentages was 0.43%) [22], the classification 

and annotation rules have yet to be modified and tested with 

larger and more diverse sample questions.  
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Abstract 

With the recent and intensive research in the biomedical area, 

the knowledge accumulated is disseminated through various 

knowledge bases. Links between these knowledge bases are 

needed in order to use them jointly. Linked Data, SPARQL 

language, and interfaces in Natural Language question-

answering provide interesting solutions for querying such 

knowledge bases. We propose a method for translating 

natural language questions in SPARQL queries. We use 

Natural Language Processing tools, semantic resources, and 

the RDF triples description. The method is designed on 50 

questions over 3 biomedical knowledge bases, and evaluated 

on 27 questions. It achieves 0.78 F-measure on the test set. 

The method for translating natural language questions into 

SPARQL queries is implemented as Perl module available at 

http://search.cpan.org/~thhamon/RDF-NLP-SPARQLQuery 

Keywords: 

Natural Language Processing; SPARQL; Linked Data; 

biomedical domain; semantic resources; frames; Knowledge 

Databases. 

Introduction 

The knowledge bases (KBs) that record existing biomedical 

knowledge are becoming increasingly available, although they 

are spread over different life-science KBs that usually focus 

on a specific data type: chemical, pharmacological, and target 

information on drugs in Drugbank [1]; clinical studies [2]; 

drugs and their side effects in Sider [3]; etc. Creation of 

connections between these knowledge bases is an important 

research area [4]. This is indeed crucial for obtaining a more 

comprehensive view and is also required for producing new 

knowledge from the already available data. The knowledge 

encoded in the KBs and dataset interlinks are usually 

represented as RDF triples, on the basis of which the linked 

data can be queried through a SPARQL end-point. However, 

it remains difficult for typical users of such knowledge 

sources (mainly physicians and life-science researchers) to 

manage the syntactic and semantic specificities of the 

SPARQL language together with the structure of various KBs. 

In order to be able to efficiently use such KBs it is necessary 

to design friendly interfaces that mediate the technical and 

semantic complexity of the task, and to provide simpler 

approaches for querying the KBs. It has been shown that 

natural language interfaces may provide the best solution [5]. 

The main challenge is then to propose efficient methodologies 

for an easy and reproducible rewriting of natural language 

questions in SPARQL queries. 

We present a method for transforming natural language 

questions into SPARQL queries, and their application to 

biomedical Linked Data. The method is based on the use of 

Natural Language Processing (NLP) methods and semantic 

resources for enriching questions with specific annotations. 

Questions are then translated in SPARQL with a rule-based 

approach. For designing the proposed approach, we use 

questions proposed by the QALD challenge task 2 [6] and 

additional questions for evaluation. We work with three KBs 

(Drugbank, Diseasome, and Sider) and can address questions 

related to, for instance, drug composition and properties, the 

related disorders, and adverse effects of drugs. 

We first present the related work. We describe the proposed 

method and semantic resources available and developed for 

processing and translating the questions. We then present the 

results obtained and their evaluation. 

Related work 

It is possible to distinguish two kinds of objectives: design 

methods that transform natural language questions in 

SPARQL queries [7-8], and design methods that perform this 

transformation and also execute the queries over Linked Data. 

In both cases it is necessary to define the user interface that 

hides the underlying structure of the knowledge bases and the 

SPARQL syntax. We investigate the second purpose, which 

also provides the possibility to properly evaluate the methods 

and the results obtained. Three possibilities are usually 

explored for querying the Linked Data [8]: Knowledge-Based 

Specific Interface, Graphical Query Builder, and Question-

Answering System. It has also been demonstrated that, for this 

task, the use of natural language is preferred to the use of 

keywords, menus, or graphs [6]. Among the existing work, we 

can mention the use of Question-Answering systems on 50 

questions from DBpedia proposed by the QALD-2 challenge, 

that gives 0.62 average F-measure obtained with 39 questions. 

Average recall for these 39 questions is 0.63 and average 

precision is 0.61, although 11 questions cannot be covered by 

the templates [9]. Studies exploring KBs that describe general 

language are frequent [10-11], although there are some studies 

on processing biomedical KBs. For instance, experiments 

have been proposed on translation of medical questions from a 

journal into SPARQL queries. This work combined the SVM 

machine learning-based approach with patterns to generate the 

SPARQL queries. The evaluation was carried out on 100 

questions and the corresponding queries were tested on 

clinical documents. The method achieved 0.62 precision [12]. 
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Materials 

Questions and reference data are provided by the Question 

Answering over Linked Data (QALD) challenge 2014 [13], 

dedicated to retrieval of biomedical information in linked KBs 

with questions in natural language. This question set is 

composed of 50 questions which we use for setting up the 

methods. We create 27 additional questions for testing the 

method. Examples of the questions processed include: 

• Which foods does fluvoxamine interact with? 

• Are there drugs that target the Probable 

arabinosyltransferase A? 

• Which genes are associated with subtypes of 

rheumatoid arthritis? 

• Which disease has the highest degree? 

• Which targets are involved in immune function? 

Our method relies on existing biomedical resources with 

semantic entities data, and on additional resources collected 

and built for supporting the method. The steps of the method 

are described in the next section. 

Domain-Specific Resources. We use three biomedical 

resources to process the question set: Drugbank, Diseasome, 

and Sider. Drugbank http://www.drugbank.ca is dedicated to 

drugs [1]. It merges chemical, pharmacological, and 

pharmaceutical information from other available biomedical 

KBs. We exploit the documentation [14] of this resource to 

define the rewriting rules and regular expressions for the 

named entity recognition. Diseasome [15] is dedicated to 

diseases and genes linked among them by known 

disorder/gene associations [16]. It provides a single 

framework with all known phenotypes and disease gene 

associations, indicating the common genetic origin of many 

diseases. We exploit the RDF triples and documentation of the 

resource to define the rewriting rules. Sider [17] is dedicated 

to adverse drug effects [18]. It contains information on 

marketed medicines and their recorded adverse drug reactions. 

Information is extracted from public documents and package 

inserts and provides side effect frequency, drug and side effect 

classifications, and links to other data such as drug-target 

relations. The content of each resource is provided in specific 

format: RDF triples subject predicate object. For this reason, 

we can exploit their RDF schema to define frames. 

Additional Resources for Question Annotation. On the basis 

of the RDF triples, frames are built from the RDF schemas in 

which the RDF predicate is the frame predicate, and the 

subject and object of the RDF triples are the frame elements. 

This also includes the OWL sameAs triples. Several types of 

frame entities are isolated:  

• Subject, object, and predicate from triples become 

semantic entities. They may occur in questions. In 

this way, the frames are the main resource for 

rewriting questions in queries; 

• The vocabulary specific to questions is also built. It 

covers, for instance, aggregation and negation 

operators and types of questions; 

• RDF literals, issued from named entity recognizer or 

term extractor, complete the resources. RDF literals 

are detected with specifically designed automata that 

rely on the source KB documentation. 

These entities are associated with the expected semantic types, 

which allows creating the queries and rewriting the RDF 

triples in the SPARQL queries. In that respect, we can 

consider internationalized resource identifiers (IRI), strings, 

common datatypes, or regular expressions when literals are 

expected. Most of the entities are treated through their 

semantic types, although some ambiguous entities (e.g., 

interaction or class) are treated atomically. For these, the 

rewriting rules are applied contextually to generate the 

semantic entities corresponding to the frames. During the 

query construction step, semantic types become variables and 

are used for connecting the edges of queries. 

Methods 

The method is rule-based and is composed of five parts: 

linguistic and semantic annotation of questions, question 

abstraction, query construction, query execution, and 

evaluation. We demonstrate the main steps of the method with 

the question, Give me drugs in the gaseous state. The method 

is based on NLP tools and methods and must respect 

constraints of the SPARQL syntax. 

Linguistic and Semantic Annotation of Questions is performed 

in several steps: identification of numerical values 

(corresponding to numbers or solubility index, for instance) 

with a named entity recognizer; parsing of questions in words; 

part-of-speech tagging and lemmatization of questions with 

TreeTagger [19] (Figure 1); and annotation of semantic 

entities (terms and their associated semantic types) with the 

TermTagger Perl module [20] and semantic resources like 

disease names and side effects (Figure 2). In order to complete 

the coverage of semantic resources, we use the term extractor 

YaTeA [21-22] for the identification of noun phrases. 

 

Figure 1 - Linguistic annotation of questions. 

 

Figure 2 - Semantic annotation of questions. 

In the Question Abstraction step the objectives are to identify 

relevant elements within questions and to build a 

representation of these elements (Figure 3). This step relies on 

linguistic and semantic annotations. For instance, the word 

drug receives the semantic type Drugs from Drugbank. The 

main difficulty is that some entities may receive conflicting or 

concurrent semantic types. The purpose is then to select those 

semantic types that are the most correct and useful for the next 

steps. This is done as follows: 

• We keep larger terms which do not include other 

semantic entities; 

• We define and apply rewriting rules on the training 

set in order to modify or delete semantic types 

associated with a given entity according to the 

context; 

• We also modify or delete entities according to their 

context. For instance, the semantic entity interaction 

must be rewritten in interactionDrug1 if the mention 
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of drug is found in its context, but it has to be 

rewritten in foodInteraction if a term with the 

semantic type food is found in its context. 

We define a set of 44 contextual rewriting rules based on 

vocabulary used in questions from the training set and on the 

documentation of KBs, mainly of Drugbank [14]. After this 

processing, the identification of relevant elements can be 

performed more safely. After the identification of relevant 

elements, we perform the question abstraction, for which we 

identify information related to the structure of query (i.e., 

question topic, result form, predicate and arguments, scope of 

negation, and conjunctions): 

• The first entity with the semantic type that is 

provided by the RDF subjects and objects issued 

from the resources is considered to be the question 

topic. This information is used for the query 

construction. The question topic in Figure 3 is 

identified as drug; 

 

Figure 3 - Identification of relevant elements in questions. 

• For the definition of the result form, the question is 

scanned in order to identify words expressing 

negation (e.g. no), aggregation operation on the 

results (e.g. number for count, mean for avg, higher 

for max), and specific result forms such as boolean 

queries (ASK). At this step the linguistic expressions 

are associated with the corresponding SPARQL 

operators. Information extracted at this step is 

recorded and used for the query construction. In the 

example in Figure 3, no such information is found; 

• Identification of Predicate and Argument: we use 

linguistic representation of the RDF schema, i.e., 

frames that contain one predicate and at least two 

elements with associated semantic types. The 

potential predicates, subjects, and objects of frames 

are identified among the semantic entities and 

recorded: entries are the semantic types of the 

elements and refer to linguistic, semantic and 

SPARQL information associated with these 

elements. Subjects and objects are described with 

inflected and lemmatized forms of words or terms, 

the corresponding SPARQL types, and indicators on 

their use as object or subject of a predicate. 

Concerning the predicates, only semantic types of 

their arguments are instantiated. Subjects and objects 

can be URI, RDF typed literals (numerical values or 

strings), and extracted terms (these are considered as 

elements of regular expressions). In Figure 1, the 

predicate state with the expected arguments 

drugbank/drugs and Gas/String is recognized. 

• Scope of negation and conjunctions: Argument and 

predicate in the neighborhood of negation and 

conjunctions are identified. These elements are 

recorded as negated or coordinated. 

 

Figure 4 - Construction of queries. 

The objective of the Query Construction step is to connect 

previously identified elements and to build a semantic 

representation of the SPARQL graph pattern (introduced by 

the keyword WHERE). Figure 4 presents the architecture of 

the connection of elements and query construction. Thus, the 

predicate arguments are instantiated by URIs associated with 

the subjects, objects, variables, and numerical values or by 

strings. For each question, we perform several connections: 

• The question topic is connected to the predicate(s). A 

given variable is associated with the question topic 

and with the predicate argument that matches the 

semantic type of the question topic. Note that at the 

end of this step, the question topic may remain 

unassociated with a predicate. In Figure 4, variable 

?v0 represents the association between the question 

topic and the subject (with the expected type 

drugbank/drugs) of the predicate state; 

• The predicate arguments are connected to subject and 

objects identified during the question abstraction: 

they concern elements referring to URI. Moreover, 

each predicate within the conjunction scope is 

duplicated and its arguments are also connected to 

the subject and objects if needed; 

• The predicates are connected between them through 

their subjects and objects. The connection between 

two predicates is also represented by a variable; 

• The predicates from different datasets are connected. 

We use the sameAs description to identify URIs 

referring to the same element. New variables are 

defined to connect two predicates; 

• The remaining question topic is connected to 

arguments of the sameAs predicate; 

• The arguments corresponding to the string type are 

connected with the extracted terms that are 

considered as string expressions. They are connected 

through the string matching operator REGEX. 

At this point, the predicate arguments which remain 

unassociated are replaced by new variables in order to avoid 

empty literals. Finally, the negation operator is processed: the 

predicates are marked as negated and the arguments within the 

negation scope are included in a new predicate rdf:type if 

required. At this step, each question is fully translated into a 

representation of the SPARQL query. Figure 5 illustrates the 

construction of the query. 
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Figure 5 - Construction of queries. 

Query Generation is a syntactic step, during which the query 

is formed syntactically. The SPARQL query representation 
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built during the query construction step is used to generate the 

SPARQL query string. The process is composed of two steps:  

• Generation of the result form which takes into 

account the expected type of the result form (ASK or 

SELECT), the presence of aggregation operators, and 

the variable associated to the question topic; 

• Generation of the graph pattern. This step consists of 

generation of strings for representing each RDF triple 

and defining a SPARQL filter if the predicates are 

negated. When aggregation operators are used, we 

also need to recursively generate sub-queries for 

computing the subsets of expressions, before their 

aggregation. In example from Figure 1, the predicate 

state is replaced by the corresponding URI and its 

object is replaced by the string gas. 

The SPARQL queries have been submitted to a SPARQL end-

point. For these experiments, we use the SPARQL end-point 

provided by the QALD-4 challenge [23] and answers are 

collected for the evaluation. 

Evaluation Metrics. The generated SPARQL queries are 

evaluated through their answers with three macro-measures 

[24] shown in Figure 6. TP(q) are the correct answers, FP(q) 

are the wrong answers and FN(q) are the missing answers for 

the question q. The use of macro-measures equally considers 

all the questions independently of the number of expected 

answers to the SPARQL queries. The comparison is done with 

the answers obtained through the manual querying of KBs. 

 

Figure 6 – Macro-measures for evaluating SPARQL queries  

Results 

Global Results. Table 1 indicates the overall results obtained 

on the training and test sets. On the test set, the macro-F-

measure is 0.78 with 0.81 precision and 0.76 recall while on 

the training set, the macro-F-measure is 0.86 with 0.84 

precision and 0.87 recall. Each question is processed in less 

than 2 seconds on a standard computer (2.7GHz dual-core 

CPU and 4 Gb of memory). Most of the computing time is 

spent for the linguistic and semantic annotation of the 

questions. 

Table 1 - Results obtained with the training and test sets. 

Query set Training (50 Q) Test (27 Q) 

Correct queries 39 20 

Micro-precision 0.84 0.81 

Micro-recall 0.87 0.76 

Micro-F-measure 0.86 0.78 

Discussion 

Questions from the test set may involve new operators and 

lexicon not known from the test set. Nevertheless, our method 

always proposes syntactically correct SPARQL queries for all 

natural language questions from the training and test sets: 18 

questions provide the exact expected answers, two questions 

return partial answers, and other questions return no correct 

answers. On the training set, 39 out of 05 SPARQL queries 

are semantically correct and provide the expected answers, 6 

return partial answers, and 5 return no answers. An analysis of 

erroneous or partial answers shows that most of the errors are 

due to: 

• The encoding of the sameAs predicate in the 

resources. We observe that, although our method 

generates the correct SPARQL query, the SPARQL 

end-point does not return the expected answers. 

Besides, we observe that the correct answers can be 

obtained by switching the arguments of the sameAs 

predicate in the queries. It appears thus that the 

instances of this predicate do not encode the 

expected reflexivity of this relation in the source KBs 

while our method assumes that the sameAs predicate 

is reflexive by definition; 

• The management of ambiguities in questions. The 

errors due to ambiguities are mainly related to (1) the 

annotation of semantic entities and (2) the expected 

meaning of terms in the questions. Related to (1) 

annotation, in the question, Which genes are 

associated with breast cancer?, breast cancer is 

correctly annotated, while the reference data propose 

that it is to be associated with the semantic entity 

Breast cancer-1. Related to (2) expected meaning,. 

semantic entities that occur in some questions may 

refer to specific entities while in other questions they 

refer to general entities. For instance, the semantic 

entity anemia in What are enzymes of drugs used for 

anemia? refers to all types of anemia 

(Hypercholanemia, Hemolytic anemia, Aplastic 

anemia, etc.) and not to the elements that contain the 

label anemia. 

We defined and described some rules for managing the 

ambiguities, but they must be completed with additional rules. 

For instance, these two main problems can be solved by using 

regular expressions in SPARQL graphs rather than URIs. 

However, we must test the influence of this modification on 

the whole set of queries. Other erroneous answers happen 

during the question abstraction step when the question topics 

are wrongly identified or when the contextual rewriting rules 

cannot be applied. Errors also occur during the query 

construction step. The method may abusively connect 

predicate arguments and semantic entities or, on contrary, it 

may not consider all the identified semantic entities. Further 

investigations have to be carried out to solve these limitations. 

During the design of queries, we may also have difficulties to 

express some constraints in SPARQL. For instance, the 

question, Which approved drugs interact with calcium 

supplements?, requires defining a regular expression with the 

term calcium supplement while this term is only mentioned in 

conjunction with other supplements (e.g., Do not take 

calcium, aluminum, magnesium or iron supplements within 2 

hours of taking this medication.). We assume that solving this 

difficulty requires more sophisticated NLP processing of the 

textual elements of the RDF triples: parsing the RDF textual 
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elements, named entity and term recognition, identification of 

discontinuous terms and term variants, etc. When a sufficient 

quantity of questions and corresponding queries is available, 

some regular expressions used in the current work can be 

replaced by machine learning approaches in order to make a 

generalization of the named entity detection, or for the 

detection of semantic relations and operators. 

Other limitations are related to KB updates and changes to 

their structure. In the former case it is required to rebuild the 

semantic resources used for identifying the semantic entities. 

In the latter case the entire frames must be regenerated. This is 

ongoing research work. Moreover, the possibility of adding 

new resources, such as Dailymed [25] or RxNorm [26], is a 

related problem. When managed, this functionality will allow 

processing new linked datasets with low adaptation cost. 

Conclusion 

We proposed a rule-based method to translate natural 

language questions into SPARQL queries. The method relies 

on linguistic and semantic annotations of questions with NLP 

methods, semantic resources, and RDF triples description. We 

designed our approach on 50 biomedical questions proposed 

by the QALD-4 challenge and tested it on 27 newly created 

questions. The method achieves good performance with 0.78 

F-measure on the set of 27 questions. Future work aims to 

address the limitations of our current method including the 

management of term ambiguity, question abstraction, and 

query construction. Moreover, to avoid the manual definition 

of the dedicated resources required by our approach (frames, 

specific vocabulary, and rewriting rules), we plan to 

investigate how to automatically build such dedicated 

resources from the RDF schemas of the Linked Data set. It 

will also facilitate the integration of other biomedical 

resources such as Dailymed or RxNorm, and the use of our 

method in text mining applications. 
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Abstract  

Operative notes contain essential details of surgical 

procedures and are an important form of clinical 

documentation. Sections within operative notes segment 

provide high level note structure. We evaluated the HL7 

Implementation Guide for Clinical Document Architecture 

Release 2.0 Operative Note Draft Standard for Trial Use 

(HL7-ON DSTU) Release 1 as well as Logical Observation 

Identifiers Names and Codes (LOINC®) section names on 384 

unique section headers from 362,311 operative notes. Overall, 

HL7-ON DSTU alone and HL7-ON DSTU with LOINC® 

section headers covered 66% and 79% of sections headers 

(93% and 98% of header instances), respectively. Section 

headers contained large numbers of synonyms, formatting 

variation, and variation of word forms, as well as smaller 

numbers of compound sections and issues with mismatches in 

header granularity. Robust operative note section mapping is 

important for clinical note interoperability and effective use of 

operative notes by natural language processing systems. The 

resulting operative note section resource is made publicly 

available. 

Keywords: 

Surgical Procedures, Operative; Vocabulary, Controlled; 

Medical History Taking/methods; Quality and Safety; 

Documentation; Electronic Health Records 

Introduction 

Operative notes are traditionally created at the completion of a 

surgical procedure by the primary surgeon who recalls the 

procedure details and dictates these into a narrative that is 

subsequently transcribed. Effective operative note 

documentation is important for assessing surgical quality (1), 

billing and medico-legal issues (2, 3), and other secondary 

uses of operative notes (4). With increasing adoption of 

electronic health record (EHR) systems, operative notes and 

other clinical documents are increasingly generated and 

immediately available. EHR systems also enable other 

mechanisms for note generation, including voice to text 

software, typed notes, synoptic reporting, and templated notes.  

Synoptic reports are used to create documents with discrete 

data fields whereby desired information from the note can be 

collected, stored, and retrieved in a standardized fashion. In 

contrast, templated notes range in the amount of structure that 

they contain, including some having highly prescriptive and 

structured formats to others having mostly free-text narrative 

with primarily document section structure alone. While 

dictation and transcription remains the most common 

mechanism for operative note creation, synoptic reports and 

templates are increasingly used in surgery for operative report 

creation and appear to encourage improved completeness of 

these documents (5, 6). Independent of the mechanism used to 

create the document, section headers in operative notes 

provide high level structure and serve as “containers” which 

provide context to the text within the given section (7).  

Previous research has examined section headers in clinical 

notes, with some work exploring the task of automated 

classification of sections in documents. As an initiative with 

the OpenGALEN project, Mori et al. utilized “tags” in 5 

clusters (Nature, Safety Context, Interpretation, Intention, and 

Organization) and evaluated this approach to classify 600 

section headings (7). Denny et al. reported on a terminology of 

document sections in “history and physical” (H&P) notes and 

developed an associated section terminology with Logical 

Observation Identifiers Names and Codes (LOINC®) 

mappings (8). These authors later developed an algorithm, 

“SecTag”, to identify and label section headers and section 

boundaries in H&P notes. Similarly, others have utilized 

predefined sections to aid in a number of natural language 

processing tasks, such as problem list extraction and named 

entity recognition (9-11).  

In the United States, H&P note formats are largely governed 

by Evaluation and Management (E/M) documentation, which 

provides guidelines for assessing adequacy of documentation 

for each patient encounter resulting in a “level of service” and 

justification for a patient bill (12). Operative notes, in contrast, 

are not covered by E/M, and the Joint Commission (13) and 

Centers for Medicare & Medicaid Services (CMS) (14) have 

specified criteria for operative notes including information on 

suggested contents and note sections. Overall, Joint 

Commission designates eleven required elements for operative 

notes: name(s) of primary surgeon/ physician and assistants, 

pre-operative diagnosis, post-operative diagnosis, name of the 

procedure performed, findings of the procedure, specimens 

removed, estimated blood loss, date and time recorded, 

indications for the procedure, intra-operative complications, 

and a full description of the procedure.  

The Health Level 7 (HL7) Structured Documents Workgroup 

seeks to develop structured healthcare document standards to 

promote document and data interoperability. This group has 

created implementation guides for clinical documents 

including one for operative notes, the Implementation Guide 

for HL7 Clinical Document Architecture (CDA) Release 2.0, 

Operative Note Draft Standard for Trial Use Release 1 (HL7-

ON DSTU) (15). This specification includes Level 1 (header 

constraints), Level 2 (section level constraints of the 

structuredBody of the ClinicalDocument), and Level 3 (entry 
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level constraints within a section; specifying only the Plan 

section of Operative Notes) requirements. The HL7-ON 

DSTU was created using a variety of data sources and expert 

opinions including subject matter expert input, summary 

statistics from sample operative notes, Joint Commission 

Operative Note Requirements: Standard IM.6.30 (13), and 

CMS Operative  Note Requirements (14). Where possible, the 

HL7-ON DSTU utilizes existing clinical statement entries and 

Continuity of Care Document (CCD) elements, and other 

Implementation Guide templates. As such, some items 

considered clinical statement entries in other contexts are 

treated as sections. The HL7-ON DSTU also maps section 

headings using LOINC® where available.  

To improve available resources and tools for clinical natural 

language processing
1

 specifically for operative reports (16, 17) 

and using our experience with clinical standards evaluation 

(18-20), we sought to use the HL7-ON DSTU and LOINC® 

section codes to represent operative note section headers and 

to develop a resource for operative note section headers.  

Materials and Methods 

Study Overview 

Figure 1 provides a high level summary of this study. The 

HL7-ON DSTU was examined and section headers with 

associated LOINC® codes were collected along with potential 

document section headers from LOINC®. In this case, 

LOINC® was used as the clinical terminology for mapping 

section headers, which are considered an observation or 

measurement. Although the Systematized Nomenclature of 

Medicine--Clinical Terms (SNOMED CT) contains many 

clinical concepts, section headers and document names are not 

represented. All operative notes over a 4-year period from 

University of Minnesota-affiliated Fairview Health Services, 

which includes an academic medical center, one children’s 

hospital, four community hospitals, and three ambulatory 

surgery centers, were collected from a full range of general 

surgery and surgical subspecialties, and section headers were 

extracted. Headers were mapped and coded to eliminate non-

section headers, assess section header variation, and identify 

granularity issues with mapping to structured sections. The 

section headers and mappings were combined into a resource. 

Institutional review board approval was obtained and 

informed consent waived for this minimal risk study.  

HL7-ON DSTU Section Header Extraction 

Level 1 and Level 2 HL7-ON DSTU constraints were used in 

this evaluation. Level 1 header elements included information 

commonly contained in sections for operative notes (e.g., 

“Primary Performer” - typically referred to as the “Surgeon” 

or “Primary Surgeon” in operative notes is a header element). 

Required and optional operative note section names were used 

along with LOINC® section mappings, section descriptions 

and suggested information about each item. Level 3 

constraints were excluded from the analysis as were Level 1 

header elements not related to section headers (such as 

elements to encode the overall operative note specification). 

In addition to the HL7-ON DSTU section headers, LOINC® 

section header names, codes, and descriptions were collected 

by extracting entries of “DOCUMENT_SECTION”, resulting 

in 121 distinct sections from LOINC® Version 2.42. 

Unmapped terms with this list were also mapped to “CLASS” 

entries of “H&P.HX”, “H&P.HX.LAB”, “H&P.PX”, or 

“H&P.SURG PROC” with free text search in a second step. 
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Figure 1 – Overview of Study 

 

Operative Note Section Header Evaluation 

Potential operative note section headers were automatically 

extracted using heuristic rules including the use of 

capitalization, semi-colons and hyphens, and line-breaks. 

Frequencies of each potential header were calculated and a 

cut-off of 100 was used in coding headers. The eliminated set 

of headers accounted for less than 2% of overall entries.  

Each header was then manually designated as a document 

title, a potential section header, or not a potential section 

header by two coders. Potential section headers were then 

mapped to a HL7-ON DSTU standard section name and the 

provided LOINC® section specification, if available. Table 1 

provides an overview and examples of section header codings. 

Table 1 – Coding for Operative Note Section Headers 

Coding and Explanation Example(s) 

Not a Section Header: term is 

not a known section header or 

document title 

“See Radiology Report From”; 

“Operating Room” 

Document Title: term is a doc-

ument title 

“Brief Operative Note”; “Opera-

tive Report” 

Document Header Information: 

term is other document infor-

mation  

“Patient Identification”;  

“Dept” 

Correct Section Header: term is 

preferred section in HL7-ON 

DSTU 

“Anesthesia”; 

“Complications”; 

"Surgery Description" 

New Section Header: term not 

in HL7-ON DSTU 

“Cross-Clamp Time”; “Preopera-

tive History” 

Synonym: term is alternate 

synonymous section name (new 

or known section)  

“Surgery Description” (Pre-

ferred) vs. "Operation Descrip-

tion"  

White-Space, Formatting, Mis-

spelling: white-space, format-

ting, or misspelling 

“Post-operative” vs. “Postopera-

tive”  

 

Word Form Variant: term is 

word form variant to preferred 

or synonym term  

“Preoperative Diagnosis” vs. 

“Preoperative Diagnoses” 

Abbreviation: term is an ab-

breviation 

“EBL” vs. “Estimated Blood 

Loss” 

Compound Section Header: 

two or more sections designat-

ed  

“Operative Indications and 

Consent” 
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Same Granularity: term has 

same granularity as mapped 

header 

“Specimens” vs. “Specimens 

Removed” 

Less Granularity: term has less 

granularity than mapped head-

er 

“Diagnoses” vs. “Postoperative 

Diagnosis” or “Preoperative 

Diagnosis” 

More Granularity: term has 

more granularity than mapped 

header 

“Arthroscopic Findings” vs. 

“Findings” 

Each extracted potential section header name was then coded 

to designate if the header was: the preferred section header 

name; a new section header from the HL7-ON DSTU; a 

synonym; had white space, misspelling, or formatting 

variation; a word form variant; an abbreviation; a compound 

section header; or a header with additional granularity 

compared to the HL7-ON DSTU suggested section header 

specifications. Mapped entries were compared to the section 

name and coded according to their granularity as: equal, 

greater, or less granularity. Finally, if a section header could 

not be mapped to the HL7-ON DSTU, the section header was 

mapped to LOINC® (21).  

Approximately 10% of all mappings were evaluated by both 

coders (a surgeon and informatician (GM) and a surgeon and 

informatics graduate student (EA)) in order to assess inter-

rater agreement. Percent agreement and Kappa were 

calculated for mappings to document titles, non-section 

headers, and section headers; coding for HL7-ON DSTU 

section headers; and assessment for entry variation (e.g., word 

forms and  synonyms). 

The section headers and subsequent mappings were used to 

create a resource of operative note section headers to improve 

the reuse of these notes.  The resource contains section header 

terms, term mapping to HL7-ON DSTU and LOINC, and 

information granularity of mappings. 

Results 

HL7-ON DSTU Section Header Extraction 

Operative note section names and LOINC® section mappings 

for all designated sections in the HL7-ON DSTU were 

collected. This included 3 main header elements related to 

operative note sections which resolved to 6 potential section 

elements, 12 section names (8 required), and 4 subsection 

names (all options). Table 2 contains example entries for these 

18 elements from the HL7-ON DSTU. 

Table 2 –Operative Note Sections from HL7-ON DSTU 

Section 

LOINC 

Code Component Name 

Consent (O, 

H) 

N/A CONSENT FOR SURGICAL 

PROCEDURE 

Anesthesia 

(R, Sec) 

8724-7 SURGICAL OPERATION 

NOTE ANESTHESIA 

Indications 

(O, Sec) 

10217-8 SURGICAL OPERATION 

NOTE INDICATIONS 

Implants (O, 

Sub) 

55122-6 SURGICAL OPERATION 

NOTE IMPLANTS 

R:required;O:optional;H:header;Sec:Section; Sub:Subsection 

Operative Note Section Header Evaluation 

Automated extraction of headers from 362,311 operative note section 

resulted in 2,999,414 entries. Removal of entries with a frequency of 

less than 100 (n=52,054) resulted in 2,947,360 (98.3%) total entries 

and 476 unique entries.  

Initial coding demonstrated that 8 headers (6,975 instances) were 

document titles, 7 headers (15,525 instances) were document header 

information, and 77 headers (26,189 instances) did not represent 

valid potential section headers (Table 3). Of the remaining 384 

section headers (2,898,771 instances), 66% section headers (93% 

instances) mapped to the DSTM and after including LOINC® 

sections for the remaining elements, successful mappings were 

obtained for 79% of headers (98% of instances). We also observed 

large numbers of synonymous terms, normalized variants and other 

formatting associated with section headers.  

Table 3 – Operative Note Section Header Findings 

 

Headers 

N (%) 

Instances 

N (%) 

Overall 476 (100) 2,947,360 (100) 

Document Title 8 (2) 6,875 (0.2) 

Header Information 7 (1) 15,525 (0.5) 

Not a Section Header 77 (16) 26,189 (0.9) 

Section Header 384 (81) 2,898,771 (98) 

  Map to HL7-ON DSTU 255 (66) 2,735,563 (93) 

    Granularity   

       Same Granularity  179 (70) 2,132,446 (78) 

       Greater Granularity  65 (25) 594,605 (22) 

       Less Granularity  11 (4) 8,512 (0.3) 

    Variation in Terms   

       Normalized Word Form 63 (25) 328,090 (12) 

       Formatting Variation 18 (7) 318,233 (12) 

       Synonyms 177 (69) 1,203,053 (44) 

       Abbreviation 18 (7) 256,103 (9) 

  Map to HL7-ON DSTU or  

    LOINC® 

304 (79) 2,833,094 (98) 

  Mapping Failure 80 (21) 65,677 (2) 

     Multiple Sections 22 (28) 10,607 (16) 

     No Mapping 58 (72) 55,070 (84) 

Table 4 summarizes mappings to the HL7-ON DSTU including 

numbers of terms mapping to different headers and the proportion of 

terms that mapped with equal granularity. There was significant 

variability in expression for many HL7-ON DSTU section headers, 

and differences in granularity particularly for section headers for 

primary performer and secondary performer. An analysis of the 30 

most common section terms mapped to the HL7-ON DSTU in all but 

one case, and the remaining header was a LOINC® section mapping 

(data not pictured). 
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Table 4 – HL7-ON DSTU Section Header Mappings 

Total 

Headers 

Unique 

Headers Section Name 

Same 

Granu-

larity 

211,303 4 Anesthesia 99.8% 

93,408 6 Complications 100% 

16,898 10 Disposition 58.5% 

115,307 5 Estimated Blood Loss 100% 

2,945 7 Implants 100% 

197,127 20 Indications 100% 

18,192 20 Operative Note Fluids 79.9% 

565,596 33 Operative Note Surgical Proce-

dure 

100% 

22948 11 Plan 88.8% 

283 1 Planned Procedure 100% 

327,151 13 Postoperative Diagnosis 100% 

333,307 14 Preoperative Diagnosis 99.7% 

203,494 21 Primary Performer 0%* 

383,174 31 Secondary Performer 0%* 

32,530 15 Specimens Removed 99.6% 

100,374 28 Surgery Description 100% 

1,100 2 Surgical Consent 100% 

22,208 2 Surgical Drains 100% 

86,415 11 Surgical Operation Note Find-

ings 

99.5% 

484 2 Surgical Date of Procedure 100% 

1319 2 Surgical Procedure Duration 100% 

 

In the overlap coding of 50 entries, percent agreement and 

Kappa for the initial mapping of document titles, non-section 

headers, and section headers was 100% and 1.00; the HL7-ON 

DSTU mapping agreement for section headers mapping was 

92% and 0.94, respectively.  

A number of section headers did not map to the HL7-ON 

DSTU or LOINC® section headers. A number of these 

appeared to be unique to operative notes such as “Tourniquet 

Time”, “Sponge and Needle Counts”, “Bypass Time”, 

“Preoperative Antibiotics”, and “Preoperative Status”. 

Discussion 

As the demand for the extraction of meaningful information 

from more challenging clinical data sources such as clinical 

texts becomes an area of greater focus, operative notes and 

other clinical documents will be reused for a variety of 

purposes. These efforts aid quality improvement, research, and 

ultimately clinical data interoperability. This study examines a 

structured document standard for operative notes, which 

includes Level 1 (Header) and Level 2 (Section) 

specifications. Section headers from the HL7-ON DSTU and 

additional LOINC® sections headers were evaluated on 

headers extracted from a large number of operative notes from 

an integrated healthcare delivery system. The standards 

covered most header instances although amongst unique 

headers, about 20% did not map. We also observed a large 

amount of variation in the section header term expression 

including many synonyms, formatting variations, variation in 

word forms, and compound section headers within the corpus.  

Although the large variability of expressions in section 

headers was not altogether, unexpectedly due to the known 

variety of expressions commonly seen in clinical text, this was 

an interesting observation in that the overall section header 

number was large even for headers, which are generally 

considered semi-structured and more constrained. 

While the HL7-ON DSTU provides eight required section 

names and a small number of main header items that are 

conventionally sections in operative notes, our study 

demonstrates the wide variability in expressions of these 

elements, the frequent use of optional sections, including the 8 

section/subsection elements designated in the HL7-ON DSTU 

as well as 49 section headers designated in LOINC® and not 

in the HL7-ON DSTU and 58 section headers unique to both 

the HL7-ON DSTU and LOINC®. As the HL7-ON DSTU 

authors note, the base specification for an operative note, like 

other clinical documents, is the HL7 CDA, Release 2.0, 

allowing for other sections not present in the HL7-ON DSTU 

to occur in operative notes. Further, despite the significant 

challenges with variability in expression of section headers 

present in our corpus, the “exact text of the section names are 

not mandated” by the HL7-ON DSTU.  

Several of the unique sections that did not map to the HL7-ON 

DSTU or LOINC®, including “Tourniquet Time”, “Sponge 

and Needle Counts”, “Bypass Time”, “Preoperative 

Antibiotics”, and “Preoperative Status” may be valid optional 

section headers. Some of these are important elements for 

operative notes for certain subspecialties (e.g., cardiac 

surgery, transplant surgery, or vascular surgery).  Further 

assessment of operative note sections in other hospital systems 

may also be helpful for establishing the generalizability of the 

results of our study. 

We also observed issues with respect to both granularity as 

well as variability in expressing different section headers. In 

particular, the section header “Disposition” which is standard 

to the HL7-ON DSTU had a number of entries that were more 

granular than the general header, including “Postoperative 

Condition” or “Prognosis”. Similarly, both “Primary 

Performer” and “Secondary Performer” had wide amounts of 

variability to the amount of detail expressed. “Primary 

Performer” included more granular terms such as “Attending 

Neurosurgeon” and less granular terms such as “Physician”, 

which is under specified enough that it is unclear whether this 

represents a Primary Performer or not. Similarly, “Secondary 

Performer” had mostly more granular terms, many of which 

were trainees including residents and fellows, as well as the 

designation of assistants and other providers involved with 

procedures.  

With respect to variability in section header expression, many 

terms including “Operative Note Surgical Procedure” and 

“Surgery Description” had many terms to express the same 

section header. This was similarly the case with “Primary 

Performer” and “Secondary Performer”, as just described. 

Surprisingly, sections like “Indications” and “Operative Note 

Fluids” also had wide variability with 20 different section 

terms for these two section headers each. We observed that 

while “Operative Note Fluids” is the section recommended for 

operative notes, surgeons were sometimes to describe the 

more significant resuscitative elements like blood products 
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and colloid administration and instead used ad hoc section 

headers like “Components Used”. 

While the majority of the section headers were fully specified 

by their name, there were some section headers where the 

content of the associated section was ambiguous. For instance, 

the section header “Procedure” or “Procedure(s)” in most 

cases designates “Operative Note Surgical Procedure”, which 

lists the procedure(s) performed by the surgeon, similar to the 

“Surgical Procedure” (Header) which provides coded 

enumeration of the procedures performed. However, in some 

cases, the section “Procedure” can be the section most 

commonly labeled with the operative note section “Surgery 

Description”, which described the procedure in detail. The 

disambiguation of these headers may be addressed in future 

studies at the semantic level with the contents of operative 

notes using machine-learning or other automated approaches. 

This also points out the large amount of variability in 

expression and practice with operative note composition. 

There are several limitations to this study. Section headers 

were extracted from operative notes using a set of 

deterministic section segmenting rules, and some were likely 

missing in our analysis. Additionally, while comprehensive in 

sample size and having data created from academic and 

community sites, the study was conducted within a single 

regional hospital system composed of six hospitals including 

an academic hospital, a children’s hospital, four community 

hospitals, and three ambulatory surgical centers. The study’s 

findings could be further validated in a future corroborating 

study.  

Conclusion 

Structured document standards and well-formed section 

header designations are important for interoperability of 

clinical documents and natural language processing systems 

that consume these documents.  We evaluated the HL7-ON 

DSTU specification for operative note section headers and 

LOINC®. Our findings confirm that most section headers are 

covered by the HL7-ON DSTU and LOINC®. However, there 

is a large amount of variability in section header expression, 

and a number of section headers specific to operative notes not 

currently present in these resources. These findings should be 

considered for future HL7-ON DSTU iterations and possibly 

for addition to LOINC®. The resulting section header 

resource can also be used for section header mappings for 

natural language processing systems. 
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Abstract 

ADL is a formal language to express archetypes, independent 

of standards or domain. However, its specification is not 

precise enough in relation to the specialization and semantic 

of archetypes, presenting difficulties in implementation and a 

few available tools. Archetypes may be implemented using 

other languages such as XML or OWL, increasing integration 

with Semantic Web tools. Exchanging and transforming data 

can be better implemented with semantics oriented models, for 

example using OWL which is a language to define and 

instantiate Web ontologies defined by W3C. OWL permits 

defining significant, detailed, precise and consistent 

distinctions among classes, properties and relations by the 

user, ensuring the consistency of knowledge than using ADL 

techniques. This paper presents a process of an openEHR 

ADL archetypes representation in OWL ontologies. This 

process consists of ADL archetypes conversion in OWL 

ontologies and validation of OWL resultant ontologies using 

the mutation test. 

Keywords:  

Archetypes, ADL, Ontologies, OWL. 

Introduction 

An archetype is a formal expression of a distinct concept in 

the domain level, expressed as constraints on data whose 

instances are in accordance with the reference model. The 

development process of an archetype consists mainly of 

translating a clinical concept for Reference Model entities, 

defining structure and data representation in an Electronic 

Health Record (EHR) [28]. Information sources for its 

development are varied: expert knowledge, specialized 

publications, data entry screens and system reports, term lists, 

clinical system data models, messages and regulatory forms, 

and forms used in clinical appointments or medical records [7, 

8]. 

Clinical archetypes developed according to the openEHR [16] 

model use the Archetype Definition Language (ADL) as a 

standard [26]. This language presents an abstract syntax that 

can be used to express archetypes based on any information 

model. However, it presents difficulties in implementation and 

a few available tools to manage contents [3]. 

Although ADL language has its own syntax, it can be 

described using other languages such as eXtensible Markup 

Language (XML) [27] and Web Ontology Language (OWL) 

[10], increasing the integration with other Semantic Web tools 

and decreasing interoperability problems between health 

information systems [3, 4]. Therefore, processes for  

exchanging and transformating data can be better 

implemented with semantics oriented models, such as 

ontologies using OWL [1]. 

Ontologies define terms to describe and represent a knowledge 

domain. They are descriptions of concepts and relationships 

that can be used by people or software agents to share 

information in this domain. So, they can be used as a unifying 

structure for semantic representation of information [17, 18]. 

Ontologies have been frequently used to represent biomedical 

knowledge in recent years [12, 13]. They provide strict 

structures for knowledge management tasks related to 

archetypes and EHR systems representation [3].  

We define in this article a process for the representation of 

ADL archetypes in ontologies described in OWL (or OWL 

ontologies) which are validated using mutation test. This 

process has two steps: the conversion of ADL archetypes in 

OWL ontologies using the algorithm of Elkin et al. [14] and 

the validation of OWL ontologies using the mutation test of 

Porn et al. [19, 20]. 

Archetype Definition Language (ADL) 

ADL is a formal language to express archetypes, where the 

structure is independent of standard or domain. In general, it is 

not a language for clinical domains. It can be used to define 

any type of archetype for different reference models therefore 

it is possible to represent the same syntactic structure among 

diverse models [1]. 

ADL archetype is basically composed of three sections [1, 9]: 

(1) the section header, which contains the name of the 

archetype, a unique code that identifies the clinical concept 

and information of specialization and the language in which it 

was written; (2) the definition section, which specifies the 

structure and constraints associated with the clinical concept, 

restricting the cardinality and the content of the instances of 

the information model;  (3) and the ontology section, which 

represents terminological definition to each clinical concept. 

In this paper only the definition section of archetypes is used 

to the conversion process to OWL. 

ADL has some difficulties in implementation. When 

performing semantic processing two elements are required: 

one ADL parser and one parser of the reference model to 

ensure clinical accuracy of content [1]. 

The ADL parser produces a set of objects without explicit 

semantic relations among them. The semantics are unknown 

to the parser and only the association among the elements of 

Definition and Ontology section can be defined [1]. Thus, 

ADL reasoning possibilities are currently very limited [3], as 

well as the availability of tools to manage ADL contents is 

reduced. Consequently, the formalization of exchanging data 

and data transformation processes among systems becomes 

more difficult than using semantics oriented models, such as 

OWL ontologies. 

Ontology Web Language (OWL) 

An alternative to problems related to ADL language is the 

archetypes representation through OWL ontologies. OWL 

allows definitions that are meaningful, detailed and accurate 

with consistent distinctions among classes, properties and 
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relations defined by the user [1]. Thus, the construction of 

archetypes using OWL can ensure the consistency of 

knowledge in a more general way than when using ADL 

techniques due to the lack of tools for managing these models. 

The OWL language is used to define and instantiate Web 

ontologies and is defined by the W3C (World Wide Web 

Consortium) [10]. OWL ontology specifies how to derive 

logical consequences through the formal semantic OWL, 

clarifying facts that are not presented in the ontology but are 

bounded by the semantics [11]. 

Ontologies impose strict structures to knowledge management 

related to archetypes and EHR systems [3], so that several 

methodologies and tools have been proposed to compare 

different ontologies, mixing and identifying inconsistencies. 

Thus, activities such as comparison, selection, classification 

and consistency checking can be performed in the OWL in an 

easier and more efficient way than in the ADL content. As a 

matter of fact, OWL is a knowledge representation language. 

The use of ontologies to represent biomedical knowledge is 

not a new process, as ontologies have been used in biomedical 

domains in recent years in different purposes [12, 13]. Thus, 

OWL becomes appropriate to represent clinical archetypes 

and information about EHR, so that constraints on archetypes 

can be determined by OWL or by defining appropriate 

elements. 

 Materials and Methods 

For the representation of ADL archetypes in OWL ontologies 

two steps were established: 

1. Convert openEHR archetypes developed in ADL 

language to OWL ontologies, based on an algorithm 

for mapping ADL objects to OWL, adapted from a 

model proposed by Elkin et al. [14]. 

2. Validate OWL ontologies obtained after conversion. 

For this, OWL ontologies are tested using mutation 

tests [19, 20]. 

Figure 1 shows an example of definition section of an 

openEHR archetype implemented in ADL language, that will 

be converted to an OWL ontology. 

 

Figure 1 – Definition section of an ADL archetype 

To represent archetypes in OWL, it is necessary to define in 

OWL the classes from the Reference Model used by the 

archetype. Thus, the following algorithm is used to the first 

step of the conversion process: 

1. Reference Model classes used by the archetype are 

represented as OWL classes; 

2. Each archetype node defined as a clinical concept is 

represented as a subclass of one of the classes of the 

Reference Model used; 

3. Object properties that define associations among nodes 

and archetype components are defined as OWL Object 

Properties. The domain declaration of this properties is 

indicated for the archetype class itself, and the range 

declaration to the set of objects that should be 

associated to the domain of this property; 

4. Properties that represent data structures in ADL are 

defined as OWL Data Type Properties, being the 

domain declaration indicated as the cardinality of 

objects associated to this property, and the range 

declaration defined as the data types of all objects 

found in the archetype with respect to this attribute; 

5. Properties constraints and cardinalities defined in ADL 

archetype are converted in constraints and axioms of 

OWL language. 

Basically, an archetype has a hierarchical structure and 

constraints started with a root class. Thus, for an ADL 

archetype that presents several archetype nodes of the 

Reference Model of the same type, as ELEMENTs, in OWL 

just one class is defined to represent this node as a root class 

of the hierarchy and the clinical concepts of the archetype are 

represented as subclasses of these classes of the Reference 

Model. 

Based on the conversion algorithm, it is possible observe at 

Figure 2 the definition of the archetype nodes 

EVALUATION, ITEM_TREE, CLUSTER and ELEMENT of 

the Figure 1, represented as OWL classes. 

 

Figure 2 – openEHR Reference Model classes in OWL 

In the hierarchy of an ADL archetype, properties that define 

associations among archetype nodes, refer to Information 

Reference Model classes, therefore they associate individuals 

of classes from a lower level, to individuals of classes from a 

higher level, defining classes and subclasses from the 

archetype [44]. Figures 3 to 7 show excerpts of one OWL 

ontology representing each structure of ADL archetype of 

Figure 1. Figure 3 presents OWL Object Properties which 

represent the properties that define associations among nodes 

and components of the ADL archetype. 

 

Figure 3 – ADL Operators as OWL Object Properties 

In Figure 4 it is possible to observe the domain declarations 

defined to the OWL Object Properties presented in Figure 3. 
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Figure 4 – Domain definitions of OWL Object Properties 

Figure 5 presents range declarations defined for OWL Object 

Properties presented in Figure 3. 

 

Figure 5 – Range Definitions of OWL Object Properties 

It is possible to observe in Figure 6 the definition in OWL of 

the properties that represent data structures in ADL from 

Figure 1, with domain and range declarations of these 

properties defined as shown for OWL Object Properties.  

 

Figure 6 – ADL Operators as OWL Data Type Properties 

As ADL data properties are represented as OWL Data Type 

Properties according to the conversion algorithm, associations 

can be made through OWL constructors hasValue, 

someValuesFrom and allValuesFrom. 

So, according to the last step of the conversion algorithm, 

ADL property constraints and cardinalities are defined as 

OWL constraints, as shown in Figure 7 the constraints 

concerning the ELEMENT and ITEM_TREE classes of the 

archetype from Figure 1. 

 

Figure 7 – ADL constraints as OWL constraints 

The conversion process and the resulting representation of 

ADL archetypes to OWL were assisted by a tool for creating 

and editing of ontologies called Protégé [15]. The following 

steps were defined: 

1. Manual selection of openEHR ADL archetypes in the 

online repository CKM [16]. Seven archetypes in the 

review state were selected. Three archetypes are 

OBSERVATION type, respectively the “Apgar score”, 

“Autopsy examination” and “Fetal heart rate” 

archetypes. Two are EVALUATION type, the “Alert” 

and “A health oriented check list” archetypes. One is 

INSTRUCTION type and one is an ACTION type, 

respectively “Informed consent request” and “Follow 

up action” archetypes. 

2. Manual conversion of ADL archetypes to OWL based 

on the conversion algorithm, being the process realized 

with the aid of Protégé tool; 

To validate archetypes and reveal possible defects inserted in 

OWL ontologies (proposed in step 2 of the process), we 

applied the mutation test technique to OWL Ontologies [19, 

20]. 

Results 

OWL ontologies obtained after the conversion process are 

readable for humans and computers, facilitating the 

interpretation of clinical concepts as well as the development 

of queries and content management. 

Test methods which validate OWL models help to ensure 

adequacy and quality in ontologies. Tests allow the 

representation of knowledge domain with security and 

accuracy. Written queries in SPARQL [25] or DL Query [21] 

can be used to validate the correction of syntactic and 

semantic structures in tests of instantiation, recovery, 

achievement, satisfaction and classification [22]. 

Published studies have shown that mutation test is the most 

effective in revealing defects [23, 29]. Mutation test is a 

defect-based technique proposed in [19, 20, 24] to simulate 

defects on ontologies, generating mutant ontologies, according 

to predefined mutation operators known. Mutant ontologies 

must reveal defects or be considered equivalent (non 

defective) to the original ontology, according to the DL Query 

test data used. 

After seven openEHR ADL archetypes have been selected in 

the online repository CKM and converted to OWL, it was 

possible to generate a total of 2000 mutants ontologies and 

187 defects in all OWL ontologies [20]. 

Detailing in the “Apgar score”, “Autopsy examination” and 

“Fetal heart rate” archetypes were found respectively 41, 19 

and 44 defects. In the “Alert” and “A health oriented check 

list” archetypes were found 16 and 21 defects and, in the 

“Informed consent request” and “Follow up action” 

archetypes revealed 31 and 15 defects. 139 mutant ontologies 

were defined as equivalent to the original ontology and other 

mutants were killed with test data generated. 

Discussion 

Archetypes are used to guide clinical practice, requiring the 

exploration, comparison, classification and integration of 

information originating from different heterogeneous systems. 

The OWL language presents excellent mechanisms for these 

activities, enabling the representation of ADL archetypes in 

OWL ontologies and providing an excellent semantic 

representation of the clinical concepts addressed. 

The representation of archetypes in OWL requires the 

semantic interpretation of clinical archetype, so that the ADL 
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structures defined in the archetype specialize in openEHR 

Reference Model classes [9]. Therefore, defects can be created 

by the developer during the definition of the OWL archetype 

constraints, and these defects can cause failures. This was 

possible to observe with the reached results after the 

application of the mutation test technique in the archetypes 

was represented in OWL. 

It is also possible to observe with the reached results, the large 

number of mutants generated, determining a high possibility 

of occurrence of defects in the development. However, the 

existence of defects in obtained models does not characterize 

problems in the conversion process. This is because OWL 

ontologies are based on open world assumption, thus the 

representation of archetypes in OWL requires the semantic 

interpretation of clinical archetype. 

The purpose of applying the mutation test technique was to 

validate the obtained results after the conversion process, in 

this case OWL ontologies, and not the conversion process 

proposed. Consistently selected archetypes in the online 

repository CKM were in their review state. Defects were 

found after the conversion process in OWL ontologies; 

however, this did not invalidate the proposed method of 

conversion ADL archetypes to OWL ontologies. 

In some cases it was not possible to identify the defect applied 

by the mutation operator with any given test data because it 

was not considered in this analysis the instantiation of objects 

for each archetype classes represented in OWL, which might 

produce better results. The mutants of these cases are defined 

as equivalents. 

For 139 mutants that have been defined as equivalent, it would 

be possible to obtain better results (that is, it is possible to 

define whether the ontology has or not defects) executing the 

mutant ontologies with same test data and instantiating 

individuals to ontology classes. Moreover, it can be concluded 

in these cases that the test data used were not efficient, 

because they do not produce distinct results from the original 

ontology and there is the possibility of generating new test 

data. 

With the application of the mutation test on the archetypes in 

OWL, it is possible to validate the models obtained after the 

conversion process due to the identification of committed 

defects, correcting and ensuring the correction of the 

archetype. 

Conclusion 

Ontologies define concepts, classes, properties, relationships, 

constraints and axioms about a particular knowledge domain, 

which can represent the real and conceptual world through 

semantic identifiers. Ontologies have proven to be extremely 

useful to assist the development of computer systems, due to 

some of their own characteristics such as vocabulary for 

representing knowledge and the possibility for extending a 

generic model for a specific domain. 

A clinical archetype represents a specific knowledge domain 

and can be modeled in ontologies in different ways. It was 

proposed in this paper to convert clinical archetypes of the 

openEHR standard implemented in ADL to OWL ontologies. 

In the conversion process, two steps were defined: (1) the 

conversion from ADL to OWL; (2) the validation of the model 

obtained. 

The ontology developed tool Protégé was used to perform the 

first step of conversion process of openEHR archetypes to 

OWL ontologies as well as to perform the second step of 

process, where it was applied the mutation test in the OWL 

ontologies obtained. For each mutation performed, it 

generated a new ontology defined as mutant. For the 

generation and execution of test data, it used the DL Query 

language, a query language for ontologies available on the 

Protégé tool. 

For this experiment, seven openEHR archetypes were used, 

generating an average of 285 mutants to each model. From the 

total of mutants ontologies obtained, 187 defects were 

identified and 139 mutants were defined as equivalent to the 

original ontologies. Each defect revealed in a mutant ontology 

corresponds to mutation performed by a mutation operator. 

The analysis and correction were made based on the 

characteristics of this known mutation operator.  

The conversion process was experimented. A test method 

determined the correction of resulting OWL ontologies. A 

high number of mutants was generated and defects were 

revealed, consistent with the fact that they were under review. 

It is also possible to infer that this test method can be applied 

to other knowledge domains represented by OWL ontologies. 
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Abstract 

The integration of heterogeneous ontologies is often hampered 

by different upper level categories and relations. We report on 

an on-going effort to align clinical terminology/ontology 

SNOMED CT with the formal upper-level ontology BioTop-

Lite. This alignment introduces several constraints at the 

OWL-DL level. The mapping was done manually by analysing 

formal and textual definitions. Descriptive logic classifiers 

interactively checked mapping steps, using small modules for 

increasing performance. We present an effective workflow, 

using modules of several scales. However, only part of the 

classes and relations could easily be mapped. The implica-

tions for future evolution of SNOMED CT are discussed. It 

seems generally feasible to use a highly constrained upper-

level ontology as an upper level for the benefit of future 

SNOMED CT versions that are more interoperable with other 

biomedical ontologies.       

Keywords:  

Biological Ontologies; SNOMED CT. 

Introduction 

The support of domain terminologies by formal ontologies is 

increasingly seen as an important requirement for semantic 

interoperability in health care and biomedical research. The 

integration between clinical and research data is essential for 

the advance of translational and personalized medicine. Both 

health care and biomedical research have terminology sys-

tems. Whereas the Unified Medical Language System 

(UMLS) [1] has focused on the integration of heterogeneous 

terminology systems in terms of lexical semantics, the disci-

pline of Applied Ontology [2] has proposed to look beyond 

linguistic and conceptual structures. Applied Ontology’s atten-

tion focuses on the referents, i.e., the entities denoted by terms 

and concepts, their ontological nature and the way they are 

related. Description logics (DLs) [3], especially the different 

OWL dialects [4] have become de-facto standards for ontolo-

gies.   

An important aspect is the standardization of ontology arte-

facts in terms of upper-level ontologies, i.e., formal or semi-

formal systems of categories, relations and axioms, linked to 

human-readable labels. The development of the two most well 

established upper-level ontologies, namely DOLCE [5] and 

BFO [6], focused on certain areas like cognitive sciences 

(DOLCE) and natural science (BFO). Other examples for up-

per-level ontologies in the biomedical domain include the 

GALEN upper level [7], the UMLS semantic network [8], and 

the OBO relation ontology RO [9].  

The OBO Foundry effort [10] advocates the use of upper-level 

ontologies. In parallel, the ontological foundations of the large 

clinical terminology SNOMED CT [11] have substantially 

evolved, and the important field of medical classifications, 

with ICD as flagship, will be increasingly anchored in onto-

logical grounds [12]. Whereas OBO Foundry ontologies are 

aligned with BFO 1.1 classes and with relations from RO, 

SNOMED CT's ontological framework is largely influenced 

by the legacy of former SNOMED versions, together with a 

frame-like concept model, which evolved almost untouched 

by formal-ontological deliberations.  

An ontological upper-level shared by a range of different do-

main ontologies would have several advantages:  

• Upper-level ontologies would force the categorization 

of domain entities into well-defined upper level cate-

gories. This is not at all trivial, regarding the inherent 

ambiguity of many legacy categories. A typical exam-

ple is the pseudo-category Problem, a key concept in 

clinical documentation and decision-making, e.g., as 

single items that constitute clinical problem lists. 

Problem includes a broad range of statements on a 

person having a disease now or in the past, having a 

certain behaviour, having a history of surgical inter-

ventions etc., together with epistemic aspects like se-

verity, significance, certainty, priority etc.  

• Medical terms that denote what is commonly classi-

fied by Disease / Disorder turn out to be ambiguous 

[13]. For example, "allergy" may denote a disposition 

or a process, “fracture” may denote a damaged ana-

tomical entity, but also the fracturing event, or even 

the life phase during which an organism exhibits the 

former and which has started with the latter.  

• Upper-level ontologies would standardize the ways 

entities are related with each other. This standardiza-

tion means a well-defined canon of relations. How-

ever, this situation  requires a consensus about the 

precise meaning of relations, in terms of their alge-

braic properties and relation hierarchies, such as 

whether the relation is part of is reflexive, or whether 

is part of always implies is included in. The fact that 

important relations are ternary (e.g., a is part of b at 

time t), whereas the commonly used representation 

languages are binary is an issue not to be neglected 

[14]. This fact also complicates the current process of 

creation of an OWL version out of the upper level on-

tology BFO2 [15].  

• Upper-level ontologies introduce constraining axioms 

that enforce conformance with domain ontologies that 

depend on them. Examples include domain / range 

constraints, such as that only members of the class 

Process can be in the domain of the relation has par-

ticipant, but also further-reaching constraints such as 

that material entities can have material or immaterial 

entities as parts, whereas processed can only have 

processes as parts. 
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In this paper, we report on a first pilot of a harmonization ef-

fort that aims to fill the gap between SNOMED CT and other 

biomedical ontologies. We use the domain level ontology 

BioTopLite2 (BTL2) [16] in order to align SNOMED CT with 

well-defined classes and relations, and we use BTL2's rich set 

of axioms for validating the design decisions. Finally we will 

test the scalability of the map by measuring classification 

time, given that SNOMED CT mapped to BTL2 means to go 

from polynomial to exponential complexity.       

Methods 

SNOMED CT is gaining ground as an international clinical 

terminology standard. After the fusion of earlier SNOMED 

nomenclatures with the UK clinical terminology CTV3, the 

international standards organisation IHTSDO has embraced 

the mission of transforming SNOMED CT into a global 

healthcare language. Although the ontological SNOMED CT 

content, to date, is primarily released in relational format, a 

standard way of creating Description Logics (DL) axioms out 

of them has been described. This algorithm has been 

implemented in Perl script, from which the description logics 

axioms can be generated as an OWL-EL ontology [11]. The 

DL version has primarily been used to automatically generate 

taxonomic links in the SNOMED CT production process.  

Table 1 shows the concepts of the uppermost level of the 

SNOMED CT concept hierarchy, under which all of the ap-

proximately 300,000 SNOMED CT concepts are grouped.    

Table 1 – SNOMED CT upper concepts 

Body structure Procedure 

Clinical finding Qualifier value 

Environment or geogr. location Record artefact 

Event Situation with explicit context 

Observable entity Social context 

Organism Special concept 

Pharmaceutical/biologic product Specimen 

Physical force Staging and scales 

Physical object Substance 

 

Table 2 shows the most frequent relations (object properties) 

in the OWL version (out of 62). These relations account for 

approximately 95% of all asserted relational statements in 

SNOMED CT axioms (totalling approx. 380,000). 

Table 2 –most frequent SNOMED CT relations  

Role group Direct device 

Finding site Direct substance 

Method  Using substance 

Associated morphology After 

Procedure device Has specimen 

Has active ingredient Has focus 

Causative agent Finding context 

Has dose form Associated finding 

Interprets Has intent 

Procedure site - Indirect Procedure site 

Direct morphology Using access device 

Component  Procedure context 

Has interpretation Associated procedure 

Occurrence Access 

Using device Specimen source topography 

Temporal context Laterality 

Subject relationship context Associated with 

 

BioTop was launched in 2006 as an Upper Domain Ontology 

in OWL DL. As BioTop never intended to compete with es-

tablished ontologies, its developers created bridging ontolo-

gies to DOLCE, BFO, RO, and the UMLS Semantic Network 

and left the uppermost level deliberately flat. An important 

asset of BioTop has been its strong focus on constraining axi-

oms, as an important mechanism for consistency checking, 

which is not yet available for BFO and RO. BioTop was used 

as a domain top level in several projects [16]. Later, a reduced 

form was released, named BioTopLite. Its classes and rela-

tions are shown in Tables 3 and 4.   

Table 3 – BioTopLite2 upper classes 

Disposition Process 

Function Quality 

Immaterial object Role 

Information object Temporal region 

Material object Value region 

Table 4 – BioTopLite2 upper relations  

(OWL object properties, without inverses,  

without descendants) 

at some time includes 

causes precedes 

has condition projects onto 

has participant represents 

 

The mapping process was done for all SNOMED CT con-

cepts and relations in Table 1 and 2. The use of the complete 

SNOMED CT OWL version for this exercise would have re-

sulted in severe performance problems, slowing down the 

whole process.  

We therefore decided to perform the mapping on modules of 

SNOMED CT. One type of modules (M1) was constructed 

based on signatures that contained one seed concept per 

SNOMED CT pattern. We defined a SNOMED pattern as a 

generalization of a subclass or equivalence axioms in the 

sense that each concept in the axiom was substituted by its 

uppermost ancestor, i.e., the concepts in Table 1. This method 

yielded 1,746 axiom types
1

. For each axiom type, a concept 

was selected randomly. The resulting set of concepts was used 

as a signature to create a module by following all outgoing 

links horizontally and vertically, according to [17]. Such a 

module has about 11,000 classes (variations resulting from 

random selection have only minor effects). Another series of 

modules (M2) was created from weighted (by subhierarchies) 

random signatures of different sizes.  

The mapping was done completely manually, following previ-

ous work, employing an iterative approach [18,19]. The deci-

sion for a given map was done by thoroughly analysing the 

meaning of the candidate classes and relations, considering 

formal axioms as well as text definitions and hierarchical con-

text. Each major ontology mapping step is checked by a DL 

reasoner, the results of which are then analysed and corrected 

under two perspectives: first, the classes tagged as 'inconsis-

tent' are identified and the causes are investigated and re-

paired; second, whenever the ontology has reached a consis-

tent state, the logical entailments are analysed for adequacy. 

Again, the causes are investigated and fixed, whenever wrong 

                                                           

1 Duplications of clauses like ‘rel
m
 some TopConcept

n
’ were 

ignored; ‘rel
m
 some TopConcept

n
 and rel

o
 some TopConcept

p
’ 

vs. ‘rel
o
 some TopConcept

p
 and rel

m
 some TopConcept

n
’ and 

other variations in order were only counted once. 
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entailments were encountered. We used Protégé 5 [20] for 

editing, together with the HermiT [21] and FaCT++ reasoners 

[22], supported by the included explanation facility [23].  

Results 

The mapping of the classes yielded the following results  

(BioTopLite classes are indicated by the namespace prefix 

btl:, SNOMED CT by sct:)
2

: 

• Equivalence mapping was possible only for the 

class sct:Organism.  

• Simple subclass mappings were done for the fol-

lowing SNOMED CT top-level concepts: sct:Event 

under btl:process, sct:Observable entity, Record arte-

fact and sct:Staging and scales under btl:information 

object, sct:Pharmaceutical / biologic product, 

sct:Physical object and sct:Specimen under 

btl:polymolecular composite entity, sct:Physical force 

under btl:quality, sct:Procedure under btl:action. 

• Complex subclass mappings, i.e., those targeting 

compositional BTL2 expressions were done for 

sct:Body structure, which was mapped to the expres-

sion btl:immaterial object or btl:structured biological 

entity. Target for sct:Clinical finding was the expres-

sion btl:disposition or btl:function or btl:material ob-

ject or btl:process. This expression was introduced 

for convenience as the defined class btl:condition, 

due to the necessity to pragmatically deal with the 

ambiguous, cross-category meaning of diseases, dis-

orders and findings. sct:Environment or geographic 

location was mapped to btl:immaterial object or 

btl:poly molecular composite entity. Finally, 

sct:Substance was mapped to the disjunctive state-

ment btl:amount of pure substance or btl:compound 

of collective material entities, due to the fact that also 

mixtures at molecular or microscopic level (blood, 

milk) are substances in SNOMED CT.  

• No mappings resulted from the analysis of (i) 

sct:Qualifier value, (ii) sct:Situation with explicit 

context, (iii) sct:Social context, and (iv) sct:Special 

concept. In the first case, we found a large inho-

mogeneity, including actions like Training – action, 

qualities like Decreased, as well as numbers and 

units of measurement. The second case refers to enti-

ties of the frequently debated Situation with explicit 

context hierarchy, which is a kind of SNOMED-

internal information model with concepts like No 

temperature symptom or Treatment changed. Al-

though most of them could be mapped to 

btl:Information object, we refrained from a mapping. 

(For a thorough ontological analysis of these so-

called context model concepts cf. [24]). Under (iii) 

we have encountered roles, individual humans, as 

well as population groups, and under (iv) we found 

inactive concepts and navigational concepts, which 

exist only to provide nodes in a navigation hierarchy, 

according to [25] and are therefore of no ontological 

relevance.     

The mapping of relations proved far more complex, because 

of their larger number in both ontologies (see Tables 2 and 4) 

and the large number of constraining axioms attached to BTL2 

relations. We decided to map not only the relations at the up-

permost hierarchical level but also some of their descendants, 

                                                           

2

 We use Italics for classes / concepts and Bold face for rela-

tions (object properties) 

because of their frequent use and special semantics. So far, we 

have limited the relation mapping effort to those relations that, 

together, cover 95% of all relational statements in SNOMED 

CT, see Table 2.   

Only one relation equivalence was found, namely sct:After 

for btl:precedes.
3

 

A special case was the sct:RoleGroup relation, which had 

originated as a mere syntactic construct to circumvent nested 

expressions [26], and then was found to be interpretable in 

several ways according to its context. We identified two dif-

ferent possible mappings: for domains of the type sct:Clinical 

Finding the corresponding BTL relation is btl:has condition, 

domains of the type sct:Procedure would be mapped to 

btl:has part.      

Most SNOMED CT relations could be mapped as subrelations 

to BTL2 relations, together with refined domain and range 

restrictions. This is the case with the following relations: 

• sct:Finding site mapped to btl:is included in with 

domain btl:condition and range sct:Body structure; 

• sct:Procedure site mapped to btl:is included in with 

domain sct:Procedure and range sct:Body structure; 

• sct:Using device mapped to btl:has patient with do-

main sct:Procedure and range sct:Physical object; 

• sct:Causative agent mapped to btl:caused by with 

range sct:Substance;   

• sct:Laterality mapped to btl:bearer of with range 

btl:Quality; 

• sct:Has active ingredient mapped to btl:has part 

with domain sct:Pharmaceutical / biologic product 

and range sct:Substance;  

• sct:Associated morphology mapped to btl:has part 

with domain btl:condition and range 

sct:Morphologically abnormal structure;  

• sct:Has dose form mapped to btl:is bearer of with 

domain sct:Pharmaceutical / biologic product and 

range sct: Drug dose form;  

• sct:Has specimen mapped to btl:has patient with 

domain sct:Procedure and range sct: specimen; 

• sct:Method mapped to btl:includes with domain 

sct:Procedure and range sct:Qualifier value; 

• sct:Access mapped to btl:is bearer of with domain 

range sct:Qualifier value;  

• sct:Occurrence mapped to btl:projects onto with 

domain range sct:Qualifier value;  

• sct:Procedure device mapped to btl:has patient with 

domain sct:Procedure and range sct:Physical object; 

• sct:Component mapped to btl:has patient with do-

main sct:Procedure and range sct:Substance; 

• sct:Specimen source topography mapped to the 

chain (btl:at some time • btl:is included in).  

                                                           

3

 Another relation pair for which equivalence mapping seems 

plausible is sct:part of / btl:is part of. The former is not in our 

list as it is, to time, is infrequent SNOMED CT. After the 

planned redesign of the anatomy branch in SNOMED CT, this 

will be one of the most frequent relations. 
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Several SNOMED CT subrelation introduce additional as-

pects, e.g. sct:Procedure site - Indirect, sct:Direct morphol-

ogy, sct:Direct device,  sct:Using access device. The differen-

tiation of their meaning regarding their respective superrela-

tions cannot be expressed by any BTL relation. One solution 

would be to assign roles or qualities to the target classes, e.g., 

the difference between direct or indirect surgical access. 

There are complex relationships in SNOMED CT that cannot 

be mapped to any BTL2 relation. For instance sct:Has focus 

describes the intent of a procedure to reach a certain goal. An 

appropriate representation would require a model of intention-

ality, together with a reference to a class that is not (yet) in-

stantiated. This would require an approach similar to the rep-

resentation of plans, which is outside of what can be expressed 

in OWL-EL [27].  

As argued in [24], the concepts in the SNOMED CT hierarchy 

Situation in specific context represent epistemic entities like 

components in an information model. As shown in [28], there 

are possibilities to express such statements in description lo-

gics, as instances of the class btl:information object, however 

requiring a more expressive logic than OWL-EL. We there-

fore exclude the following relations from our mapping: 

sct:Finding context, sct:Procedure context,  sct:Associated 

finding, sct:Interprets, sct:Has intent, sct:Subject relation-

ship context, sct:Has interpretation, sct:Temporal context, 

sct:Subject relationship context.    

The mapping workflow turned out to critically depend on 

classification time. Whenever the ontology was in an inconsis-

tent state, the classification of SNOMED CT modules of type 

M1 (in which all SNOMED CT patterns are represented) 

causes disruptions of more than fifteen minutes. In such cases, 

a switch to M2 modules of smaller scale was mostly sufficient 

for debugging, with classification times under two minutes. 

The debugging of insatisfiable classes was time consuming, 

which is illustrated by the output of the Protégé explanation 

function (Figure 1). At the end of the described phase, with a 

mapping of 95% of the relational clauses, there were on aver-

age three insatisfiable SNOMED CT concepts in modules with 

on average 11,050 concepts. 

Conclusion 

The on-going SNOMED CT – BTL2 aligning experience has 

shown up until now that large parts of SNOMED CT were 

compatible with a highly principled and compact upper level 

ontology like BioTopLite. The mapping at class level demon-

strated a good agreement with BioTopLite for fifteen of the 

nineteen subhierarchy roots. That ontologically heterogeneous 

subhierarchies like sct:Situation with specific context, 

sct:Qualifier value, as well as sct:Social context and 

sct:Special concept could not be straightforwardly mapped 

was not surprising. We recommend that these SNOMED CT 

branches undergo a major redesign. At the level of the rela-

tions, the known ambiguity of the role group relation was con-

firmed. This construct requires further analysis and should 

eventually be substituted by a set of new relations that are 

clearly labelled. However, this would have to include nested 

relations into the SNOMED CT architecture, a desideratum 

that had been formulated on various occasions, by several 

stakeholders, such as the IHTSDO Observable group.  

Regarding the other relations, SNOMED CT would be well 

served in most cases with a much smaller set of relations. The 

multitude of relations is, above all, a legacy issue. The simple 

BTL2 relation btl2:is included in would perfectly suit to sub-

stitute the SNOMED CT relations sct:Finding Site and 

sct:Procedure Site. The same would be true for btl:has part, 

which could substitute the relations sct:Active ingredient and 

sct:Associated Morphology. From an ontological point of 

view, we see no need to repeat the sort of the range concept 

(e.g., being a morphology or a substance) in the relation. This 

would simplify the construction and maintenance of 

SNOMED CT.   

Although BTL2 uses the whole range of OWL-DL construc-

tors, classification of SNOMED CT modules under BTL2 

even of a size of 15,000 classes show satisfactory performance 

values, with about 15 minutes using the HermIT classifier. For 

a non-disruptive workflow it has been proven valuable to use 

small random modules that classify quickly after each modifi-

cation of the map, because it is quite likely that the impact of a 

modelling error leads to insatisfiable classes even in these 

small modules. Once all small modules are satisfiable, then 

the more time consuming consistency check with a big mod-

ule can be performed. Such modules that cover the complete 

variability of SNOMED CT by containing at least one class 

for each occurring design pattern have a size of approximately 

11,000 classes. Checking the map with these modules might 

spot additional errors, or confirm the satisfiability documented 

by the smaller (incomplete) modules.  

This approach could be integrated into the SNOMED CT 

maintenance and redesign workflow, which until now is 

mainly guided by the constraints formulated inside the frame-

like SNOMED CT concept model. In contrast, the OWL ver-

sion used in the production process cannot spot inconsisten-

cies due to the inexpressiveness of the language.  

In 2008, Rector and Brandt argued in favour of a more expres-

sive description logics for SNOMED CT [29]. Our findings 

suggest the feasibility for this at least regarding the upper 

level.     
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Abstract 

 Standardized quality assurance (QA) plays an import role to 

maintain and develop success of cardiovascular procedures 

(CP). Well-established QA models from Germany could be 

shared in a form repository for world-wide reuse and 

exchange. 

Therefore, we collected the complete set of all quality QA 

forms for CP, which is obligatory to be filled out by all 

German health service providers. Original forms were 

converted into standardized study forms according to ODM 

(Operational Data Model) and translated into English. 

Common medical concepts and clusters of medical concepts 

were identified based on UMLS coding of form items. 

All forms are available on the web as multilingual ODM 

documents. UMLS concept coverage analysis indicates 88% 

coverage with few but critically important definition gaps, 

which need to be addressed by UMLS. 

Keywords:  

Cardiovascular Procedures; Quality Assurance; Medical 

Forms; UMLS. 

Introduction 

Cardiovascular diseases (CD) represent one of the leading 

causes of death in adults in the majority of developed coun-

tries [1] and are already rising in poorer populations [2]. Pa-

tients suffering from severe cases of CD, which cannot be 

treated solely by medication or conservative therapy, need to 

receive surgical or non-surgical interventions as lifesaving 

treatments. 

Existing methods of quality assurance (QA) are necessary to 

measure, maintain, and further develop the medical quality of 

medical procedures among different health service providers. 

Since 2000, all German health service providers are obliged 

by law to apply QA for their services [3]. A distinct form-

based  QA documentation has evolved for 30 medical special-

ties containing more than four million patient cases, indicating 

outstanding efforts in German QA at international level [4]. 

This QA documentation also poses major challenges for rou-

tine hospital documentation, which already represents a signif-

icant amount of physicians’ work time. The original QA-

forms, which are already in use, are defined in a structured 

way but do not apply standardized data models. 

Innovative approaches to interoperable medical forms need to 

be established to incorporate those forms into different hospi-

tal information systems for harmonious structured clinical data 

storage and linkage to routine documentation. To enforce this, 

it is important to use existing standard data models and seman-

tic codes from international terminologies for data items with-

in those forms. Thus, each data item is defined in a structured 

way and linked to a medical context unambiguously such that 

form items get machine-readable and language-independent. 

The first feature is beneficial for clinical data management and 

data analysis where electronic forms are used for medical 

documentation and form-based data retrieval [5]. The last fea-

ture enables the world-wide reuse of medical forms where QA 

is less developed. 

To achieve this, international vocabularies with a large cover-

age for clinically relevant medical terms need to be used such 

that medical terms (e.g. Myocardial infarction, Dissection of 

aorta) can be correctly mapped semantically to data elements 

in the forms. 

The objectives of this work are threefold: 

1. Acquire all current German QA forms for cardiovascu-

lar procedures (CP) and process them into the standard-

ized model of study forms: Operational Data Model 

(ODM) [6] specified by the Clinical Data Interchange 

Standards Consortium (CDISC) [7] and supported [5] 

by regulatory agencies such as Food and Drug Admin-

istration (FDA) [8] and European Medicines Agency 

(EMA) [9]. 

2. Translate German data items into English and semantic 

coding using the Unified Medical Language System 

(UMLS) [10] based on medical expert decision. All 

forms will be accessible on a medical form repository, 

which has been developed, based on our previous work 

[11].  

This way, we will provide the first medical E-forms for 

QA, with structured data items and international se-

mantic annotations in a technical standard format and 

open access to enable international discussion, editing 

and re-use. 

Based on the English translation and the language-

independent medical context of items provided by 

UMLS codes, further languages can be easily added. 

To give an example of our methods of form sharing 

and multilingual support, a clinical Follow Up form 

has been published previously with semantic coding 

and English translation, upon which currently 17 lan-

guages (German, English, French, Portuguese, Spanish, 

Mandarin, Hindi, Japanese, etc.) have been added [12].  

3. Based on UMLS-coding of form items, frequency 

analysis of medical concepts is conducted to identify 

most frequently used concepts and clusters of concepts 

within the domain of cardiovascular diseases relevant 

to QA.   Furthermore, a coverage analysis of UMLS 

will show the possible extent of critical concept defini-

tion gaps for medical QA. 

Supplement files including full data tables and large figure 

images are available on: 

https://drive.google.com/folderview?id=0BxfnhHTIk8tqSlJLb

3BZUUpGamM&usp=sharing 

MEDINFO 2015: eHealth-enabled Health
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Methods 

Forms retrieval 

All available QA forms for CP have been acquired from the 

German Institute for Applied Quality Improvement and Re-

search in Health Care (AQUA) [13]. Permission for scientific 

analysis and publication was granted. 

The original forms were provided as PDF files and a data 

model for all forms using a relational Microsoft Access data-

base [14]. Thus, structured information of every data item (as 

item name, datatype, measuring unit, min/max value, mapping 

to code lists, whether or not an item is mandatory) is available. 

Thirteen forms were retrieved, which represent the complete 

set of CP which are obliged to be filled out by every German 

health care facility that provides CP. Table 1 lists procedure 

names and their associated diseases. 

Table 1- PCI = Percutaneous coronary intervention, Tx = 

Transplant, ICD = Implantable Cardioverter Defibrillator 

Procedure Treated Main Diseases 

Coronary 

angiography, PCI 

 

Coronary 

Surgery 

Pacemaker 

Implantation 

 

Pacemaker 

Replacement 

 

Pacemaker 

Revision/Expl. 

 

ICD Implantation 

 

ICD 

Replacement 

 

ICD 

Revision/Expl. 

Carotid 

Revascularization 

Heart Transplant, 

Cardiac 

assistance 

 

Heart Transplant 

Follow-Up 

 

Heart+Lung Tx 

 

Heart+Lung Tx 

Follow-Up 

 

Heart failure, Heart attack/Myocardial 

infarction, Coronary Heart Disease, 

Arterial Hypertension 

 

 

 

 

 

 

 

Cardiac arrhythmias, Diseases  

affecting Heart’s electrical conduction 

system  

 

 

 

 

 

 

 

Cerebrovascular accidents / Strokes, 

Arteriosclerotic Diseases 

 

 

 

 

Heart failure, Pulmonary hypertension, 

Cystic fibrosis, Congenital heart and 

lung affections 

 

 

 

 

 

Form conversion and semantic enrichment 

A converter was implemented to convert the original forms 

into ODM study forms according to the current ODM specifi-

cation 1.3.2.  Some of the original forms consist of sub-forms 

(e.g., QA form for Heart Transplant and Cardiac assistance 

consists of a “Follow Up”-, “Basic documentation”- and a 

“Procedure details” part). For conversion, a single sub-form is 

represented by one ODM-Form. Sub-forms belonging to one 

form share the same title prefix. 

Altogether, the 13 original forms represent 24 forms including 

sub-forms.  

A manual review of all original forms was carried out by three 

medical experts, including one physician with certified Eng-

lish proficiency (IELTS Band 7.5) to first translate German 

into English item names and then apply semantic coding using 

the UMLS Metathesaurus (version 2014AB) based on consen-

sus decision. 

Due to variations in concept granularity and some existing 

concept duplicates within UMLS that cause ambiguities when 

mapping medical terms into UMLS codes, we make use of 

previously published coding principles for pre-coordinated 

and post-coordinated concept codes [15]. Thus, form data 

items are assigned to UMLS codes with medical proficiency 

and previously used codes will be reused wherever possible. 

Data items whose values can be directly inferred from previ-

ous data items within the same form will not be coded. For 

example, the items “Year of Implantation” and “Year of Im-

plantation is unknown” will be coded only once.   

It has to be noted, that only the concept domain was regarded 

when mapping data items to medical concepts but not the val-

ue domain. Therefore, existing list items of a data item will 

not be taken into account for translation and semantic coding. 

After having assigned UMLS codes, the medical context of 

each data item is defined language-independently. For many 

medical concepts explicit language translations are already 

available within UMLS [16]. The explicit translated language 

expression of a data item is defined by a “TranslatedText” 

element within the item definition according to ODM stand-

ard. 

UMLS coverage analysis 

During the process of semantic coding, all medical concepts 

that cannot be mapped with sufficient clinical specificity (ac-

cording to coding principles, [15]) will be collected. These 

concepts will be marked with internal codes for identification.  

Frequency Analysis of medical concepts 

To provide a list of common data items, overall frequency of 

medical concepts that represent all data items will be calculat-

ed by counting same UMLS codes. Cumulative frequency 

analysis will illustrate cumulative coverage of most common 

concepts among the complete set of all concept occurrences 

within the acquired QA forms. 

Clinical categories of most common concepts will be manual-

ly identified to represent the most common concepts within a 

hierarchical heat map tree based on manual expert review. 

Thus, clinical categories are represented by tree nodes, which 

are based on hierarchical relations based on previous work 

[15] to cluster most common concepts in clinical trials. 

Form sharing 

All QA forms with semantic UMLS annotations will be up-

loaded to the forms repository [11] with open access for all 

registered users (registration is free). 

The repository will provide form visualization and download, 

user-ratings, user comments, form-edition and form-

versioning. 

Results 

Form conversion and UMLS coverage 

Based on 13 original QA forms, 24 ODM forms have been 

generated with semantic codes for every data item wherever 

UMLS codes are available. The resulting 24 forms contain 
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1011 data items referring to 796 medical concepts of which 

361 are unique. 

Among those 796 medical concepts, 702 could be coded via 

UMLS codes (Concepts with missing codes: 94, Coverage 

88%). The 94 medical concepts with missing UMLS-codes 

were semantically annotated with internal identifiers to count 

them for the frequency analysis of all concepts. Table 2 repre-

sents an extract of 5 concepts we deemed critically important, 

which are not defined by UMLS. 

The full list of concepts is available in the supplement file: 

Coverage.xlsx. 

Table 2- Critically important medical concepts that occur in 

QA forms, which are not covered by UMLS. PCI = Percuta-

neous coronary intervention 

Concept Name QA form(s) 

1. Applied Dose Area   

    Product (X-Ray exposure) 

PCI, 

Coronary Surgery,  

ICD/Pacemaker Procedures,

Heart Transplant, 

Cardiac assistance 

2. Quality of transplanted organ 

at  time of  harvesting /  

    transplantation 

Heart/Heart-Lung  

Transplant  

3. Door-to-Balloon Time in  

    myocardial infarction 

PCI 

4. Lung Allocation Score Heart-Lung Transplant 

5. Multilevel lesions of carotid  

    artery 

Carotid  Revascularization 

Frequency Analysis of coded medical concepts 

Tables 3 and 4 provide a top five and top ten extract of the 

most frequent concepts for demographic/administrative and 

clinical concepts, respectively. Both tables present for each 

concept its respective UMLS code (CUI) and relative concept 

frequency (RCF), which is the ratio of the absolute concept 

frequency of that concept to the number of all concepts occur-

ring in the QA forms. For example, the concept “Date of 

Birth” occurred 15 times, since the total number of concept 

occurrences in all forms is 796, RCF=1,89%. 

The clinical concept “Procedure code” has the highest RCF 

(3.89%), since all forms focus on cardiovascular procedures 

and some forms require more than once data items, which are 

conceptually related to the procedure code. 

 For the full list of concepts and their UMLS codes and abso-

lute frequencies, see supplement file: FrequencyAnalysis.xlsx. 

Table 3– Most frequent demographic/administrative concepts 

CUI: Concept unique identifier, RCF= Relative concept 

frequency 

Concept Name CUI RCF (%)

1. Date of Birth C0421451 1,89 

2. Medical specialty of   

    health care facility 

C0037778 1,89 

3. Gender C0079399 1,63 

4. Facility section  

    identifier 

C1547540 1,63 

5. Zip code of discharge C1521842 1,63 

 

 

 

Table 4– Most frequent clinical concepts 

Concept Name CUI RCF (%)

1. Procedure code C1550373 3,89 

2. R wave height C0429049 1,89 

3. (Discharge/Admission)     

     Diagnosis 

C0011900 1,76 

5. Manufacturer Name 

    (of medical device) 

C0947322 1,50 

6. Reason for Patient  

    Discharge 

C3164834 1,38 

7. Number of times,   

    planned procedure has   

    been applied before 

    (procedural record) 

C2114712 1,13 

8. ASA classification C1531480 1,13 

9. Procedure duration C1442476 1,00 

10. Applied Dose Area 

      Product (X-Ray) 

-Not available- 0.88 

Figure 1 illustrates the cumulative coverage of all 361 unique 

concepts starting with the most frequent concept “Procedure 

code” (rank 1, frequency = 31) on the left hand side of the 

graph, followed by the remaining frequency-ordered concepts.  

Blue circles indicate slope changes of the graph due to fre-

quency reduction. The red circle represents the 112
th

 most 

frequent concept, which has an absolute frequency = 2. All 

other concepts on the remaining right side of the graph share 

an absolute frequency = 1. Thus, it can be seen that by only 

using a third of all unique concepts (112/361), nearly 70% of 

all concepts occurrences in the QA-forms can be covered. 

 

 

Figure 1– Cumulative frequencies, starting left with most 

frequent concept ‘Procedure code’ (rank =1, frequency= 31), 

blue circles indicate slope reductions, red circle marks 

concept rank 112, after which concept frequency = 1 

Figure 2 (larger image available in the supplement) shows the 

category tree depicting clinical categories and subcategories 

fitting these 112 most frequent medical concepts.  The color of 

a node indicates the number of concept occurrences within the 

QA forms that fall into the category represented by that node, 

similar to a heat map. Every category is annotated with a 

count number in parenthesis, which states the exact number of 

times medical concepts from the QA-forms fall into that cate-

gory. Note that the count number of a parent’s node doesn’t 

need to be the sum of its child nodes’ count numbers, since the 

parent node can contain concepts, which cannot be assigned to 

any of its child nodes. 
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Figure 2– Categorical Heat Map Tree categorizing all 546 

concept occurrences for concepts that have at least a 

frequency = 2. Refer to the text section for detailed 

description. 

Medical categories as Diagnostic/Therapeutic processes and 

administrative processes encompass the most frequent medical 

concept occurrences for documentation of QA forms. Com-

pared to our previous work [15] to cluster most common con-

cepts for clinical trials the main category “Administrative” 

was used instead of “Trial/Research-specific concepts” to rep-

resent administrative patient-related QA data items like 

“Health care facility identifier” or “Zip code of discharge”. 

“Neurological diseases” is a further category next to “Internal 

medicine diseases”, which contains some of the medical con-

cepts (n=7) in the QA forms, since neurovascular accidents 

play an import role with people receiving cardiovascular pro-

cedures. 

For the full list showing which concept was mapped to which 

category, refer to the supplement file: 

FrequencyAnalysis.xlsx. 

Form sharing 

All ODM forms are accessible on the form portal [11]. A 

search function for retrieving the forms presented in table 1 is 

provided. The exact names of form titles are given in the sup-

plement file: Form-Names.xlsx. Forms can be downloaded as 

native ODM files and/or visualized on the website. 

Figure 3 shows an extract of a detailed view on the item group 

“Operation” from the QA Form “Pacemaker replacement” 

containing the data items “Operation date”, “Procedure codes” 

and “Procedure Duration”  on the form portal.   

 

Figure 3– Detailed view of item group “Operation” on the 

form repository for the QA form “Pacemaker replacement” 

showing item names and semantic annotations. 

Discussion 

Conversion and Translation of Forms 

Conversions between different formats are associated with a 

certain degree of loss of information. Since format conversion 

was applied from one structured format into another standard-

ized structured (ODM) format this process could be imple-

mented automatically. ODM at the current specification 1.3.2 

provides the full amount of item structuring and item defini-

tion features to carry out the conversion without any losses of 

content relevant to medical documentation (e.g., layout-

specific information or internal abbreviations as additional 

information was ignored). 

UMLS coding and UMLS coverage 

The analyzed QA forms are based on obligatory QA imple-

mentation in German hospitals since the year 2000 and estab-

lished by AQUA [13] (commissioned by the German Federal 

Joint Committee) as a long-term consensus-driven result by 

medical specialists (doctors, nurses, health scientists, pharma-

cists, economists, statisticians, IT specialists etc.) [3, 4, 13]. 

Hence, data items of those forms have an evidential basis for 

medical significance in routine documentation to assess, main-

tain and improve medical quality for medical treatment. 

Therefore, our results regarding medical concepts that repre-

sent data items of the QA forms and are not defined by UMLS 

indicate significant definition gaps. Even though most of the 

concepts occurrences could be covered, 12% remain unde-

fined and are critically important to be incorporated into 

UMLS or other large medical vocabularies to make those con-

cepts amenable for unambiguous identification, which is an 

important prerequisite for data harmonization and interopera-

bility of medical data items. 

Medical Concepts and Form Data Items 

Calculated frequencies and established clustering of concepts 

are based on the mapping of all data items from the QA forms 

into medical concepts. It has to be noted that medical concepts 

represent the concept domain of a data item and not necessari-

ly further information as value-domain-specific information or 

temporal information. 

If the user is interested in which items are linked to concept 

codes our published form files can be searched for a given 

UMLS code, which is defined within a data item definition 

element. Furthermore a data item definition element contains 

information on measurement units, min and max values wher-

ever this information was given in the original forms. 

Limitations 

Expert-based manual coding of data items is a time-

consuming process, application of our methods on a larger set 

of form data items leads to an increase of coding efforts linear 

to the size of the item set. Carrying out multiple manual cod-

ing by different coders is possible, however it has to be noted, 

that UMLS is not a classification, it is a meta-vocabulary with 

some concept duplicates and varying concept granularities 

leading to potentially different code mappings among different 

coders. Since we apply our methods on previously published 

coding principles [15] and a very limited set of different medi-

cal experts as coders with consensus-based code mappings, 

identification of different medical concepts is based on medi-

cal expert knowledge and the mentioned UMLS coding issues 

could be counteracted. 

Translation from German into English items, which is the pre-

requisite for mapping into language-independent UMLS 

codes, was limited to only one medical expert as a translator 
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with certified IELTS-English Proficiency (Band 7.5). A certi-

fied medical translator was not involved in this work. Howev-

er, since the work is based on the translation of data items 

with a limited sequence of words and translation is carried out 

by a medical expert, content and context of medical translation 

should not have produced misleading results. Additionally, a 

platform is provided for international discussion and reuse 

enabling registered user to suggest editions of the currently 

available forms. With the provided web-portal infrastructure 

and an integrated web-based ODM form editor, changes of 

translation and new languages additions (including code list 

items) are supported without losing the content structure. For 

illustration purposes, see [12]. 

Conclusion 

The work provides the first E-forms for quality assurance for 

cardiovascular procedures containing language-independent 

data items with semantic codes. A platform is provided for 

open-access to enable world-wide reuse and versioning. 

Frequency analysis and clusters of medical concepts that rep-

resent data items provide a set of conceptual common data 

elements. It could be shown, that by only using around 30% of 

all unique medical concepts, nearly 70% of all concept occur-

rences could be covered when only focusing on the most fre-

quent concepts. Therefore, these most frequent concepts 

should be given special consideration when forms relevant to 

cardiovascular QA documentation are being established. 

UMLS-coverage analysis indicates concept coverage of nearly 

90% with few but critically important concept definition gaps. 

A UMLS update of the presented concepts is therefore strong-

ly recommended. 
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Abstract 

The rapid migration of health care from the institution to the 

home presents a plethora of consumer health technology 

options.. The fit of these technologies to the users’ actual task 

performance and environment remains to be explored. In the 

vizHOME study, we set out to conduct in-depth analyses of 

health information management tasks conducted by 

individuals residing in 20 homes in the Midwestern United 

States who self-reported with diabetes. This paper will explore 

early results from five of the 13 assessments we have 

performed to-date. Early observations are described and 

implications for informatics are posited. 

Keywords:  

Self-management; Personal health technologies; Chronic ill-

ness; Task analysis; Human factors. 

Introduction 

The rapid migration of health care from the institution to the 

home presents a plethora of consumer health technology op-

tions. However, few of these are developed with an under-

standing of chronically ill individuals’ health information 

needs, their abilities to meet these needs and how they use this 

information in managing their health and health care. Im-

portantly, the place within which a person conducts specific 

tasks is rarely documented or explored. Yet there is growing 

evidence that context shapes health information management 

behaviors [1]. There is also growing evidence that better un-

derstanding of these self-management behaviors might lead to 

both clarification of the health information management chal-

lenges faced in the home and improved design of the technol-

ogies intended to be used there [2]. For example, Valdez et al. 

[3] propose a patient work model which involves attending to 

“the embeddedness of patients’ health management in larger 

processes and contexts and prioritizing patients’ perspectives 

on illness management”. 

The vizHOME project is designed to systematically determine 

how household context shapes self-health management includ-

ing personal health information management (PHIM). PHIM 

encompasses a suite of cognitive and behavioral tasks that 

people undertake to accomplish their health goals. These in-

clude monitoring health states, recording symptoms, com-

municating with clinicians, as well as making sense of dis-

charge summaries, health-related web sites and clinician-

provided handouts. Often people undertake PHIM at home, 

and the home’s physical features such as storage adequacy, 

lighting, privacy, and proximity of health information man-

agement tools influence the person’s ability to recognize and 

complete the cognitive and behavioral tasks. Knowledge of 

which features of the household context shape PHIM can be 

used to better design technologies for PHIM. Our long-term 

goal is to improve individuals’ self-management and health 

outcomes by accelerating the design and adoption of PHIM-

supporting computer technologies that explicitly take into 

consideration features of the home context.  

A key element of this study is in-depth assessment of the indi-

vidual’s self-management behaviors or self-care task perfor-

mance as well as the devices they use in order to better under-

stand the informatics issues in the design of tools and technol-

ogies used for these tasks. The focus of this paper is on the 

first phase of the vizHOME study, specifically on the explora-

tion and documentation of the individual’s performance of 

self-management tasks including such things as medication 

management and use of a monitoring device. A LiDAR scan-

ner is used to capture the entire interior of participants’ homes; 

these images are subsequently rendered for viewing the con-

text of the homes in a 3D CAVE. A detailed discussion of the 

technology and processes used will be reported elsewhere. 

The target population for this study is adults who report hav-

ing been diagnosed with diabetes. Estimated to double global-

ly from 171 million people in 2000 to 366 million people by 

2030, diabetes is expanding both the amount of personal 

health technology many patients use regularly [4] and the per-

sonal health information management (PHIM) demands 

placed upon them. Individuals diagnosed with diabetes have a 

large burden for self-management, including self-monitoring 

of blood glucose, observing for complications, managing an 

array of ingestible and injectable medications and adhering to 

instructions from multiple health care providers. Each of these 

tasks have significant information management demands 

(recognition, recording, communicating, interpreting) and 

many technologies are being developed to assist patients to 

manage these tasks. Situating this first investigation of how 

household context influences PHIM in the homes of individu-

als with diabetes is valuable because much of the management 

of this disease occurs in the home, interspersed within their 

daily lives. 

The task assessment is guided by SEIPS, the Systems Engi-

neering Initiative for Patient Safety model [5]. This model 

posits that the work system (in this case, a patient work sys-

tem), a structural concept, influences how processes occur, 

which in turn shape outcomes. The health care work system is 

defined as the integration of a person attempting one or more 

tasks using a given suite of tools and technologies in a specific 

physical environment influenced by the policies and proce-

dures of a specific organization. We translate this to the home 

context, in which the person is the lay individual who is at-

tempting self-management tasks for self or others using the 

available supplies, computer tools and resources in the infor-

mal household environment following the culture, family 

practices and other influences on intimate life at home. In this 

project we will focus on the work system in the home, with 

particular attention to aspects of the physical environment and 

personal health information management tasks. 
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ports performing it, including the information (content and 

strategies) used so that the task could be replicated inde-

pendently by anyone reading the grid. Task steps were ar-

ranged sequentially in the order the participant reported (or 

was observed) executing them. Efforts were made to discern 

task steps sequentially during the interviews. When this was 

not possible the analysis process involved imposing a logical 

task order response denoting information used, task step per-

formed, technology or tool used, environment (i.e. location in 

the home), and organization were separated into the appropri-

ate columns within the modified SEIPS grid. The interviewer 

created the grids using his or her own the notes as well as 

those written by the note taker in order to minimize errors and 

personal bias. If inconsistencies were encountered, the two 

home visitors discussed these differences and if a consensus 

could not be reached the topic was revisited in the third in-

home visit. 

After the Task Analysis Grids were completed to the extent 

possible, missing elements (evident as holes in the grid) were 

highlighted and questions structured to address these gaps. 

This missing information, as well as any other questions that 

emerge when constructing the grids, were compiled into an 

interview guide for the third in-home visit for the purpose of 

confirmation and clarification.   

At the end of each household assessment we have an 

electronic file that includes a profile of each home, data about 

the house itself, descriptions of the patient work system, and 

descriptions of context (text, still photos and drawings). The 

data analysis process applied the Health@Home model  [6] to 

begin to characterize information management practices by 

purpose and location. Additional analysis focused on  

determining whether there were differences in how similar 

tasks are done in different households. Finally, we reviewed 

home maps and images to facilitate reconstructing task 

activities across space. 

Other analyses that will be undertaken, but are not reported 

here include: data cleaning and verification, descriptive 

statistics on demographics, background health information and 

household environments, and task processes. 

Results 

The five participants described here were systematically 

selected as representative and presenting a range of behaviors 

related to each task. A profile of each  participant is  

presented. The findings are organized by task: medication 

management, self-monitoring and information management. 

Demographics 

The five participants range in age from early 30s to early 70s.  

They are diverse in terms of racial and ethnic background.  

Two participants live alone, two live with a spouse and one 

lives with a spouse and pre-school children. One participant 

resides in semi-detached home, two in multi-unit and two in a 

detached home, thus they represent four of the five home 

types. 

Participant Profiles 

Participant A lives alone  in a one-bedroom apartment in an 

urban area.  She has several chronic illnesses in addition to 

diabetes. She is solely responsible for her health and 

healthcare. She has a primary care provider, a diabetes 

specialist and a case manager.  

Participant B is retired and lives with his wife in a semi-

detached suburban home. In addition to having type 2 

diabetes, he has several chronic health conditions, most related 

to his heart.  He regularly (one to four times per year) sees a 

primary care provider, a cardiologist, an electrocardiologist 

and an endocrinologist. 

Participant C has insulin dependent diabetes. He lives with his 

wife in a detached urban home and is employed full time. He 

has hypertension and elevated cholesterol. 

Participant D is a retired woman who lives alone in a two-

bedroom apartment in an urban area. She self-reports as obese 

and has elevated cholesterol, chronic back and hip pain. 

Participant E is a married man who lives with his wife and 

children in a detached suburban home. He works full-time 

outside of the home. He has several chronic conditions 

including insulin dependent diabetes, hypertension and 

elevated chrolesterol. 

Task: Medication Management 

Participant A: In addition to the prescribed 12 pills taken 

daily, Participant A uses eye drops at least daily, takes as-

needed medications for pain and airway management and self-

administers a weekly injection. She uses a weekly pill 

organizer to manage her twice-daily medications. She 

describes her medication taking as a routine for which she 

does not require cues. Participant A keeps her pill organizer 

on a bedside table and an injectable is stored in the 

refrigerator. She “rarely” forgets to take prescribed doses, but 

knows what to do when she does forget. Her source of 

medication information is primarily her primary health care 

provider. She also receives drug information from the 

pharmacy which she carefully reads and then immediately 

discards. 

Participant B takes nine medications daily, divided between 

the morning, dinner time and bedtime.  He takes his 

medications from the bottles in which they are dispensed. All 

but one medication bottle are kept on the bureau in his 

bedroom; each morning he counts out the day’s pills and lays 

them on the bureau. At some point during the day he moves 

the pills to be taken in the evening into the kitchen and puts 

them on the counter. The single medication taken with the 

evening meal is kept on the dining table for convenience and 

to serve as a reminder to take it. He is meticulous in following 

his prescribed medication regimen and almost never forgets a 

dose. He maintains a hand-written list of current medications 

and revises it whenever changes occur. He keeps pharmacy 

inserts for current medications organized in a folder in his 

bedroom and states he would refer to them if he had any 

questions about his medications. 

Participant C takes five different medications daily, including 

insulin in the morning and evening. Each day he takes his 

morning pills out of bottles and puts them in his pocket to take 

at work. He also takes a bottle of insulin and a syringe to work 

for his morning dose. He takes his evening insulin and oral 

meds when he gets home from work. His medications are 

stored in a bathroom cabinet that he shares with his wife. He 

checks the bottle label each time he takes a dose to ensure he 

is taking the right medication. He “sometimes” forgets to take 

medications to work with him; when this happens he resumes 

regular dosing the next day. He relies on his pharmacist to 

relate relevant medication information and discards 

informational inserts when he receives them. 

Participant D takes 14 pills per day for several chronic 

conditions including “borderline” diabetes, hypertension, 

hypercholesterolemia, heart disease and arthritis. Her health 

care is delivered through a community-based clinic that 

includes a pharmacy, a senior center and social services as 

well. A pill organizer is filled by the clinic pharmacy and 

delivered to her on a weekly basis due to difficulty in 

maintaining correct dosing.  She keeps this organizer on a 
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table in her bedroom. If she is going out for the day or plans to 

stay in her living room, she transfers single doses into a small 

pillbox to keep with her. Routines around waking up and 

retiring for the night serve as reminders to take her 

medications at those times; she uses specific shows on 

television as cues to taking daytime meds. She does not 

receive pharmacy inserts with her medications; the organizer 

has labels with the names of the medications it contains on the 

bottom.  She stated that she “would not understand the 

detailed information anyway”. She reports that she sometimes 

forgets to take a dose and will take it when she remembers “if 

it isn’t too late” or will just skip it.  

Participant E has oral medications that he takes in the 

morning and evening. He also takes scheduled doses of mixed 

insulin in the morning and before his evening meal. In 

addition, he has “sliding scale” regular insulin prescribed four 

times per day, but he rarely checks his blood glucose more 

than one to two times per day because he is “busy”.  His oral 

medications are stored in cabinet in the master bathroom; pill 

bottles are organized on a shelf from right to left according to 

time taken.  He takes the morning oral medications, one at a 

time, in the bathroom. The insulin pens are stored with his 

glucometer in a drawer in the kitchen. He stands at the kitchen 

counter above the drawer to use his glucometer and inject the 

insulin.  He might read medication information when a new 

med is started otherwise discards information when he 

receives it. 

Task: Self-monitoring 

Three of the five participants described above received a 

glucometer to monitor their blood sugar at varying frequencies 

from daily to several times per day. One participant adhered to 

the prescribed frequency while others used the glucometer 1-3 

times per day less than expected.  Some occasionally manually 

logged the glucometer readings, usually to share with their 

health care provider. While all had a glucometer with a history 

feature, none reviewed readings in the history. One participant 

did sync the glucometer to his smart phone and sometimes 

reviewed readings in it. All reported knowing what range their 

readings should be in and what to do if the readings were not 

in range. 

Table 1 - Self-monitoring 

Participant  A B C D E 

Glucometer  

Prescribed 

yes no yes no yes 

Frequency  1+ *heart 2-3  1-2 

Storage 

Location 

bed-

room 

phone back-

pack 

 kitchen 

Use  

Location 

bed bed-

room 

work, 

home 

 kitchen 

Records  

Results 

some digital no  no 

Takes to 

MD appts 

yes 

paper 

dials in synchs 

to 

phone 

 yes 

glu-

cometer 

Remarkably, they attributed such information to learning from 

their health care providers and all was committed to memory.  

Table 1 summarizes the particicpant’s self-monitoring of 

blood glucose level. Note that Participant B did not have a 

glucometer, but did regularly monitor his cardiac status. He 

used telemonitoring to provide data to his cardiologist and has 

done so since he had an implanted defibrillator inserted years 

ago. 

Task: Information Management 

Participants reported a variety of policies and approaches to 

information management. For some, information was defined 

as a reminder or cue to begin a task; for others it was in the 

form of care instructions conveyed by a health care provider.  

Table 2 - Information Management 

Partici-

pant 

A B C D E 

Format paper paper paper paper paper 

Seeks no yes no no yes 

Reads yes yes about 

device 

occa-

sionally 

scans 

Shares no w/wife no no no 

Disposi-

tion 

keeps 

new 

keeps 

new 

discards dis-

cards 

dis-

cards 

Storage 

Location 

bed-

room 

basket 

bed-

room 

bureau 

phone, if 

any 

n/a n/a 

For still others it was paper-based and included self-care 

recommendations, manual-type literature, general health and 

disease-oriented publications or pharmacy-inserts. 

Remarkably, most reported having a personal health record 

(PHR) but regardless of their information seeking and 

management behaviors, none accessed the PHR. A summary 

of select information management strategies is contained in 

Table 2. 

We noted a single commonality across tasks and participants –

each had a stable set of strategies which they applied to the 

PHIM tasks they performed. In spite of this, we noted a high 

level of unique approaches in terms of the behaviors within 

tasks of similar types. In addition it was often difficult to de-

termine discrete beginnings and ends of the task. Finally be-

cause all tasks are influenced by the fit within the person’s 

life, there is a lack of a “gold standard” for performance.   

Similarity/Difference Analysis 

Generating design recommendations requires first determining 

the extent of similarities across people within tasks. Previous 

methods [7] were not applicable to this analysis. We 

undertook the following analyses in order to detect similarities 

and differences within tasks and across participants.   

All tasks were first grouped by high-level similarity. For ex-

ample, every participant taking daily medications was docu-

mented. Many participants self-monitored and treated blood 

sugar levels; this was also documented. There were several 

other groups of tasks that were performed by smaller numbers 

of participants. A group was defined as at least two partici-

pants performed a given task.   

Two analyses were conducted on the data from the Task 

Analysis Grids: 1) location analysis and 2) task step similarity 

analysis. For each analysis a color-based coding key was gen-

erated. For the location analysis each different type of room or 

location where task steps occurred was represented by a dif-

ferent color (e.g. kitchen, bedroom, living room, closet, etc.). 

The coding key was limited to areas where task steps actually 

occurred in the study; it was not an exhaustive list of all possi-

ble locations in the homes that could be used. Multiples of the 

same type of room were documented when appropriate (e.g. 

master bedroom vs. other bedroom). For the task step similari-

ty analysis a similar color-based coding key was created with 

high-level designations for the type of task step recorded (e.g. 

administering medication, documenting, assessing personal 

status, etc). This list was also limited to observed behaviors 

and not exhaustive of all possible behaviors. Selected columns 

of the Task Analysis Grids (i.e. Information, Task Steps and 
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Environment) for the tasks in each group were arranged side 

by side in a spreadsheet to allow for comparison. The two 

analyses were performed separately on transcribed copies of 

the grouped tasks.   

In the location analysis the cells in the Environment columns 

of the Task Analysis Grids were coded by the location in the 

home where each task step occurred. When a task step in-

volved transition between different locations or when it might 

be done in different locations the cell was marked with both 

colors.   

In the task step similarity analysis the cells in the Task Step 

columns were coded by the type of task step that occurred.  In 

similar fashion to the location analysis, when a task step 

spanned more than one type of behavior the cell was marked 

with multiple colors. In this analysis, some cells were left 

uncoded if the behaviors were not sufficiently close to one of 

the coded types or if they were redundant with other task 

steps. As identified earlier, when analyses were conducted at a 

relatively granular level, more differences than similarities 

were detected.  

Discussion  

The design and implementation of supportive technologies 

continues to proliferate. We learned from these five partici-

pants that while the tools may perform satisfactorily in usabil-

ity assessment, they may not meet the needs of many users. 

An example is the growth and increased availability of per-

sonal health portals. Although many of the vizHOME partici-

pants had access to some type of personal health record 

(PHR), few if any used it. Although the scope of the study 

does not include exploration of non-use, we anecdotally 

learned there may be several underlying reasons related to 

access (technology), usefulness, or demand.  

Another reported reason for non-use of tools aimed at support-

ing self-care is the level of the content. One participant report-

ed she did not read or keep medication information from the 

pharmacy because it was “like reading a foreign language”. 

Given this admission, one should consider the importance of 

providing information that consumers can understand and ap-

ply in self-monitoring and self-management. Translating such 

information into a vernacular that is readily understood by the 

consumer may be needed. 

We also found that most of the vizHOME participants had 

access to a computer or had some type of internet access. De-

spite the capacity, they tended to not use not use electronic 

methods for health information access, interpretation or stor-

age. With the increase in computer generated cues such as 

pushing information or reminding patients about health care 

appointments, consideration should be given to translating 

such cues to commonly used household items such as a calen-

dar.  

Conclusions 

Health information management task performance 

demonstrated more differences than similarities than we 

originally anticipated. These differences present additional 

challenges to those who design tools and technologies for self-

care. Indepth study of people as they manage their illness or 

health at home will continue; we expect that this will generate 

a better understanding as well as provide guidance for the 

design of self-care technologies.  
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Abstract 

The world is experiencing the popularization of mobile 

devices. This was made possible by the increasing 

technological advances and the advent of the Internet as a 

communication and information tool. These facts demonstrate 

that the development of applications compatible with such 

devices is an effective way to provide content to diverse 

audiences. In the educational field, these devices can be seen 

as technological support artifacts for distance education, 

serving as strategy for continuous and permanent education 

for health professionals. The Open University of Brazilian 

National Health System (UNA-SUS) offers distance learning 

courses, including specializating on free access. In order to 

increase the public reach, UNA-SUS developed mobile 

applications as supporting material for students. These 

applications can be accessed in offline mode, increasing the 

accessibility and therefore, improving the efficiency of the 

material. The 28 applications developed with responsive 

online books format currently reached the milestone of over 

6,000 downloads. This number shows the positive acceptance 

of the format used, accentuated by the ease of having material 

downloaded from the device, not requiring the user to be 

connected to access content. 

Keywords:  

Mobile Applications; Distance Education; Mobile Device; 

Permanent Education in Health. 

Introduction  

The combination of the Internet and mobile devices, such as 

smartphones and tablets, tools for communicating and 

spreading information has been on the rise. The popularization 

of mobile devices has been considered by many as the 

technological revolution with the greatest impact in recent 

times. The impact is not only because it allows more 

convenience in accessing information and communication, but 

also due to the characterisctics of such devices considered 

pocket computers, which allows access to millions of 

applications. According to the IDC (International Data 

Corporation) in 2012 [1], more than 40 billion apps have been 

downloaded on smartphones, and it is predicted that this 

number will reach 300 billion in 2016
 

[2,3]. Therefore, it is 

clear that developing applications whose format is compatible 

with mobile devices has become an effective way to provide 

certain content to specific target-audiences
 

[4]. 

Information technology (IT) applied to education has 

transformed school environment and generated innovations in 

learning. The trend in teaching-learning models is to try to 

overcome time and space boundaries and reach students 

regardless of where they are or when they are available. 

Although this claim has not been fully achieved yet, distance 

education has occupied a significant space among the 

pedagogical tools used [5]. 

Distance education (DE) is a technological two-way 

communication system that may be considered as an 

alternative to the traditional classroom teacher-student 

interaction model and allows learning without the need of 

those involved in the process to be present in the same 

location interacting at the same time [5,6].
  

Therefore, despite 

the physical distance between teachers and students, distance 

education makes use of ways and technologies in order not to 

compromise the process of transmission of knowledge. In this 

case, mobile devices can be seen as a supportive technological 

artifact, so that distance education reaches the virtual 

integration of learning vectors. 

If we pay attention to health professionals and to the 

difficulties faced by them, we realize that, more than any 

other, they need to constantly update their technical, 

technological and social skills, while respecting ethical 

principles governing their conduct. For these workers, 

distance education would be a strategy for continuous and 

permanent education, given the numerous technological 

advances and pedagogical innovations in education
 

[7]. 

UNA-SUS is a project from the Brazilian Ministry of Health 

developed in partnership with the  Work and 

Health Management Secretariat - SGTES in order to offer 

Brazilian National Health System (SUS) workers democratic, 

flexible and quality education, respecting employee’s working 

time and their place of residence. Seeking to improve the 

qualifications of health workers through Distance Education, 

the Open University of Brazilian National Health System 

(UNA-SUS), in partnership with the Federal University of 

Maranhão (UFMA), offers specialization, training and 

extension courses with free access, with the goal of providing 

training in strategic areas of health care service. 

The courses offered by UNA-SUS reach a target-audience 

with the following characteristics: residents living in of 

remote areas limited Internet access, lacking of time to study 

and having intense days of work. These factors would hardly 

allow them to attend traditional face-to-face education. If we 

merge the increasing demand for distance learning courses to 

the popularization of mobile communication devices, we have 

the ideal solution for the development of innovative teaching 

methods. Following this reasoning, UNA-SUS/UFMA is a 

pioneer within Brazil in developing applications for  mobile 

devices as background material for students. These 

applications have technological capabilities allowing offline 

mode (no Internet access), increasing the material’s 

accessibility and efficiency. 
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Materials and Methods 

Territorial Reality 

UNA-SUS/UFMA is located in the state of Maranhão, which 

has 217 municipalities, and a current population estimated at 

6,850,884 inhabitants [8]. Since Internet access is limited in 

areas far away from metropolitan region, the state’s vast 

territorial field represents a challenge for the attainment of 

distance education initiatives such as UNA-SUS/UFMA. 

Figures of  2010 Census show that Maranhão is the last in the 

list of federal units with computers connected to the Internet, 

with the capital São Luís having the highest access rate [9]. 
 

Moreover, according to a recent Teleco survey – the biggest 

information portal in Brazil’s  telecommunications sector – 

out of the 217 municipalities of Maranhão, 39% do not have 

3G Internet coverage [10]. However, it is exactly in these 

regions where the most urgent demands for training are 

located, especially for health professionals, the very target-

audience of UNA-SUS/UFMA. 

Distance education has been considered an important tool by 

the Brazilian National Policy of Permanent Education in 

Health and has been well accepted by its participants. 

However the difficulties concerning the access to Internet 

have still been a limitation to the growth and success of these 

initiatives [11].  

Theoretical Basis for Applications Development 

According to research from Business Insider five years ago, 

much of Internet accesses from desktop computers. In 2013, 

22% of the population owned a smartphone, an increase of 

approximately 1.3 million in the number of smartphones since 

2009 [12].  

Given the prevalence of smartphones with Internet access, 

distance learning must adapt its educational tools in order to 

reach those with mobile devices. Since it is not feasible to 

build specific websites or applications for each platform and 

device that a user can use, adjustments must be made so that 

applications work correctly in any variety of mobile 

equipments that one can use to access educational material 

[13]. 

The Responsive Web Design (RWD) was chosen as a solution 

that enables adaptation to user behavior and to the 

environment used to access the information. It also takes into 

account the platform, the resolution and screen orientation. 

Responsive Web Design includes techniques and technologies 

that are adjusted to make a single application run on a variety 

of devices in the most utility way possible [14].
 

Responsive Design aims to attend this kind of demand by 

fulfilling the following requirements [15]: 

• Adapting layouts to different screen sizes; 

• Resizing pictures according to screen resolution; 

• Supplying images optimized for the aspect ratio of 

mobile devices; 

• Simplying page elements to mobile versions; 

• Hiding non-essential elements on smaller screens; 

• Providing buttons and links with large clickable areas 

for mobile devices; 

• Detection of mobile devices’ specific features such as 

screen geolocation and orientation.
 

 

Besides Responsive Design’s aspects, to obtain quality 

material capable of providing a motivational and pleasant 

educational experience, it is essential to develop it on  

 

pedagogical notions basis about educational interfaces that are 

favorable to learning and knowledge assimilation. 

An attractive interface with appropriate interaction devices has 

a positive impact on the software’s usability, acceptance and 

learning promotion capacity. Therefore, the software’s design 

and its interface should be aligned with appropriate 

pedagogical principles, providing characteristics such as 

content and interaction presentation format up to the amount 

of information presented [16]. 

Hence, applications created and made available by UNA-

SUS/UFMA are developed based on the learning objects 

concept, aimed at being integrated into different hardware 

platforms, including mobile devices, in addition to enabling 

access without the requeriment for Internet connection. The 

design of these learning objects prioritizes content, student 

interest and learning theories [17]. 

Learning objects are educational materials for pedagogical 

purposes that serve to support teaching-learning process. They 

are built in small groups or blocks with which learning content 

is structured. Their use is more efficient when they are 

cataloged on metadata and stored in a repository integrated to 

a learning management system, so that, in case of replacement 

or platform upgrade, there is no need for redesign [18].  

Learning objects cataloguing offers other benefits beyond 

reusability, such as [17]: 

• Accessibility: ability to access educational resources 

in a remote location and use them in many other 

places; 

• Interoperability: possibility of using components 

developed in one location, with a set of tools or 

platforms, in other places with other tools and 

platforms; 

• Durability: ability to continue using educational 

resources when their technology base changes without 

having them redesigned or reprogrammed. 

Academic software from UNA-SUS/UFMA provide students 

with educational content for their courses in a digital book 

format, ensuring interactivity, a key aspect to learning process. 

Hypertexts and images, which meet visual adaptation criterias 

set by Cognitive Theory of Multimedia Learning, have 

become attractive and understandable to students and enabled 

the possibility of 'navigation' the way they want, respecting 

their time of learning [18]. 

Cognitive Theory of Multimedia Learning states that, once 

combined, multimedia narration and graphic images produce 

verbal and visual mental representations that integrate with 

prior knowledge to build new knowledge. This way, words 

and corresponding pictures must be close together, since they 

facilitate construction of related links between them [19]. 

Therefore, the use of images to illustrate concepts is essential 

in educational content. 

Another important aspect to promote meaningful learning in a 

virtual environment is to design activities that reduce 

cognitive load, free memory capacity for deep cognitive 

processing during learning, increase students interest, and 

encourage them to use that freed memory for deep processing 

during learning. In others words, the interest can be stimulated 

by simply presenting the material in a visually appealing way, 

accompanied by text or animated and pleasant narration [20]. 

Therefore, a major concern of UNA-SUS/UFMA during the 

creation of its applications is to make adaptive images, so they 

do not suffer changes that could make them dysfunctional in 

the transmission of available content.  
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Abstract 

In the medical domain, data quality is very important. Since 

requirements and data change frequently, continuous and 

sustainable monitoring and improvement of data quality is 

necessary. Working together with managers of medical centers, 

we developed an architecture for a data quality monitoring 

system. The architecture enables domain experts to adapt the 

system during runtime to match their specifications using a 

built-in rule system. It also allows arbitrarily complex analyses 

to be integrated into the monitoring cycle. We evaluate our 

architecture by matching its components to the well-known 

data quality methodology TDQM. 

Keywords 

Medical Informatics; Data Quality; Quality Control; Quality 

Improvement; Data Collection; Databases, Factual; Group 

Practice. 

Introduction 

Data quality is an important concern in data integration 

scenarios. Integration and data quality influence each other 

bilaterally. Many data quality issues only become evident if 

several data sources are available, and integration can benefit 

from high data quality [1]. 

In the medical domain, one such integration scenario is created 

by medical practitioners affiliating into group practices or 

medical centers [2]. They do so for various reasons, among 

them financial benefits or better collaborative treatment of 

patients. To reap these benefits, organization wide planning is 

required. This in turn makes it necessary to create a general 

view over the data and processes of every participant’s 

practice. This information is found in the respective local 

patient-data management systems and databases and may 

exhibit various deficiencies, like missing entries or wrong 

values. An integrated central database is fed new and possibly 

erroneous data from the center’s locations continuously. 

It is thus not enough to do a single pass of data cleaning over 

local databases. Indeed, it may even be impossible to validate 

data at the local databases since practitioners may be unwilling 

to relinquish control of their system or may be unaware of 

newly established quality considerations. Thus, central 

continuous monitoring and improvement of data quality is 

necessary to support the center. Frequent changes also induce 

significant software aging [3] in any system dealing with data 

quality. Data quality systems must be able to evolve with 

newly arising requirements, especially in the health sector. 

Medical or legal changes must be implementable by domain 

experts, since these changes may happen too short-term and too 

often to allow assigning a programmer for substantial code 

redesign [4]. 

Contribution 

In this paper, we describe an architecture for continuous data 

quality monitoring. We start out by giving an overview over 

the project context, and describe our approach and the resulting 

architecture. To evaluate the architecture’s usefulness, we 

show how it supports data quality methodology. In conclusion, 

we briefly discuss the ongoing implementation of a prototype. 

MEDITALK 

The research project MEDITALK is an example of an 

integration scenario in the medical domain [5]. A so called 

practice manager is responsible for controlling a medical 

center. This role necessitates an overview over the data of all 

the centers’ locations. All local practitioners’ data is integrated 

into a central database in a standard Extract-Transfrom-Load 

(ETL) process [6]. This solution is already in place at three 

medical centers, together encompassing 50,000 patients, 80 

practitioners, and 3 practice managers. Since new data arises at 

the local practices continuously, ETL is repeated at set 

intervals. Copies of all local data arrive at daily intervals in the 

central database. The practice manager interacts with the 

system through a controlling application, which essentially 

provides a predefined dashboard of information about the 

centers’ locations and their data. 

Data Quality 

Data quality is often generically defined as “fitness for use” 

[7]. This means that for data to be of high utility, it has to 

conform to requirements according to its application. We 

divide data quality considerations into two broad groups. 

Checking their fulfillment may be conceptionally easy, like 

verifying the length of a string. It may also be more involved, 

for instance requiring complex data mining or statistical 

models. Obviously, the boundary between these two difficulty 

groups is fuzzy - deciding which group a requirement belongs 

to is a domain expert’s responsibility. Within both groups, 

requirements are further (sometimes implicitly) classified into 

the usual data quality dimensions [1,7]. We make the 

assumption that both groups are important to continuous data 

quality monitoring in medical centers. 

Methods 

In a first step, we conducted a literature review focusing on 

data quality both in general as well as specifically in 

healthcare. To familiarize ourselves with the domain, we 

afterwards conducted interviews with the three practice 

managers involved in MEDITALK. We asked questions about 

the data quality dimensions most mentioned in literature, their 

impact on the centers’ work and about how detected quality 

problems had been addressed. We worked with the developers 

of the integration environment of MEDITALK, and designed 

an architecture to monitor data quality on top of the existing 

software. 
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Results 

Literature Review 

Many methodologies for data quality improvement have been 

proposed (see [8] for a survey). A commonality between these 

is that they offer a bird’s eye view of necessary steps for data 

quality improvement and thus are highly generic. The arguably 

widest used one is Wang’s Total Data Quality Management 

(TDQM) [9] (see Figure 1). TDQM is suited for continuous 

monitoring and is open to system evolution - both capabilities 

important for data quality monitoring in the medical domain. 

Therefore, we make the assumption that being able to support 

the TDQM steps is a minimum requirement for any data 

quality solution to be used by practice managers. 

 

Figure 1 - TDQM cycle 

There are many publications specifically considering data 

quality in healthcare applications, for example health 

simulations [10], free text analysis of diagnoses [11], or 

healthcare processes [12]. Concerning data completeness, 

Miller et al. report about two studies that found “pieces of 

information perceived as being needed for clinical decisions 

were missing 13.6% and 81% of the time” [13]. The ACM 

Journal of Data and Information Quality devoted a special 

issue to the topic of information quality in healthcare [14]. In 

2013, Dixon et al. described the Health Data Stewardship 

framework and called for software tools to monitor and 

improve data quality [15]. It follows that supporting high data 

quality in the medical sector is an ongoing effort. 

Interviews 

All practice managers reported occurrences of low quality data, 

with incomplete data being identified as the biggest issue. To 

be more specific, population completeness [1] was deemed the 

most impactful [16]; a center’s practitioners operate on a 

budget. Once they surpass a certain threshold, their activities 

are only reimbursed fractionally. This becomes evident at the 

latest at the end of each fiscal quarter, when practitioners report 

their activities to a central authority for reimbursement. At this 

point, however, it is too late for the practice manager to counter 

this effect. While countersteering would have been possible 

during the quarter, incomplete data at that time obfuscated 

arising budgeting problems, leading to loss of revenue. 

All practice managers reported that at their centers there 

already were rules in place about data. Most of these were not 

checked automatically and had to be evaluated manually. One 

location reported presence of 119 standardized queries to 

review some quality constraints, again with the restriction that 

these queries had to be triggered by hand [17]. This produces 

significant effort since these queries have to be evaluated 

frequently. There are some exceptions to this, for example 

automatic sanity checks performed by patient-data 

management systems. Still, all practice managers expressed 

interest in being able to define their own rules for automatic 

evaluation. 

Monitoring Architecture 

While our architecture (see Figure 2) is built on top of the 

MEDITALK packages, it is designed to allow implementation 

as a standalone application. All user interaction happens 

through the Interaction package. The Data Service package is 

responsible for accessing the central database and for storing 

monitoring results and metadata. Actual data quality 

measurements are performed by the Monitoring package. 

 

Figure 2 - MEDITALK Integration Environment and 

Monitoring System 

Monitoring Package 

Our proposed architecture splits assessment of data quality into 

two separate concepts: rules and metrics. 

A rule is a formulation of a constraint on data, for example R1: 

ICDCode = ’J00’ and Diagnosis != ’Acute nasopharyngitis’
1
. Any 

tuple in the database for which R1 holds (meaning that the ICD 

code has an attached diagnosis different from the standard) 

may be erroneous according to the formulated rule (see [18] for 

other examples). Another possible form of rules are association 

rules [19], and conditional functional and inclusion 

dependencies (see [20] for a survey). Expressing data quality 

constraints by rules has the advantage that they can be created 

without intervention by a programmer. Domain experts can 

formulate rules according to their own requirements. 

The Rules Monitor package keeps track of the rule base stored 

in the Monitoring Database, executes rules according to their 

schedule and in turn stores the results. Rules fall into one of 

two categories: aforementioned examples are data quality 

rules, and define the fitness of data entries. The second 

category are improvement rules. These are used to trigger 

events to improve data quality, for example alerting the 

practice manager to violating data or performing automatic 

edits
2

. All rules are checked on the available data according to 

a set schedule. For the MEDITALK project, it is enough to 

check them once every 24 hours because data arrives in daily 

intervals. For other contexts, the intervals can be changed 

according to need. Every rule can also be triggered manually. 

                                                           

1

 This is not necessarily a practical example – we only use R1 to ex-

emplify our system’s usage. 

�

 Automatic edits bear some challenges like conflicting edits [21]. We 

assume the practice managers to be aware of these perils. 
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The Metrics Monitor contains all functions that implement 

metrics, and triggers recalculation according to the needs of the 

respective metrics. A metric, for our purpose, is defined as any 

measure indicating the quality of a data item or set of data 

items. In distinction to the mathematical definition of a metric, 

we denote not only a distance between a data item and its 

theoretical perfect quality counterpart by the expression 

“metric”, but any indicator which makes a statement about data 

or data quality. As an example, the number of NULL values 

within a database table may indicate the table’s completeness 

(depending on NULL semantics [22]). We use the term metric 

interchangeably as the indicator delivered or the mechanism to 

calculate the indicator. 

We distinguish between metrics and rules for the following 

reasons: some desirable functions, for instance statistical 

models (see [23] for an example), may be too complex for easy 

representation by rules. Also, some rules may prove to be of 

interest to more than one center. In the case of large sets of 

rules, creating these rules at all interested centers would be 

redundant. Expending onetime effort encoding or generating 

the set in a metric, then integrating the resulting module at each 

center would lower overall effort. So if for these reasons 

additional programming is warranted, an additional metric is 

created. This will usually be done by a programmer in response 

to a new requirement by a domain expert. 

Data Service Package 

All results of calculations within the Monitoring package are 

stored in the Monitoring Database to encapsulate all 

information necessary to assess gathered indicators. A 

monitoring result is a statement about data, valid at a certain 

point in time. Each result is identified by;  

• the originating rule’s / metric’s identifier,  

• the date and time the result was obtained, and  

• all involved tuples and attributes. 

Apart from this identifying data, each issue has a payload 

according to the specific rule / metric, for example an indicator 

calculated by a metric. The payload may be empty if all 

necessary information is already present in the result’s key, but 

may also be arbitrarily complex, for example delivering an 

XML data structure. Usually, a rule’s payload will be the 

percentage of applicable tuples it holds on, and the identifiers 

of violating tuples. The payloads of metrics may be as simple 

as a single indicator (e.g. “expected number of patients 

tomorrow: 32”), possibly including a confidence interval for 

the value. They may also deliver structures of any number of 

values and of any depth (e.g. a decision tree derived from 

patient data). 

The Central Database Access package serves as a mapper 

between the Central Database and the data requirements of the 

Monitoring System. This decouples the Central Database and 

all other packages that need access to it, preventing changes at 

the Central Database from propagating to other parts of the 

system. 

Interaction Package 

Through the Rule Editor, practice managers can define their 

own data quality rules. This solution has several advantages in 

comparison to the standardized queries used to date: 

• Rules can still be triggered manually, but can also be 

checked automatically and periodically (at set 

execution intervals). 

• Rules can not only be defined on data, but also on 

metadata, meaning that rules can be used to alert the 

practice manager when a metric (or even another rule) 

changes. 

• Drag-and-drop generation of rule conditions may lower 

initial training effort compared to explicitly spelling 

out the queries. 

The prototypical rule editor (see Figure 3) developed in our 

group [24] can be used to create Boolean rules, for example to 

check whether a value matches a regular expression. Users can 

write their own regular expressions, or choose from standard 

checks like string length or number format. The editor is able 

to recreate the standardized queries, and can be extended to 

allow (conditional) functional dependencies and other kinds of 

rules not yet implemented. 

 

Figure 3 - Rule creation 

The Display package is responsible for visualizing the state of 

the Monitoring System. This includes all existing rules and 

metrics as well as their results on the currently available data. It 

also enables exploratory analysis of the central database to get 

an overview over schema and extension. All subpackages of 

Interaction have their own user interfaces, which can be used 

on their own or be implemented as plugins for the controlling 

application in the MEDITALK package. 

Discussion 

To evaluate whether our architecture is capable of continuous 

data quality monitoring, we show that each step of TDQM is 

supported by one or more packages of our architecture, as 

stated in Figure 4. 

 

Figure 4 - Supporting TDQM 

Define 

“The definition component of TDQM cycle identifies 

important data quality dimensions (...) and the corresponding 

data quality requirements.” [7, p.5, “The TDQM Cycle”] 

Defining fitness of data is closely tied to an organization’s 

business goals. As such, some of the effort expended in this 

step is outside of the scope of the Monitoring System. The 
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Display package assists in this effort by delivering an overview 

over available data and the schema of the central database. The 

formal definition of data quality requirements however is 

supported by the Rule Editor in full. 

Example A practice manager (PM in the following) discovers 

that at some locations, ICD code and diagnosis text are both 

entered manually. The PM decides that mismatches between 

ICD code and diagnosis should be avoided, and formulates 

rules to check for these mismatches. One of these rules is R1: 

ICDCode = ’J00’ and Diagnosis != ’Acute nasopharyngitis’. A catalog 

of like constraints to check the quality requirement “ICD code 

and attached diagnosis may not mismatch” is defined. 

Measure 

“The measurement component produces data quality metrics.” 

[7, p.5, “The TDQM Cycle”] 

The measure step is performed by the Rules and Metrics 

Monitoring packages. Both calculate indicators for data 

quality and store them in the Monitoring Database. 

Example A new practice joins the center. Once its data 

becomes available in the central database, Rules Monitoring 

checks whether all applicable rules hold. Assuming the practice 

uses the diagnosis “common cold” instead of “Acute 

nasopharyngitis” in 5 cases with ICDCode = ’J00’, all of these 

fulfill R1. A result is placed in the Monitoring Database stating 

that 5 tuples (the ones coming from the new practice) fulfill R1 

and therefore are of low quality. 

Analyze 

“The analysis component identifies root causes for data quality 

problems and calculates the impacts of poor quality 

information.” [7, p.5, “The TDQM Cycle”] 

The Analyze step is supported by the interaction of the 

Monitoring Database and the Display package. The Display 

package shows all Monitoring results. It allows drilling down 

into their information, showing affected tuples and attributes, 

their provenance, and involved rules and metrics. 

Example The result R1 match ratio: 0.13% is shown in the 

Display package (see Figure 5). This means that out of all 

diagnosis entries on the central database, 0.13% violate the 

data quality requirement defined by R1. The PM checks the 

definition text of the rule as well as which tuples are involved 

and their provenance. In this way, the new practice is identified 

as the origin of the problem. 

 

Figure 5 - Analyzing a data quality rule 

Improve 

“(...) the improvement component provides techniques for 

improving data quality.” [7, p.5, “The TDQM Cycle”] 

Again, some of the actions performed during this step are 

outside of the scope of the Monitoring System (e.g. 

organizational changes or in-service training of staff). 

However, the Rule Editor can be used to establish 

improvement rules. An example of  such a rule is sending an 

email to a location that has not entered data by a certain 

deadline. Data cleaning rules such as automatic edits can also 

be formulated. 

Example Judging the low data quality to be a one-time 

problem, the PM instructs the new practice to revise the 

offending tuples. Should the problem occur again, an 

improvement rule can be created that on detection of a 

violating tuple either notifies the person responsible or 

automatically changes the values to conform. 

Conclusion 

We described an architecture supporting continuous data 

quality monitoring for medical centers. Lenz identified several 

important factors in making software sustainable [25]. Our 

architecture satisfies two of these by design. Separation of 

Concerns is granted by grouping functionality into fitting 

packages, separating rules, metrics, data access, and user 

interaction into their own packages. This minimizes the 

probability that change in one package requires redesign of 

others. Deferred Design is satisfied by the presence of the rule 

editor and rule monitoring: The set of rules is not hardcoded 

into the system, but can be built, corrected, and extended at 

runtime by domain experts as demand requires. This ensures 

evolvability of the rule system with changing requirements. 

Two additional factors, Loose Coupling and Service Oriented 

Architecture, are implementation specific. 

While our application example is an integration scenario, this is 

not imperative. Since the architecture only requires access to a 

single central database and not the sources, it can just as easily 

be applied to databases that are not involved with integration, 

for example hospital information systems. This design does not 

diminish the potential to make use of information that arises in 

the ETL process: Any data and metadata that is stored in the 

connected database is fair game for monitoring. 

By enabling continuous monitoring, system evolution and 

deferred design by domain experts, we also support 

frameworks like Health Data Stewardship (HDS) [15]. The 

connection to health outcomes that HDS demands is 

implemented by the system’s ability to monitor any kind of 

data. Since outcomes may also be stored in the central 

database, any information about those can be used by rules and 

metrics as well as in the display component. 

Several parts of the architecture are already implemented. We 

are currently developing methods for measuring population 

completeness. Access to the central database is handled 

directly through the accessing components and not through a 

common mapper as of now. Monitoring DB and Display are 

not yet complete, but are already capable of storing 

respectively presenting the results of rules. Rule Editor and 

Rule Monitoring are fully functional. Once complete, we will 

evaluate the effectiveness of our solution through user studies. 
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Abstract 

Mitigating uncertainty and risks faced by specialist physicians 

in analysis of rare clinical cases is something desired by 

anyone who needs health services. The number of clinical 

cases never seen by these experts, with little documentation, 

may introduce errors in decision-making. Such errors 

negatively affect well-being of patients, increase procedure 

costs, rework, health insurance premiums, and impair the 

reputation of specialists and medical systems involved. In this 

context, IT and Clinical Decision Support Systems (CDSS) 

play a fundamental role, supporting decision-making process, 

making it more efficient and effective, reducing a number of 

avoidable medical errors and enhancing quality of treatment 

given to patients. An investigation has been initiated to look 

into characteristics and solution requirements of this problem, 

model it, propose a general solution in terms of a conceptual 

risk-based, automated framework to support rare-case 

medical diagnostics and validate it by means of case studies. 

A preliminary validation study of the proposed framework has 

been carried out by interviews conducted with experts who are 

practicing professionals, academics, and researchers in health 

care. This paper summarizes the investigation and its positive 

results. These results motivate continuation of research 

towards development of the conceptual framework and of a 

software tool that implements the proposed model. 

Keywords:  

Conceptual framework; Risk; Uncertainty; Clinical Decision 

Support Systems. 

Introduction 

Clinical Decision Support Systems (CDSS) provide medical 

professionals with knowledge at appropriate time, and in 

appropriate form. In general, they ease decision-making 

process, making it efficient and effective, helping to reduce 

the number of avoidable medical errors and enhancing quality 

of treatments provided to patients [1]. 

Having this in mind, much research has been developed in 

order to provide both specific solutions (Specialized Systems) 

[1], [6], [7] and general ones (conceptual frameworks) [2], [3], 

[4], [11] that can help Specialist Physicians in reducing the 

number of medical errors; reducing duration of appointments; 

managing knowledge or even creating new clinical procedures 

which may become a standard for the entire medical team. 

Nevertheless, there is a category of clinical cases which 

deserve more caution: the rare cases. 

According to Loriggio [8], when a problem presents 

difficulties associated to the unavailability of solution or 

demands too many resources (money, staff, time, information 

about environmental elements, etc.) and, therefore, too much 

effort for solving or diagnosing its causes, such a problem is 

said to be complex or rare. We can infer that these problems 

are directly connected to lack of: knowledge about the rare 

case; reliable and available sources; sharing and exchange of 

knowledge and learned cases; more precise analyses; and 

evidence raising. 

Day after day, specialist physicians carry out complex health 

analyses and must make decisions which might be fatal, in 

case they were erroneous. Very often, rare cases are found and 

methods that allow reduction of uncertainty about procedures 

must be executed in order to settle risks associated with the 

decision. Urgent clinician-clinician communications require 

routes of contact that are fast and dependable and allow for 

exchange of complex information [10]. 

In an attempt to contribute to the solution of rare clinical 

cases, this work tries to answer the following questions: how 

can one mitigate risks and uncertainty that challenge specialist 

physicians when analyzing an unfamiliar clinical case? Which 

technologies and/or techniques could be harnessed to create a 

conceptual framework to give support to decision-making 

process in a clinical environment? 

This paper proposes a conceptual framework for helping in the 

analysis and decision-making process of rare clinical cases 

with basis on the association of medical evidence analysis 

techniques, knowledge management, and collective 

intelligence in order to mitigate the risks and uncertainty faced 

by specialist physicians. Another important characteristic of 

the proposed framework is as a controlled teaching and 

learning tool with the possibility of formalizing a process for 

aiding training of specialist physicians,. 

In fact, we anticipate that the most likely use of our model will 

be in the education, to help train health professionals. The 

educator can set up controlled cases and submit them to 

physicians being trained, so that they can give their opinions, 

in a simulated environment. Thus building knowledge by 

means of interactions among the students. At the end, the 

educator can evaluate the interactions and even suggest more 

sources or procedures in order to consolidate or generate more 

significant knowledge. 

Hypotheses 

We tested the following hypotheses in this research: 

H
a
: The proposed framework will be of help in the decision-

making process in rare clinical cases. 
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H
b
: The proposed model can be used as a tool for knowledge 

management and for professional training of specialists. 

H
c
: Decision makers are satisfied with the proposed 

framework and can identify effective contributions to this 

area. 

Related Work 

The first studies that we can refer to, in the context of this 

research, were conducted by Dobrow et al. in 2004 [2], first 

version, and Dobrow et al. in 2006 [3], an evolution of the 

previous version. The authors´ decision-making approach is 

based on evidence techniques in public health. They defend 

that evidence and context are integral and fundamental 

components for evidence-based decision process. The authors 

present a conceptual framework which aims to analyze the 

impact of use of context in constitution of evidence and how 

evidence is used in medicine. They make use of an “evidence 

source” or, technically, a knowledge base, and consider the 

role of context in the introduction, interpretation, and 

application of evidence to support the decision-making 

process. 

The studies conducted by Dobrow et al. in 2004 [2] and 

Dobrow et al. in 2006 [3] are related to this research because 

they deal with a conceptual framework and use the evidence 

concept. However, they are limited to focusing on how 

context impacts on what constitutes evidence and how that 

evidence is utilised. They do not use other knowledge sources 

or processes to improve the decision-making process. 

In work by Ferreira et al. in 2007 [4], a framework for the 

decision process in emergency cases is presented. The authors 

use database management systems (DBMS), a specialist’s 

base, and a geographic information system (GIS); to plan tasks 

which will help reduce the time necessary for strategic 

planning in response to emergency cases. The framework also 

features an auxiliary module for simulation of cases. The work 

by Ferreira et al. [4] is similar to our proposal due to the use of 

a specialist database and to the purpose of reducing response 

time of clinical cases. However, the knowledge sharing 

process, the treatment of uncertainty and the management of 

learned cases presented in our proposal were not covered by 

the authors' work. 

Lopes et al. 2009 [7], proposed a decision support conceptual 

framework based on evidence, context, and cases called 

EcoCADe (Evidence, Context, and Cases to Support 

Decision). The authors proposed a hybrid solution in GIS and 

CBR (Case Based Reasoning), allowing specialists to model 

evidence of PBE (Evidence-Based Practice) domain, both 

using problem context. The authors proposed a solution that 

does not depend on a specific domain, which allows its 

adaptation to several domains. A methodological approach to 

support the decision-making process involved RBC techniques 

and/or PBE procedures. The authors validated the model both 

in legal and medical contexts. It is a robust and adaptive 

solution which uses concepts that are part of the basis of our 

work. Nevertheless, risk and uncertainty factors, collective 

knowledge process as support to decision-making process, 

which are present in our work, were not covered by those 

authors' work. 

Kastner and Straus 2012 [6], proposed a conceptual 

framework used in the development of a support tool for 

clinical decision of osteoporosis cases. The authors exposed 

security problems in the use of information systems in the 

process of supporting decision-making in clinical cases. They 

developed a solution that uses Knowledge-to-Action cycle and 

stages of the Medical Research Council framework. That work 

is of interest to our research because it raises a set of issues 

and possible problems in the use of information systems as 

support tools for the decision-making process in medical 

systems. The authors created an expert system with the 

objective of supporting diagnosis of osteoporosis problems. 

We do not propose development of an expert system, but a 

domain-independent framework, such as EcoCaDe. Even the 

development of an IS solution for future validation, could be 

made flexible and adaptable to the desired domain. 

Minutolo and collaegues 2012 [9], proposed a knowledge 

editing system based on standards to direct and help in 

creation and formalization of clinical recommendations, to be 

used in knowledge-based Decision-Support Systems. That 

system was conceived to offer a set of standards that ease 

insertion and editing of clinical recommendations, using the 

combination of knowledge representation techniques to 

instantiate standards in knowledge bases, using rules built by 

using ontologies. That research is related to our work because 

it involves a hybrid solution that also enables management of 

knowledge generated by the environment. However, as in the 

work of Kastner and Straus [6], it is a specialized software. 

Table 1 summarizes a comparison of this paper and related 

works reviewed here. 

Table 1– Comparison of reladed work. 

Work 

Independent 

Model and 

Extensible 

Domain 

Collective 

Intelligence 

Treatment of 

Risks and 

Uncertainties 

Knowledge 

management Training  

[2,3] X   X  

[4]   X X  

[7] X   X  

[6] X  X   

[9] X  X X  

Ours X X X X X 

The Proposed Conceptual Framework 
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Each stage presented in the framework comprises a set of 

pooled techniques which receives, sequentially, the outputs of 

previous stages. The specialist physician in charge of the 

analysis of the case is responsible for the Anamnesis, 

Knowledge Management, and Application of Procedures 

stages. The Decision Strategy stage makes use of Delphi 

method in an attempt to achieve convergence of the opinions 

of experts in the decision-making process. The end of the 

process is the generation of a new case, which is stored on the 

Learned Lessons database. 

 

Figure 1– The conceptual framework  
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In the Anamnesis Process stage, the specialist physician 

interviews the patient in order to gain as much information as 

possible about her condition. This stage comprises three steps, 

namely: a) Questions (Open, Focuses – or Semi-open, Closed, 

Directed, and Composite); b) Collecting (Answers); and c) 

Observed evidences (previous analyses based on the survey 

carried out). The output of this process is a clinical evidence 

list, which will be used as input by the Knowledge 

Management stage. 

In the Knowledge Management stage, the specialist physician 

checks the evidence collected in the Evidence step in two 

knowledge sources, attempting to find consolidated evidence 

that may serve as basis for a preliminary diagnosis. 

The first knowledge source used is based on reliable external 

sources, and uses an evidence search engine. The second 

knowledge source is a knowledge base formed by the set of 

lessons learned with the experiences of the solved cases and 

the experience of the specialist physicians. 

The output of the Knowledge Management stage is a 

Preliminary Diagnosis of the specialist physician. This 

information is sent to the third stage of the process, called 

Decision-Making Strategies. 

In the Decision-Making Strategies stage, preliminary 

diagnosis is evaluated by a set of specialist physicians, 

characterizing the Collective Intelligence process. The 

formalization of this stage uses Delphi method [5], so that the 

expert does not make biased decisions for reasons such as 

marriage and friendship with other experts, and especially 

because it will be possible to share opinions among 

themselves to the point of reaching a consensus. 

The decision-making task of a specialist physician faced with 

a rare situation is highly risky, as said in the introduction of 

this work. However, we believe that, joining the Delphi 

method and the Collective Intelligence process, as proposed in 

this stage, with the analysis of the contributions of other 

specialist physicians will mitigate the risks, because these 

specialist physicians will contribute their practical 

experiences, since they have knowledge about the studied 

domain. 

The contribution of experts is possible due to the controlled 

feedback that defines regular communication between 

participants in the  discussions of previous rounds summaries, 

reducing noise in communication and avoiding the diversion 

of the main discussion of the problem. During the rounds of 

discussions, experts receive information and comments of 

others, and may change or provide their thoughts with more 

appropriate arguments [5]. 

The output of the Decision-Making Strategies stage is a 

collective diagnosis, which will be used by the specialist 

physician, who started the process, in the Application of 

Procedures stage. 

The Application of Procedures stage, is actually where the 

specialist physician applies the clinical procedure to the 

patient. The result of this stage may generate other evidence 

which, according to the specialists' decision, can be fed back 

to the Knowledge Management or the Decision-Making 

Strategies stages; in case the procedure proposed by the 

collective diagnosis is not successful (e.g: medications and 

drug allergic reactions). However, if the procedure is 

successful, the whole case becomes a Learned Case and it is 

stored on the Learned Lessons base, with the possibility of 

being used as a source of information for new cases.  

Clinical Decision Support Systems for Analysis 

of Unfamiliar Clinical Cases (CDSS-AUCC) 

Implementation of the Clinical Decision Support for analysis 

of unknown clinical cases (CDSS-AUCC) tool (Figure 2), 

including  all modules in the proposed framework, is ongoing. 

CDSS-AUCC will be fully Web compatible and make use of a 

Business Process Model and Notation (BPMN) service to 

business rules. The system will be evaluated in a case study. 

Later, it will be used as a decision-making support tool in a 

school clinic; and also as an environment aid in the education 

and the training of health experts at a university in the state of 

Paraíba, Brazil. 

 

Figure 2–Clinical Decision Support for analysis of unknown 

clinical cases (CDSS-AUCC) 

As of writing this paper, a first version for each of the 

modules that represent the processes of: a) Anamnesis Process 

(Figure 3); b) Knowledge Management (Figure 4); c) Decision 

Strategy (Figure 5); and d) Application of Procedures (Figure 

6) are already implmented. Leaving only the Learned Lessons. 

Development is ongoing to produce evolutionary – in terms of 

functionality and performance – versions for each module. 

 

Figure 3– Anamnesis Process 

 

 

Figure 4– Decision Strategy 
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Figure 5– Knowledge Management 

 

Figure 6– Application of Procedures 

Methods 

This research is classified as an applied and qualitative 

research. It aims to get the opinion of a group of health experts 

(target audience of the research) on the feasibility and the 

applicability of the proposed framework. 

The results of the literature review helped to develop 

questions for the semi-structured interview protocol presented. 

Then, data were collected through a survey and interviews for 

experts’ perspectives and recommendations on the 

dissemination of computer decision support software and the 

conceptual framework. 

Interviews were conducted with 20 experts who work in 

Brazil's northeastern state of  Paraíba as health professionals, 

academics, and researchers. Practitioners were, preferably 

active in private or public hospitals. Among the selected 

professionals were eight cardiologists, two geneticists, four 

mental nursing specialists, two physiotherapists, two 

specialists in gastroenterology, and two ophthalmologists. 

Three specialists have private clinics and four coordinate 

undergraduate courses in medicine in their respective 

educational institutions. Four of the experts coordinate 

scientific research projects. 

We wanted to know their opinions and formalize these 

opinions into a document which would guide us through the 

rest of the research. The questions presented to them were: 

A. Can we believe the proposed framework will be of 

help in the decision-making process in the diagnosis of 

rare clinical cases? 

B. Can the proposed model be used as a tool for 

knowledge management and for professional training 

of specialists? 

C. As a decision maker, are you satisfied with the 

proposed model and could you identify any effective 

contribution to this area? 

D. Would you use an IT tool based on this model to 

support your decisions?  

E. Do you consider the model useful and would you 

invest (time, specification effort, etc.) in its evolution?  

We and the interviewed experts used the Think Aloud 

Protocol [12]. In addition to offering comments and 

suggestions, the experts answered the questionnaire with 

questions A) to E) above. Possible questionnaire responses 

were in the form of a 4-level Likert scale: Strongly disagree = 

0; Disagree = 1; Agree = 3; and, Strongly agree = 4. 

Experimental Unit 

As an experimental unit, we selected a group of experts in 

health who work in private and public clinics in northeastern 

Brazil. All participants are professors of medical schools at 

public and private universities, with at least a master degree 

(eight have doctoral degrees), and minimum professional 

experience of five years. Furthermore, 70% of them also 

function as researchers. 

Experimental Design 

Twenty interviews were performed as described. Each 

interview lasted an average of two hours. Interviews of experts 

were conducted in two steps: in the first step, after the 

presentation of the framework and the system, the 

interviewees reported their opinions orally and subsequently 

questioned about the system usability. For this step, we used 

the principles of the Think Aloud protocol. In the second step, 

the experts answered the questionnaire. This questionnaire 

was created to analyze the prevalence of opinions of experts 

over the research objectives and also give answers about the 

hypotheses for this research. 

Results 

Statistics 

We used an ordinal scale on the answers to questions A, B, 

and C; performed median tests (Wilcoxon test) with the 

degree of reliability of 95%, and the ratio test. The results are 

shown in Table 2. 

 Table 2– Statistical tests results 

Question V p-value Delta Conf. Interv. 

A 91 0.0001 0.209037 0.44 -  0.85 

B 78 0.0003 0.214703 0.38 - 0.81 

C 65 0.011 0.219130 0.28 - 0.71 

All the experts said they would use an IT tool based on the 

model and confirmed interest in contributing to the 

development of research. 

Graphics 

The results of the experiment for questions are given in figure 

7.  

 

Figure 7– Results of the experiment 
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Discussion 

The main aim of this research is to analyze whether the 

proposed framework has an effective contribution in the 

decision-making process in unfamiliar clinical cases. 

Therefore, hypothesis H
a
, H

b
, and H

c
 were raised and 

submitted to representative experts, so they could give their 

appraisal. 

For preliminary validation of the usefulness of the proposed 

framwork, we interviewed twenty health professionals who 

function as professors, researchers, and practitioners in 

medical area. They went through two stages of analysis (Think 

Aloud and Face Validity) and answered a questionnaire to a) 

assess whether they thought the proposed framework was 

valid for their decision-making process, b) whether it would 

be useful in the teaching process and c) continuing training of 

new specialists; and whether there would be scientific 

contribution to the field of rare cases diagnosis. 

According to the results found in the processing of statistical 

tests and the descriptive data analysis, one may conclude that, 

in the opinion of experts, the conceptual framework was 

approved as a contribution to the medical area and it will bring 

benefits to the educational process, training of new specialists, 

and to the professional field in general. 

The development of a solution that implements the proposed 

framework was also considered promising since all the 

involved specialists offered to participate in the development 

and evolution process of the research. 

The group of experts selected for this research, came from 

different backgrounds, interests and specialties which made 

for a rich and heterogeneous sample in perceptions. They put 

forward their real needs and directly contributed to the 

evolution and development of the research. 

Thus, according to all the points raised, the null hypotheses is 

rejected (p < 0,05). Therefore, stimulating continuation and 

development of the research. 

Conclusion and Outlook 

This research aims to explore the opinions of experts in the 

health area on a conceptual framework to support decision 

making, mitigating risks and uncertainties faced by experts in 

unfamiliar clinical cases. The conceptual framework proposed 

in this paper is based on five stages: Anamnesis Process, 

Knowledge Management, Decision Strategy, Application of 

Procedures and Lessons Learned. 

For preliminary validation of the usefulness of the proposed 

framwork, we interviewed twenty health professionals who 

function as professors, researchers and practitioners in medical 

area. They went through two stages of analysis (Think Aloud 

and Face Validity), and answered a questionnaire to assess 

whether they thought the proposed framework was valid for 

their decision-making process; whether it would be useful in 

the teaching process and continuing training of new 

specialists; and whether there would be scientific contribution 

to the field of rare cases diagnosis. Their positive answers 

motivate continuation of the research; and development of the 

conceptual framework which will lead to availability of a 

software tool that implements the proposed model.  

As for future work, we will concentrate on the completion of 

the development of the CDSS-AUCC tool – a software tool 

that implements the proposed framework – and on the study of 

cases with more clinical experts for further validation of the 

model.  
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Abstract 

Recently there has been an increasing interest in applying 

information technology to support the diagnosis of diseases 

such as cancer. In this paper, we present a hybrid approach 

using case-based reasoning (CBR) and rule-based reasoning 

(RBR) to support cancer diagnosis. We used symptoms, signs, 

and personal information from patients as inputs to our 

model.  To form specialized diagnoses, we used rules to define 

the input factors’ importance according to the patient’s 

characteristics. The model’s output presents the probability of 

the patient having a type of cancer. To carry out this research, 

we had the approval of the ethics committee at Napoleão 

Laureano Hospital, in João Pessoa, Brazil. To define our 

model’s cases, we collected real patient data at Napoleão 

Laureano Hospital. To define our model’s rules and weights, 

we researched specialized literature and interviewed health 

professional. To validate our model, we used K-fold cross 

validation with the data collected at Napoleão Laureano 

Hospital. The results showed that our approach is an effective 

CBR system to diagnose cancer.  

Keywords: 

Medical Decision Support Systems; Case Based Reasoning; 

Rules Based Reasoning. 

Introduction 

According to the World Health Organization (WHO), cancers 

figure among the leading causes of morbidity and mortality 

worldwide
1

. Researchers from the WHO and the International 

Agency for Research on Cancer (IARC) claim that in 2012, 

there were 14.1 million new cancer cases and a total of 8.2 

million deaths from cancer worldwide. It is expected that the 

number of cancer patients will continue  to rise by about 70% 

over the next 2 decades
1

. Early diagnosis of cancer is a big 

challenge because it is a disease with multiple locations and 

clinicopathological aspects while having no pathognomonic 

(i.e., specific to each disease) signs or symptoms
2

. Therefore, 

it can be detected in various stages of histopathological and 

clinic evolution. Healthy lifestyle and early diagnosis of this 

disease can reduce its mortality rate, according to the 

International Union of Cancer Control (UICC)
3

. 

Many researchers have applied Artificial Intelligence (AI) 

techniques to create health-related systems or models, such as 

the diagnosis or classification of diseases [1-4]. To diagnose 

������������������������������������������������������������

1

 http://www.who.int/mediacentre/factsheets/fs297/en/ 

2

http://www2.inca.gov.br/wps/wcm/connect/tiposdecancer/site

/home/estomago/diagnostico_profissional 

3

 http://www.uicc.org/national-cancer-leadership-congress-

2014 

cancer, researchers applied different computational 

techniques. Salem and El Bagoury [5] proposed a hybrid case-

based adaptation model, that combines transformational and 

hierarchical adaptation techniques with artificial neural 

networks and certainty factors for the diagnosis of thyroid 

cancer. Zubi and Saad [6] combined data mining techniques 

with neural networks for the early diagnosis of lung cancer.  

For the diagnosis of breast cancer, Keles, Keles and Yavuz [7] 

used neuro-fuzzy rules while Sharaf-elDeen et al. [8] used a 

hybrid approach that combined case-based reasoning (CBR) 

with rule-based reasoning (RBR).  

In this paper, we present a hybrid approach using CBR and 

RBR to assist healthcare professionals in the early diagnosis 

of patients with cancer. We use CBR and RBR because rules 

and cases are complementary [9]. Instead of using RBR as an 

alternative solution to CBR, as Sharaf-elDeen et al. [8] did, we 

use it to improve the probability of CBR to converge to the 

best solution. The proposed model may act both as a decision 

support system for less experienced clinicians and also as a 

second opinion for experts.�

To carry out this research, we received the approval of the 

ethics committee at Napoleão Laureano Hospital. To define 

our model’s cases, we collected real patient data at Napoleão 

Laureano Hospital, which is a reference for oncology in 

Brazil. We represented the case with patients’ personal 

information, signs (i.e., objective findings that can be 

described by a health-care provider), symptoms (i.e., 

subjective complaints reported by patients), and their 

diagnoses. To define our model’s rules and weights, we 

researched specialized literature [10] and interviewed a 

general practitioner. 

For the purpose of this research, we collected data from 

patients with gastrointestinal cancer. More specifically, 

patients with the following gastric neoplasms: anal, colorectal, 

esophagus, and stomach. To validate our model, we developed 

a prototype and used the K-fold cross validation method. The 

final results show that our approach has increased the 

accuracy of the diagnosis by 22.92% when compared to using 

only CBR. 

Background 

Case-based reasoning 

Case-Based Reasoning is a paradigm for solving problems 

that is fundamentally different from other major AI 

approaches. Instead of relying solely on general knowledge of 

a problem domain, or making associations along generalized 

relationships between problem descriptors and conclusions, 

CBR is able to use specific knowledge of previous 

experiments from concrete problems (cases) [11]. In CBR, a 

new problem is solved by reusing the solution of a previous 
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similar problem. A second important difference is that CBR is 

an incremental approach. This means that each time a problem 

is solved, this new experience is retained, making it 

immediately available for future problems [12]. 

The processes involved in CBR can be represented by a 

schematic cycle (Figure 1), which is comprised of the tasks of 

retrieving the most similar case, reuse/adapt the case to try to 

resolve the problem, revise the proposed solution if necessary, 

and retain new solution as part of a new case. 

 

Figure 1 – CBR cycle, introduced by Aamodt and Plaza [11] 

CBR can be integrated with other techniques. Marling et al. 

[13] present CBR integration with RBR and constraint-

satisfaction problem (CSP) solving. Furthermore, they discuss 

CBR integration with model-based reasoning (MBR), genetic 

algorithms, and information retrieval. RBR was the first 

modality to be successfully integrated with CBR [13].  

Rule-based reasoning 

RBR is a methodology whose representation of 

knowledge is in the form of IF–THEN rule statements. Rules 

are patterns, so the RBR engine searches for patterns in the 

rules that match patterns in the data. RBR is an ideal approach 

for solving simple problems in which there are few rules 

[14]. In RBR, the problem solving complexity is directly 

proportional to the number of rules necessary to match the 

pattern of data. Furthermore, RBR lacks the ability to learn 

due to the difficulty of acquiring new expertise in pattern 

matching or new rules [14].   

The basic form of a rule is the following: 

IF <conditions> 

THEN <conclusion> 

where <conditions> represents the rule conditions, and can be 

connected by logical operators such as AND, OR, NOT, etc., 

forming a logical function. When rule conditions are satisfied, 

the <conclusion> is derived and the rule is said to “trigger” 

[9]. 

Methods 

In medical decision support systems, the use of CBR or RBR 

methodologies is common [15]. In the proposed approach, we 

used CBR as the main reasoning process, and RBR was used 

to improve part of this process. The idea is that our approach 

can be used in a system that assists the physician in the early 

diagnosis of cancer. During a medical appointment, the patient 

tells the doctor some personal data and the symptoms that 

he/she is feeling. The physician will add this information to 

the system along with the signals perceived by the patient. The 

system will search in the database for the most similar case to 

that of the patient. Based on this result, the doctor may state 

the prognosis, and request tests to confirm the presence or 

absence of disease (Figure 2). The proposed model may act 

both as a decision support system for less experienced 

clinicians and as a second opinion for experts. 

 

Figure 2 – System representation 

Our methodology is composed of four main steps: data 

collection, case representation, similarity measures definition 

and rules definition (Figure 3). The first step is necessary for 

both the CBR application and also the RBR. The second and 

third steps correspond to two basic elements of a CBR system 

[12] and the fourth stage corresponds to RBR methodology. 

We applied RBR to define the case’s attribute weights, used in 

the global similarity function. 

 

Figure 3 – Main steps of the methodology 

In the following subsections, we present in more detail the 

four steps of our methodology. 

Data Collection 

With the approval of the Napoleão Laureano Hospital ethics 

committee, we collected data from the medical records of 

patients. We kept the privacy of their data. We collected the 

medical records ID from the agenda of the specialist in 

gastrointestinal cancer and we focused, more specifically, on 

patients with the following gastric neoplasms: anal, colorectal, 

esophagus and stomach. 

The data collected corresponds to some personal information 

such as age, family history, signs and symptoms such as 

cutaneo-mucosal pallor and dysphagia, respectively, and the 

diagnosis of the patient. It was not possible to collect all the 

data we would have liked because some records had little 

information about the signs and symptoms of the patient. 

Furthermore, many of them had little digitalized infomation, 

hindering our collection process.  

In this research, we used forty-eight cases from real patients: 

six cases of patients with anal cancer, six with esophageal 

cancer, fifteen with colorectal cancer, and twenty-one with 

stomach cancer.                           
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Case Representation 

To represent the cases, we used a set of [attribute – value]. An 

[attribute – value] system is a basic knowledge representation 

framework comprising a table with columns representing 

attributes and rows representing objects. Each table cell 

therefore designates the value (also known as the "state") of a 

particular attribute of a particular object. In this work, each 

object is a case and can be represented by a problem, personal 

data, signs and symptoms, and also by a solution, the 

diagnosis (Figure 4). 

 

Figure 4 – Representation of the case in the proposed 

approach 

In our approach, a case consists of twenty-six attributes, most 

of them boolean (i.e., they assume true or false values). Types 

and the respective values of the remaining attributes can be 

viewed in Table 1. 

Table 1 – Attributes Configuration 

Attribute Type Value 

gender� String male / female

age� Integer 1 to 110 

skin color� String white / brown / black

smoking� String 

non-smoking / 

smoking / ex-

smoking�

alcoholism
4

� String�

non-alcoholic / 

alcoholic / ex-

alcoholic�

family history� String 

none / 1º degree / 2º 

degree / 3º degree

type of parental 

cancer�

String 

none / mouth / 

colorectal / stomach / 

eye / ovary / lung 

family amount� String 0 / 1 / >1�

Similarity Function Definition 

Each attribute in a case is a piece of information about the 

case. An important attribute for the recovery process is called 

the “attribute index”. Each index has a set weight, which 

represents the importance of that attribute in the recovery 

process, and is typically instantiated by the user with a value 

between 1 and 10.  

The recovery process is based on a similarity function. In this 

work, we used the standard nearest neighbor method [12]:  
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�a chronic disorder characterized by dependence on alcohol�

This function returns the global similarity value between two 

cases, Q and C. Qi corresponds to the attribute value i of a 

new case and Ci corresponds to the same attribute i of the case 

recovered from the case-base. Wi is the weight of i attribute 

and n is the number of attributes of a case. Thus, n is equal to 

twenty-three, since the attributes "family history," "number of 

family", and "prognosis" are not used in the calculation of the 

equation. 

In (1), "�" is the function of local similarity of each attribute. 

All of them use the local similarity function Equal(), except 

for the age attribute. For this, a new function called 

EqualInterval(), which calculates the similarity of the attribute 

according to age ranges (<= 60, 61-70 and >= 71) defined by 

us. Thus, for this attribute, the values of 74 and 80 are coded 

identically. 

The twenty-three features used in the calculation of similarity 

have a default weight of "1". Some attributes have altered 

weights according to pre-established rules mentioned in the 

later section. We believe that the weights in general should be 

chosen by a specialist in gastrointestinal cancer in order to 

increase the accuracy of the system. 

As we have a small case-base, the recovery method that we 

use is the sequential, that is, the measure of similarity is 

calculated for all cases of the base [12]. 

Rules Definition 

The rules created and used in our approach were based on 

information extracted from a medical book [10] and the 

National Cancer Institute
5

 (INCA) website. The weights used 

in the rules were decided with the help of a general 

practitioner. We interviewed the general practitioner and used 

a template to formulate the questions: “How important is the 

X attribute to diagnose cancer Y?”, where X corresponds to 

the some case attribute and Y to some type of cancer. The 

answers were collected on a scale from 1 to 10.  

1st rule: This corresponds to the patient's family history. 

Patients who have a relative who has or had a particular type 

of cancer is more likely to also have cancer. Among the types 

of cancer studied in this research, only colorectal and stomach 

cancer consider family history. 

 

Figure 5 – First Rule 

2nd rule: This also corresponds to the patient's family history. 

If the number of a patient’s relatives who have cancer is 

greater than 1, then the patient will be more likely to also have 

this neoplasm. 

 

Figure 6 – Second Rule 

3rd rule: Dysphagia is the main clinical manifestation that 

occurrs in patients with esophageal cancer. 

������������������������������������������������������������

�

�National Cancer Institute 

http://www2.inca.gov.br/wps/wcm/connect/tiposdecancer/site/

home�
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Figure 7 – Third Rule 

4th rule: According to the data from the literature [10],  

weight loss is a common feature in patients with colorectal, 

esophagus, or stomach cancers. However, there are cases of 

patients with anal cancer that also presented with weight loss. 

 

Figure 8 – Fourth Rule 

5th rule: Postprandial fullness is a feeling of stomach 

fullness, and is characteristic of patients with stomach cancer. 

 

Figure 9 – Fifth Rule 

6th rule: Anal bleeding is the most common feature present in 

patients with anal cancer [10]. However, patients with 

colorectal cancer may also exhibit this symptom.  

 

Figure 10 – Sixth Rule 

7th rule: Anal pain is a feature of patients with anal cancer, 

but it also appears as a symptom in patients with colorectal 

cancer. 

 

Figure 11 – Seventh Rule 

8
th

 rule: A change in bowel habits (diarrhea or constipation) is 

a warning sign for colorectal cancer. There are cases of 

patients with stomach cancer who also have this symptom. 

 

Figure 12– Eighth Rule 

9th rule: Abdominal pain and changes in bowel habits are 

symptoms of colorectal cancer. They are also often present in 

patients with stomach cancer. 

 

Figure 13 – Ninth Rule 

Validation Method and Results 

To validate the system, we developed a prototype, and we 

used k-fold cross-validation [16]. As we have forty-eight cases 

and the number of cases for each neoplasm is a multiple of 

three, we split the data into three blocks, each one with sixteen 

cases. 

We used each block as input to the system. First, we made 

tests without the use of rules (i.e., all attributes independent of 

the value had a weight of “1”). Then, we redid the tests using 

the rules previously mentioned. The result of the three 

iterations can be seen in Table 2, Table 3, and Table 4, 

respectively. 

The diagnosis accuracies by fold and by type of cancer are 

shown in Table 5 and Table 6, respectively. 

Table 2 – Results of the first test block 

Nº Real diagnosis Without rules With rules

0 ---------- 1° case hit 1° case hit

1 Anal anal 1 anal 1 

2 Anal anal 1 anal 1 

3 Colorectal esophagus 0 colorectal 1 

4 Colorectal colorectal 1 colorectal 1 

5 Colorectal esophagus 0 esophagus 0 

6 Colorectal anal 0 anal 0 

7 Colorectal stomach 0 colorectal 1 

8 Esophagus esophagus 1 esophagus 1 

9 Esophagus esophagus 1 esophagus 1 

10 Stomach stomach 1 stomach 1 

11 Stomach stomach 1 stomach 1 

12 Stomach colorectal 0 colorectal 0 

13 Stomach stomach 1 stomach 1 

14 Stomach stomach 1 stomach 1 

15 Stomach stomach 1 stomach 1 

16 Stomach stomach 1 stomach 1 

sum ---------- ---------- 11 ---------- 13 

Table 3 – Results of the second test block 

Nº Real diagnosis Without rules With rules

0 ---------- 1° case hit 1° case hit

1 Anal anal 1 anal 1 

2 Anal anal 1 anal 1 

3 Colorectal anal 0 anal 0 

4 Colorectal stomach 0 colorectal 1 

5 Colorectal colorectal 1 colorectal 1 

6 Colorectal anal 0 anal 0 

7 Colorectal stomach 0 stomach 0 

8 Esophagus stomach 0 stomach 0 

9 Esophagus esophagus 1 esophagus 1 

10 Stomach esophagus 0 stomach 1 

11 Stomach colorectal 0 stomach 1 

12 Stomach stomach 1 colorectal 0 

13 Stomach stomach 1 stomach 1 

14 Stomach colorectal 0 stomach 1 

15 Stomach stomach 1 stomach 1 

16 Stomach esophagus 0 stomach 1 

sum ---------- ---------- 7 ---------- 11 

Discussion and Conclusion 

Many researchers have developed different approaches to 

predict, diagnose, and classify cancers, but in general, only a 

single type of cancer is discussed. In this research, we focused 

on four types of gastrointestinal cancer. In addition, we used 

rules to customize the cases. The diagnosis accuracies by fold 
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and by type of cancer are shown in Table 5 and Table 6, 

respectively.  

To assess if our approach increased the diagnosis accuracy 

compared to using only the CBR approach, we used the paired 

t-test with 95% confidence interval and got p-value = 0.02664, 

refuting the null hypothesis (H0 = The CBR performance is 

the same as the proposed hybrid approach). Given this, we 

confirmed our expectations. 

The limitations of this study are related to the quantity and 

quality of the cases and weights. In addition, we believe that 

with the help of an oncologist, we could improve the rules and 

attribute weights. Even though the model training technique 

used data from a specific population group, the cross-

validation results might not be enough to generate adequate 

data for a reliable model. 

In future works, we will extend the case-base, and will seek 

help from a medical expert to validate the rules and the 

weights associated with them. Furthermore, we will discuss 

the remaining phases of the CBR cycle. 

Table 4 – Results of the third test block 

Nº Real diagnosis Without rules With rules

0 ---------- 1° case hit 1° case hit

1 Anal colorectal 0 anal 1 

2 Anal colorectal 0 anal 1 

3 Colorectal stomach 0 stomach 0 

4 Colorectal colorectal 1 colorectal 1 

5 Colorectal stomach 0 anal 0 

6 Colorectal colorectal 1 colorectal 1 

7 Colorectal stomach 0 stomach 0 

8 Esophagus colorectal 0 esophagus 1 

9 Esophagus stomach 0 esophagus 1 

10 Stomach esophagus 0 esophagus 0 

11 Stomach colorectal 0 stomach 1 

12 Stomach stomach 1 stomach 1 

13 Stomach stomach 1 stomach 1 

14 Stomach stomach 1 stomach 1 

15 Stomach stomach 1 stomach 1 

16 Stomach stomach 1 stomach 1 

sum ---------- ---------- 7 ---------- 12 

Table 5 – Diagnosis accuracies by fold 

 Folds  

 First Second Third Mean 

Without rules 68.75% 43.75% 43.75% 52.08% 

With rules 81.25% 68.75% 75% 75% 

Gain 12.50% 25% 31.25% 22.92% 

Table 6 – Diagnosis accuracies by type of cancer 

Type of cancer 

 Anal Colorectal Esophagus Stomach 

Without 

rules 

66.66% 26.66% 50% 66.66% 

With 

rules 

100% 46.66% 83.33% 85.71% 

Gain 33.34% 20% 33.33% 19.05% 
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Abstract 

We examined a process for automating the classification of 

articles in MEDLINE aimed at minimising manual effort 

without sacrificing accuracy. From 22,808 articles pertaining 

to 19 antidepressants, 1000 were randomly selected and 

manually labelled according to article type (including, 

randomised controlled trials, editorials, etc.). We applied a 

machine learning approach termed ‘active learning’, where 

the learner (machine) selects the order in which the user 

(human) labels examples. Via simulation, we determined the 

number of articles a user needed to label to produce a 

classifier with at least 95% recall and 90% precision in three 

scenarios related to evidence synthesis. We found that the 

active learning process reduced the number of training 

instances required by 70%, 19%, and 14% in the three 

scenarios. The results show that the active learning method 

may be used in some scenarios to produce accurate classifiers 

that meet the needs of evidence synthesis tasks and reduce 

manual effort. 

Keywords:  

Machine Learning; Databases, Bibliographic; Antidepressants. 

Introduction 

When undertaking reviews or synthesis of clinical evidence, 

researchers are faced with the task of identifying all relevant 

published studies in bibliographic databases. This has become 

increasingly difficult and time-consuming with the dramatic 

increase in the number of studies being published each year. 

To improve the efficiency of evidence synthesis tasks that 

require the comprehensive identification of specific types of 

articles, researchers have analytically devised search queries 

or filters, and applied them to large bibliographic databases 

such as MEDLINE [1-8]. Others have proposed methods for 

context-specific searches by partially or completely replacing 

the need for manual screening and classification using 

machine learning methods [9-11]. 

In an effort to maximise the proportion of relevant articles 

identified (recall) in these searches – which ideally should be 

100% for systematic reviews – researchers are often forced to 

sacrifice the proportion of irrelevant articles also included as 

relevant (precision), leaving them with many articles that 

require further manual query and classification. 

Here we consider the application of machine learning to the 

task of article classification, and propose the use of active 

learning [12], an approach aimed at reducing the number of 

examples that a user (human) needs to provide to the learner 

(machine). Active learning has been used to classify clinical 

studies for systematic reviews previously [11], and for well 

over a decade in biomedical research applications ranging 

from drug discovery to biomedical informatics [13, 14]. 

Our aim was to examine whether active learning could be used 

to reduce the manual workload for classifying articles in tasks 

without substantially reducing the quality of the process. To 

do this, we conducted experiments for three scenarios of 

evidence synthesis, using MEDLINE metadata on a large 

corpus of articles about antidepressants. 

Methods 

Data 

We used PubMed to search MEDLINE on 9 December 2014 

for articles that included in the title, abstract, or MeSH terms, 

the names or synonyms of one or more of the 19 

antidepressants that were approved for use by the US Food 

and Drug Association (FDA) between 1995 and 2005. The 

search returned 40,098 unique articles. From this set, we 

selected the 22,808 articles for which the antidepressant of 

interest was already approved by the FDA when the article 

was published, and then randomly selected 1000 for inclusion 

in the study. We selected antidepressants for a study of author 

influence in postapproval opinion/commentary. 

Two investigators (AD and DA) classified each article as one 

of eight article types: (1) systematic review; (2) non-

systematic review and meta-analysis; (3) guideline; (4) 

randomised controlled trial; (5) other clinical study (e.g. non-

randomised trial, cost-benefit analysis); (6) case study; (7) 

non-clinical study (animal models, chemistry for synthesis, 

testing, or where antidepressants are not the primary topic); 

and (8) comment or opinion piece. Agreement between the 

two investigators was 90% (Cohen’s kappa = 0.87) and 

disagreements were resolved by discussion. 

Specific characteristics (metadata) were abstracted from the 

articles to form the set of potential features, which are used as 

the basis for training the machine learning classifiers. These 

metadata included article titles and abstracts, MeSH terms, 

and publication types assigned in MEDLINE. For titles and 

abstracts, each word with more than three letters was extracted 

and binary features created to represent their presence or 

absence in each article. MeSH terms and publication types 

were used to create binary features without change. No other 

pre-processing methods (such as stemming or the use of stop 

words) were applied to the metadata prior to their use in the 

classifier training. The total number of features that could be 

used to train the classifiers was 5,606. 

Three scenarios were created as examples of evidence review, 

synthesis, and surveillance tasks that might benefit from 

automation. In Scenario 1, the aim was to find all clinical 

trials for use in a systematic review (4 and 5, above). In 
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Scenario 2, the aim was to identify all randomised controlled 

trials for inclusion in a meta-analysis (4, above). In Scenario 

3, the aim was to find only opinion pieces, commentaries, and 

non-systematic reviews (2 and 8, above) for examining the 

distribution of contributions by individual authors. 

The active learning process 

We defined the ordered set of articles that the user is asked to 

label by the learner as the labelling queue. The unique feature 

of the active learning process is that the learner iteratively 

trains new classifiers each time it receives an additional label 

from the user, and uses the resulting information to determine 

the order of the labelling queue. 

The aim of the learner is to minimise the length of the 

labelling queue by converging more quickly on a classifier 

that is able to exceed the performance requirements. 

The proposed process for applying active learning to this task 

includes two phases (an alternative to a previous approach 

[11]): the first is for when there are too few examples in each 

class to examine the distribution of features across the two 

classes and identify meaningful features (Phase I); and the 

second when a new classifier is trained in each step and used 

to select the next article to place in the labelling queue (Phase 

II). 

Phase I 

In Phase I, the issue is that there is not enough information 

available for the learner to know enough about the distribution 

of features across relevant/irrelevant articles, and thus not 

enough identifiable features capable of discriminating between 

the two classes to effectively construct a classifier. 

A simple solution in this stage is to progress at random until 

enough useful information is available for the active learning 

approach. To do this, we take advantage of the statistical 

distribution of features among known articles. The user is 

asked to label articles selected at random until there are a 

minimum of five features that exhibit a significant difference 

(p<0.05 in a Fisher’s exact test) between the classes. These 

features then become available for the classifiers constructed 

in the second phase. 

Alternative methods for finding useful articles at this stage 

involve clustering the articles based on the distribution of 

features, without knowing to which class any of the articles 

belong [15]. We did not consider these alternatives in this 

study but these could reduce the workload in Phase I. 

Phase II 

Phase II is the active learning phase. In each round, a new 

classifier is trained using the labels from the labelling queue, 

and the information produced by applying the new classifier to 

the pool of remaining unlabelled articles is used to determine 

the next article to be labelled by the user. 

For selecting useful features, we applied a simple statistical 

method in which features from all labelled articles (so far) are 

compared across the two classes (either relevant or irrelevant 

articles). In the statistical testing, Fisher’s exact tests were 

applied to each feature and those with the lowest p-values 

were then included as features to train the classifiers. In this 

study, we chose to select the features that remained after a 

Bonferroni correction was applied, or the five features with 

the lowest p-values, whichever was larger. 

We used support vector machines as the machine learning 

algorithm in these experiments, as it is appropriate for tasks 

such as document classification [16]. The support vector 

machines were constructed using linear kernels and a least 

squares method. To apply the active learning approach to 

support vector machines, the learner selects the unlabelled 

article that is closest to the hyperplane found to best separate 

the relevant and irrelevant articles during training, and passes 

that article to the user for labelling [12, 17]. 

Note that we only considered one approach for feature 

selection, one type of machine learning algorithm, and applied 

the rules consistently across all simulations. Alternative 

choices for feature selection and for classifiers could have 

affected the performance of the active learning and passive 

learning approaches in different ways. 

Analysis 

We evaluated the active learning process by estimating the 

risk of not achieving a pre-specified performance for each 

number of labelled articles. The pre-specified performance 

criteria were 95% recall (the percentage of relevant articles 

that were identified), and 90% precision (the percentage of 

identified articles that were relevant). Using these measures, 

we compared the results of the active learning simulations to a 

passive learning baseline, in which the articles labelled by the 

user are selected at random from the pool of all articles. This 

is equivalent to a process that continues with Phase I and 

never progresses to Phase II. 

To estimate the risk of imperfect recall at a given labelling 

queue length, we ran repeated simulations to determine how 

many articles would need to be labelled by the user before a 

classifier with 95% recall and 90% precision was trained. In 

each case, 500 articles were selected (by stratified random 

sampling) for training and the remaining 500 were used as a 

holdout test set (which differs from a previous approach [11]). 

The performance results were determined by applying the 

classifer to the holdout set. For each of the three scenarios, we 

ran 1000 simulations for the passive learning baseline, re-

sampling 500 articles each time. 

The features that were most often used to train the classifiers 

that first reached 95% recall and 90% precision were reported 

in the active learning process as ‘positive’ features if they 

were more often present in the relevant articles, and ‘negative’ 

features otherwise. 

We also examined how the process might work in practice, by 

conducting simulations in which the user labels 100 articles by 

active learning or the passive learning baseline. In these 

experiments, we simulated the approach 1000 times using 500 

articles, but we determined the performance by testing it using 

the 500 articles (labelled and unlabelled) to find out if 

labelling 20% of articles would ensure a reliable classifier. 

Results 

Non-clinical studies made up the greatest proportion in the 

sample of 1000 articles, followed by other clinical studies, 

randomised controlled trials, case studies and non-systematic 

reviews (Table 1). 

Table 1– Distribution of study types 

Article Type Frequency Proportion

Non-clinical study 410 41% 

Other clinical study 201 20% 

Randomised controlled trial 130 13% 

Case study 105 10% 

Non-systematic review 101 10% 

Systematic review 30 3.0% 

Opinion piece/commentary 22 2.2% 

Guideline 1 0.1% 

Total 1000 100% 
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Scenario 1: clinical studies for use in systematic reviews 

In Scenario 1, the task was to identify the 331 randomised 

controlled trials and other clinical studies (4 and 5, above). 

Applying the active learning process, the median number of 

articles labelled by the user when the classifier first exceeded 

95% recall and 90% precision was 108 (IQR 78-146). To 

reach the same level of performance, the passive learning 

process required a median of 366 articles (IQR 284-460). This 

corresponds to a workload reduction of 70% in the number of 

labelled articles required to train a classifier (Figure 1). The 

results also show that for a small proportion of active learning 

simulations, the classifier never reached 95% recall and 90% 

precision (even after the user had labelled 200 articles), while 

for the passive learning simulations, the risk of training a poor 

classifier for unseen articles remained even after the user had 

labelled the entire training set of 500 articles. 

The positive features most commonly included in the final 

classifiers generated by the active learning process included 

the MeSH terms “female” (97% of final classifiers) and 

“adult” (96%), the publication types “Randomized Controlled 

Trial” (99%) and “Clinical Trial” (97%), and abstract words 

“study” (70%) and “patients” (47%). Negative features 

included MeSH terms “Animals” (100%) or “rats” (49%), and 

publication type “Review” (94%) or “Case Reports” (86%). 

To examine how the active learning process might work in 

practice, we measured the performance of the classifiers after 

the user had labelled 100 articles. The performance is 

considered in sample, measuring the recall, precision, and F
1
-

score of the 500 sampled articles including those that were 

already labelled (as existing methods have done [11]). The 

active learning process produced a median recall of 93%, 

median precision 96%, and median F
1
-score 0.94. In the 

passive learning process, the median recall was 90%, median 

precision 90%, and median F
1
-score 0.90 (Table 2). The 

differences in recall, precision, and F
1
-score were significant 

(p<0.001) under a two sample Kolmogorov-Smirnov test. 

Scenario 2: randomised controlled trials for meta-analyses 

In Scenario 2, the median number of articles labelled in the 

passive learning process was 28 (IQR 22-38) compared to 24 

(IQR 20-30) in the active learning process, representing a 14% 

reduction in workload (Figure 2). The results likely reflect the 

standardised ways in which randomised controlled trials are 

published, rather than the unbalanced nature of the dataset 

(130 relevant articles). Among the positive features that were 

most often used by the classifiers in the active learning 

process was the publication types “Randomized Controlled 

Trial” (99%), abstract terms “blind” (64%), “placebo” (62%), 

“double” (60%), and “week” (21%), and the MeSH terms 

“DoubleBlind_Method” (61%) and “Adult” (38%). 

The marginal difference between the two approaches is 

reflected in the results of the practical test after the user has 

labelled 100 articles (Table 2), where both active and passive 

methods produce similar results. The differences in recall, 

precision, and F
1
-score were significant (p<0.001). 

Scenario 3: opinion pieces and non-systematic reviews for 

a task in pharmacosurveillance 

In Scenario 3, the median number of articles labelled in the 

passive learning process was 42 (IQR 30-58) and in the active 

learning process 52 (IQR 37-79). This represents a 19% 

workload reduction in the number of training instances 

required (Figure 3). The results in Scenario 3 also show that a 

small proportion of the passive learning classifiers never 

reached the pre-specified stopping criteria, while the risk was 

minimal in the active learning process after 150 articles had 

been labelled. The positive features that were most often used 

by the classifiers in this scenario were the abstract words 

“therapy” (25%), “trials” (21%), “agents” (23%), “effective” 

(17%), and the publication type “Review” (95%). The 

negative features included abstract words “were” (48%) and 

“study” (27%), and the MeSH term “Male” (34%). 

Reflecting the small gap between the passive and active 

learning processes, the differences in performance after the 

user labelled 100 articles were also relatively small (Table 2). 

The differences in recall, precision, and F
1
-score were 

significant (p<0.001). 

 

 

Figure 1– Clincial studies (S1): the cumulative percentage of 

simulations in which the classifiers met the pre-specified 

performance within that number of labelled documents; 

passive learning (black); active learning (red). 

 

Figure 2– Randomised Controlled Trials (S2): the cumulative 

percentage of simulations in which the classifiers met the pre-

specified performance within that number of labelled 

documents; passive learning (black); active learning (red). 

 

Figure 3– Opinions & Commentaries (S3): the cumulative 

percentage of simulations in which the classifiers met the pre-

specified performance within that number of labelled 

documents; passive learning (black); active learning (red). 
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Table 2– Comparing the performance (in the training set) after 100 user labellings to examine the process in practice. 

Process and scenario 

Median recall 

 (interquartile range) 

Median precision  

(interquartile range) 

Median F
1
-score  

(interquartile range) 

Passive learning process    

S1: All clinical trials 0.90 (0.88-0.93) 0.90 (0.88-0.91) 0.90 (0.89-0.91) 

S2: Randomised controlled trials 0.98 (0.97-0.98) 0.99 (0.98-0.99) 0.98 (0.97-0.99) 

S3: Non-systematic reviews and opinion pieces 0.95 (0.93-0.96) 0.94 (0.92-0.96) 0.94 (0.93-0.95) 

Active learning process    

S1: All clinical trials 0.93 (0.89-0.95) 0.96 (0.94-0.97) 0.94 (0.92-0.95) 

S2: Randomised controlled trials 0.98 (0.98-0.99) 0.99 (0.99-0.99) 0.99 (0.99-0.99) 

S3: Non-systematic reviews and opinion pieces 0.97 (0.96-0.97) 0.97 (0.96-0.98) 0.97 (0.96-0.97) 

 

Discussion 

We applied an active learning method to the article 

classification task, demonstrating that the approach can reduce 

the need for training instances without sacrificing recall in 

some scenarios. The results showed a reduction of 70%, 14%, 

and 19% in the number of training instances required to 

produce 95% recall and 90% accuracy in three evidence 

synthesis scenarios. These results suggest that active learning 

may be a feasible solution for article classification in some 

circumstances. 

In previous methods for classifying articles in MEDLINE that 

did not employ machine learning methods, researchers 

analytically derived general seearch terms by examining very 

large numbers of initial articles [1-8]. These methods were 

generally unable to identify every relevant article, and recall 

could only be increased by sacrificing precision, often 

resulting in article lists in which fewer than half of the articles 

returned were relevant. As a result, extensive manual review 

would be required in a second stage of screening. It is likely 

that the active learning process presented here would improve 

on these approaches because it uses fewer labels to provide a 

low risk of missing a relevant study without sacrificing 

precision. 

Machine learning approaches used to classify articles from 

MEDLINE and other bibliographic databases have been 

proposed for different purposes [10, 18], and active learning 

has been proposed for identifying relevant articles to include 

in systematic reviews [11]. In one example, authors used 

10,000 articles as a training set, achieving 73.7% precision 

and 61.5% recall when identifying articles that were 

scientifically rigorous [9]. In another, the aim was not to label 

studies, but rather to order the returned documents so that the 

most relevant articles were listed first [19]. In the study that 

applied active learning, the performance of the method was 

determined by describing a measure of workload reduction, 

and the results indicated the potential for a 40-50% reduction 

without sacrificing perfect recall [11]. 

Another group of studies considers a more general task: the 

automatic assignment of MeSH labels to articles [20-25]. This 

is similar to the tasks we considered here because an accurate 

mapping of MeSH labels to articles could be used to replace 

or complement a context-specific screening of article types for 

inclusion in an evidence synthesis task. 

The main contribution present in this study is the application 

of the active learning approach to article classification for 

evidence synthesis tasks, and an evaluation of the approach 

using a holdout set, examining the risk of not meeting pre-

defined performance criteria for a given number of labellings. 

Compared to other applications of machine learning, our 

approach considers a relatively simple problem with binary 

classification by document type. However, it would be simple 

to extend the approach to consider more complex screening 

requirements where only specific study designs were relevant 

(e.g. specific comparators or outcome measures). Our study is 

also relatively simple because it considers one form of feature 

construction (no stemming, stop words, or n-grams), only one 

type of machine learning algorithm (support vector machines, 

no stacking or boosting), and a simple method for selecting 

features (selecting from a list ranked by p-values). The 

approach may be improved by introducing more sophisticated 

machine learning methods. 

The differences between the three scenarios suggest that class 

imbalance (for example, where very few articles are relevant), 

and the context of the task (which influences the features that 

may be suitable) may both influence the length of the labelling 

queue required to produce high enough levels of recall and 

precision to make the approach worthwhile. This means that 

tasks aimed at identifying rare article groups may benefit least 

from the active learning approach but this is speculation 

because we considered only one scenario in which the classes 

were heavily imbalanced. However, identifying rare types of 

articles using the active learning approach has been considered 

in depth elsewhere [17], warranting further investigation. 

Impossible guarantees and empirical estimates of risk 

Tasks in evidence synthesis often require 100% recall in 

screening tasks [26], so it is worth considering whether an 

automated method can be developed to guarantee perfect 

recall. In inductive learning, the user and the learner are 

unable to calculate how well the trained classifiers will 

perform on unseen examples. This means that although we 

were able to stop the simulations when the classifier met the 

pre-specified performance criteria in the experiments here, this 

is not possible in practice. 

This problem is exacerbated by the variability in the classifiers 

being produced using both passive and active learning within 

and across the scenarios. This means that the number of 

articles that need to be labelled by the user to meet a specific 

risk level may vary for different tasks. While the risk of 

missing relevant articles is reduced by the active learning 

process, the variability suggests that we do not yet have a way 

to (analytically or empirically) determine how many articles 

need to be labelled to guarantee an acceptable level of risk. 

Limitations 

We used only one type of classifier and one method for 

selecting and constructing features. While support vector 

machines are appropriate for tasks with a large number of 

features and document classification tasks in particular, other 

classifiers and methods for selecting features could affect the 

results in unexpected ways. Equally, the stopping criteria for 

Phase I and the final performance criteria that we reported on 

could have been chosen differently, and these choices could 

also affect the results. 

We examined only one class of clinical interventions 

(antidepressants), and three relatively simple scenarios in 
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evidence synthesis. While it would be reasonable to expect 

that other drug classes and conditions would have similar 

distributions for article types and produce the same levels of 

performance, this may not hold for atypical interventions or 

conditions. Specific search queries aimed at identifying 

studies that meet specific design specifications may not 

produce the same results. For example, it may be more 

difficult to construct a classifier that can separate from all 

articles those that report on clinical trials comparing two 

specific interventions and report a specific measurable 

outcome. Other than issues with class imbalance for cases 

where there are very few relevant articles, the approach is 

general so we have no reasons to expect that the method 

would perform any differently in these cases. 

Conclusion 

In this study, we considered the problem of article 

classification as a shared task between a (human) user and a 

(machine) learner. Active learning may provide the potential 

to reduce the manual effort required to classify articles for 

context-specific tasks in evidence synthesis without reducing 

the performance. However, variability in the performance of 

classifiers within and across the scenarios suggests that we do 

not yet have a way to both ensure that no relevant articles are 

missed and substantially reduce the workload required to 

screen documents for inclusion in a study. 
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Abstract 

Electronic health records (EHRs) can produce significant 

disruption when first implemented. Successful 

implementations depend on the availability of technical and 

clinical support. We present a description of the frequency 

and types of issues raised during the first 12 months after the 

implementation of an EHR at a teaching hospital in Santiago, 

Chile. 

Keywords: 

Electronic health records; Emergency department. 

Introduction 

Electronic health records (EHRs) are information systems that 

produce significant impacts on usual clinical and 

administrative workflows, affecting users as well as clinical 

and administrative systems [1]. Although significant planning 

and preparation happens before they go live, EHRs produce 

many issues during the initial go-live and during the weeks 

and months following the initial date of full operation. This 

study sought to characterize the frequency and type of issues 

raised to the local help desk during the first year after the go-

live of a new emergency department EHR. 

Materials and Methods 

This study was conducted in the Emergency Department (ED) 

of an urban teaching hospital in Santiago, Chile. This ED 

takes care of an average of 220 patients a day. Before the 

EHR the department used a paper medical record and paper 

medical orders; clinicians had access to radiology and 

laboratory informatin systems. The implemented system 

included full patient documentation and electronic orders and 

prescriptions.  

The implementation team included experts that provided on-

site, 24/7 support to clinical and administrative personnel. 

These professionals documented and notified issues and 

created help desk tickets using a smartphone application. 

Every issue was classified as (a) user training (b) clinical 

contents (c) vendor issues (d) local Information Technology 

(IT) team issues (e) Hardware issues and (f) User suggestions. 

We provide a description of the frequency and type of issues 

raised during the first 12 months after the ED EHR go live. 

Results 

The EHR went live on February 13, 2013. During the first 12 

months of operation, 3372 tickets were raised by users 

working at the Emergency Department. As expected, a large 

proportion of issues were raised during the initial months of 

operation, with 64% of them raised in the initial 6 months. In 

addition to decreasing with time, we also observed a change in 

the distribution of types of issues. The distribution is 

described in Figure 1. 

 

 

Figure 1- Frequency and distribution of EMR implementation 

issues (7-day periods at different times after the initial go-

live) 

All issues decreased their frequency over time but issues 

related to user training, clinical contents and hardware 

decreased the most. 

Conclusion 

As expected, most help desk issues decreased with time; 

however, issues related to the local IT team—such as internet 

connectivity, server uptime—and the EHR vendor were still 

present at 12 months of operation. These findings might 

suggest that implementation teams should carefully consider 

the  amount of support needed from their vendors and local IT 

teams.   
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Abstract 

The e-NutriHS is a web-based system developed to gather 

online information on health of a cohort of college students 

and graduates in nutrition. It consists of six validated and 

internationally recognized questionnaires regarding 

demographic and socioeconomic data, dietary habits, 

physical activity level, alcohol and tobacco use, anti-fat 

attitudes and personal and family histories. Our software and 

respective database is hosted in the School of Public Health 

server and is based on free programming languages. An e-

NutriHS prototype was created preceding online deployment. 

An improved version of the website was released based on 20 

volunteers’ opinions. A total of 503 users were registered. 

Considering that web-based systems produce reliable data, 

are easy to use, less costly and are less time-consuming, we 

conclude that our experience deserves to be shared, 

particularly with middle income economy countries.  

Keywords: 

e-Health, Web-based system, Cohort study, Nutrition. 

Introduction 

In recent years, the use of the Internet, in particular for 

healthcare information provision, is markedly increasing. In 

light of this growth, researchers of health sciences have 

invested in learning how to use the Web for data collection 

and reporting. Research studies in epidemiology are often 

conducted with hundreds or thousands participants, followed 

for long periods of time. The development of web-based 

online self-administered systems employing validated health-

related surveys is much warranted. Such systems to obtain 

data related to health would be particularly important in 

developing countries where resources for researches are 

limited. 

Materials and Methods 

The Nutritionist Health Study (NutriHS) was conceived in 

2013 by our research group from the School of Public Health 

of the University of São Paulo (USP), Brazil. The NutriHS is 

a cohort study mainly involving students and some graduates 

of Nutrition Graduation Courses from universities located in 

the State of Sao Paulo. For this first phase, launched in 2014, 

participants are being invited to participate in the study in 

which health-related data will be collected at a 3-year interval. 

The ethical committee at the School of Public Health of USP 

approved this study. A web-based system was developed to 

gather information online for this specific subset of the 

Brazilian population, the e-NutriHS. 

The e-NutriHS website is based on free programming 

languages and with the University of São Paulo Informatics 

Center support, which hosted the website and respective 

database in the School of Public Health server 

(http://www.fsp.usp.br/nutrihs/index.html). For its design, the 

colors were carefully selected and ease-of-use was frequently 

reviewed until a user-friendly version of the website was 

obtained. A logotype was created, reinforcing the impact of 

increasing knowledge about nutrition on health. In addition to  

registration data, the e-NutriHS includes six validated and 

internationally recognized questionnaires regarding 

demographic and socioeconomic data, dietary habits, physical 

activity level, alcohol and tobacco use, anti-fat attitudes and 

personal and family histories. The length of each 

questionnaire page was defined based on a comfortable time 

for completion.  

Preceding online deployment of the website for NuthiHS 

users, a prototype of e-NutriHS was created and hosted on a 

temporary url. 20 volunteers and graduates from the School of 

Public Health aged 25 to 60 years old and who have worked 

in the health area were invited to test the system and to check 

its ease-of-use, data entry and website design. 

Results 

The volunteers considered the website attractive, made 

favourable comments about the colours used and the 

interactive elements and suggested no change, after fulfilled 

the web-based questionnaires. An improved version of 

website was released based on the volunteers’ opinions.  

In March 2014, NutriHS participants have started to use the 

online web-based system. A total of 503 users were 

registered: 459 college students and 44 graduates. Participants 

were predominantly female (93%) which was expected since 

the majority of nutrition students are women. The mean age of 

the sample was 23.8 (SD 6.6) years; 63.5% were white and 

84.6% were single. Preliminary lifestyle data are available, 

allowing for comparisons of students’ profile at the beginning 

and end of the course. These conditions are in contrast with 

the nutritional epidemiological studies, which require a long 

period to get results. 

Conclusions 

Preliminary findings suggest that the feasibility of e-NutriHS 

may be useful to obtain data for epidemiological studies, 

accelerate data gathering, minimize duplicity of information 

and has potential to produce reliable data and identify health 

disorders.  
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Abstract 

Problem oriented medical record (POMR) was born in late 

sixties. Expecting an ordered, complete and updated medical 

record were some of the goals of its founder. Several 

healthcare institutions have included problem list into their 

clinical records but some concerns have been reported. These 

concerns are in reference to their voluminosity, 

incompleteness and outdatedness. This study attempts to 

understand how healthcare professionals are using the 

problem list at Hospital Italiano de Buenos Aires (HIBA). We 

believe it is essential to understand the local reality applied to 

our own applications and cultural instances of 

documentation. This report is the basis from which several 

improvements could be made in order to meet the goals of 

Weed´s proposal. 

Keywords: 

Problem Oriented Medical Record; Problem List; Electronic 

Health Records. 

Introduction 

The Problem List was originally proposed by Lawrence Weed 

in the sixties as part of his recommendation for a POMR. The 

arrival of Electronic Health Records (EHRs) has suggested 

that it is possible to have better problem lists. Healthcare 

professionals at HIBA have used an electronic POMR since 

1998. This paper attempts to have an understanding of the use 

of the problem list by professionals at HIBA as part of a plan 

for improvement of this instrument. 

Methods 

HIBA is a non-profit health care academic center. It has im-

plemented an in-house Healthcare Information System (HIS). 

The hospital has an insurance plan (Plan de Salud - PS) with 

150,000 members. The EHR is a fully-implemented web 

based, problem oriented, patient centered record with custom-

ized functionalities depending on the level of care (outpatient, 

inpatient, emergency care and home care). We conducted a 

retrospective cohort e analysis. The cohort included all new 

problems recorded from January 1
st

 2012 to December 31
st

 

2013. A secondary de-identified database administered by the 

area of Biostatistics and Business Intelligence from HIBA´s 

Department of Health Informatics was consulted for this 

study. For the analysis of the problem list, the following crite-

rion was agreed upon: all problems in all settings were taken 

into the sampling. 

Results 

During the period, there was a total of 2,478,545 new 

problems. Of these, 42.47 % were associated with at least one 

medical note. An average of 5.45 problems per patient was 

calculated. 35.6% of the total sample were created in the 

outpatient setting, 11.9% in inpatient hospitalization area, and 

52.5% in the emergency. Regarding the status of problems, 

96.87% were active, 0.70% problems were passive, and 

2.12% problems were resolved. Grouping the problems 

studied by year, and day of charge, we found no significant 

differences. The twenty most common problems accounted for 

30% of all problems. Among these, the 3 most used were 

fever, health check and malaise. From the top twenty 

problems, 38% were general symptoms or usual care 

situations, 23% respiratory diseases, and 39% represented 

other organs or systems. Of all newly created problems, 73% 

belonged to patients covered by affiliated insurers, 

corresponding to 34% of all visits in the period under study. 

The remaining new problems were generated during visits 

covered by PS. By analyzing the problems by age, the first 

segment of 0-5 years old had the largest proportion. 

Conclusion 

The first step to understand the difficulties is to determine 

how problem list is used. We conducted an analysis of our 

POMRs as a basis to generate our own strategies to improve 

their use, and that goes beyond the implementation of guide-

lines and institutional policies. Considering the difference in 

problems creation in the different age groups, we believe that 

this variability is because the problem list is created in our 

system once in a lifetime and it is reused for each query. Re-

garding the most frequent diagnoses, it is not uncommon that 

most of these instances are due to usual care or general pa-

thologies. In this sense, we expected that the 20 most common 

problems covered a percentage higher than 30% that we 

found. We believe this could be due to the large granularity or 

level of detail that our EHR allows to incorporate. This gener-

ates a greater dispersion in the use of problems. 
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Abstract 

Secretaries play an important quality assurance role in 

today’s medical record production. This study aimed to iden-

tify quality assurance tasks that a future system cannot easily 

compensate for when developing a new structured EHR in 

which the physicians do the writing themselves. The study 

identified two tasks, which we suggest should also be per-

formed by secretaries in the future. 

Keywords:  

Electronic health records; structured EHR; dictation 

Introduction 

Dictation dominates today’s medical record production [1]. 

The introduction of highly structured electronic health records 

(EHR) implies that physicians have to record the data in the 

EHR system — that is, write the patient documentation 

themselves.  

Speed, accuracy and completeness improve when doctors use 

structured templates instead of dictation [2]. Doctors who 

write patient journals themselves seem to write more briefly 

and in a way that makes the documentation more readable [3]. 

A large-scale study in primary care setting showed improved 

quality of patient care when physicians entered information 

directly into the structured records [4]. In addition, the 

documentation is available much earlier - half an hour after 

the consultation - compared to 374 hours later if the journal 

note is dictated [5]. 

However, doctors’ change of work practice from dictating to 

recording may overlook the fact that secretaries play an 

important quality assurance role in today’s EHR production 

[1]. This study aimed to investigate secretaries’ quality 

assurance role and to identify work that cannot be easily 

compensated for when designing and establishing a new 

structured EHR system in which the physicians write the 

patient documentation themselves. 

Methods 

Both qualitative and quantitative methods were applied. For 

the qualitative research, an interpretative study approach was 

used and data were collected through informal discussions and 

focus group interviews. In addition, secretaries were asked to 

fill out one anonymised survey per day, over two consecutive 

weeks to record their quality assurance work.  

Results 

The results revealed that secretaries perform numerous quality 

assurance tasks. Two of the quality assurance tasks were 

regarded as especially challenging for the future EHR system 

to compensate for. These work tasks were reported on 28 of 

the survey forms, representing an equal number of workdays. 

The first task was to correct the instances in which the same 

patients had been registered twice or more in the EHR; this 

issue was corrected 118 times. In addition, the secretaries 

made 169 corrections due to incorrect patient names or other 

incorrect essential patient information. This demonstrates that 

during 28 days of work, each secretary conducted an average 

of more than 10 very important corrections that could be 

challenging for the future system to compensate for. 

Discussion and Conclusion 

Today’s secretaries perform numerous important corrections 

and quality assurance tasks in EHR production. When 

designing and developing the new structured EHR system, as 

many as possible of these tasks need to be compensated for by 

the system. However, to support doctors, we suggest that the 

following two quality assurance tasks should also be 

performed by secretaries in the future, as these tasks are very 

time-consuming and cannot be easily compensated for in the 

new structured EHR system. These tasks are: correcting the 

patients’ registration and correcting important patient 

information when mistakes have been identified.  
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Abstract 

Nowadays a lot of trials for collecting electronic medical 

records (EMRs) exist. However, structuring data format for 

EMR is an especially labour-intensive task for practitioners. 

Here we propose a new mark-up language for medical record 

charting (called Charting Language), which borrows useful 

properties from programming languages. Thus, with Charting 

Language, the text data described in dynamic situation can be 

easily used to extract information. 
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Introduction 

In these days, organizing collection of electronic medical 

records (EMRs) is regarded as fruitful attempts and many 

trials have been made in various ways [1]. Most of the 

platforms being used to collect medical records require 

practitioners to fill structured data forms. Yet, it might be too 

strict and rigid form for real clinical situations where dynamic 

interaction between practitioners and patients exists. Whereas, 

when the practitioners describe medical records in free-text 

form, it is difficult to extract data for secondary analysis. 

Thus, trade-off exists between structured and free-text EMR 

system. [2] Standardized information model might be one of 

solutions to the problem, such as HL7 CDA and CCR of 

ASTM International. The standards are useful references for 

the process of developing interoperable EMR systems, but the 

standards do not consider the situation when the individual 

practitioners construct EMR data directly using the standards 

[3]. Here, we propose a mark-up language for charting 

medical record (called Charting Language) by which 

individual practitioner constructs their EMR structure without 

constraints  and with ease at each treatment. 

Methods 

The charting language we propose borrows useful properties 

from programming languages. The charting language is a 

mark-up language with easy and simple syntax to describe 

medical records by practitioners in clinical situations. We 

defined a language grammar that has a hierarchical structure 

of compound literals (object or section) consisting of 

primitive literals. The main primitive literal is a medical term 

that can be imported from a shared library. Because the 

medical records written by Charting Language has specifically 

defined syntax and uses medical terms with semantic 

interoperability, the medical records can be extracted for 

secondary use of data, like compiling process in the normal 

programming language. Additionally, within a defined syntax, 

it provides the capacity to write down medical records without 

the constraint of the structure within a defined language. 

Results 

Figure 1 – The abstract syntax and an example. 

Syntax of the language was defined in XML format following 

tmLanguage rule used in popular text editor softwares. For 

functional convenience, additional plug-ins and snippets were 

also implemented to help efficient documenting.  
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Abstract  

In developing countries, clinical guidelines and patient follow-

up are primarily paper-based. We describe the use of Electronic 

Medical Record data for evidence-based clinical decisions and 

improved HIV patients monitoring in rural Rwanda. 

Keywords:  

Electronic Medical Records; HIV; Viral load. 

Introduction 

In 2006 and 2010, two innovative systems were respectively 

implemented in Rwanda through the joint effort of Partners in 

Health (PIH) and the Ministry of Health (MOH): the Electronic 

Medical Record (EMR) system, and the Mentorship, Enhanced 

Supervision and Quality Improvement Program (MESH-QI). 

MESH-QI mentors used EMR as a detection and monitoring 

tool to identify and design QI interventions. 

Methods 

A QI intervention focused on clinical decisions and HIV 

patients monitoring was conducted by 2 nurse mentors in 14 

health facilities of Kirehe district. The aim was to improve rates 

of eligible HIV patients tested for viral load (VL) from 2.8% to 

at least 50% within 3 months (Nov 2012-Feb 2013). The 

number of each facility patients due for VL testing, and 

proportions of those with test results were aggregated into EMR 

reports reviewed and discussed during data sharing meetings 

held with health facilities leaders. EMR was used to track site 

performance, and Chi-squared test was used to measure 

differences pre- and post-intervention. 

Results 

Figure 1 reports changes in VL testing before intervention [N = 

2223 (children = 135 & adult = 2088)] and after intervention [N 

= 2387 (children = 138 & adult = 2249)]. 

 

 

     P-value <0.001 

Figure 1- Changes in viral load testing 

Conclusion 

Use of EMR data may contribute to improve patient monitoring 

and evidence-based clinical decisions. These findings suggest 

EMR as a potential source and reference for HIV clinical record 

keeping, reporting, decision-making, and data-driven QI.  
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Abstract 

In 2001, we developed an EHR system for regional healthcare 

information inter-exchange and to provide individual patient 

data to patients. This system was adopted in three regions in 

Japan. We also developed a Medical Markup Language 

(MML) standard for inter- and intra-hospital communications. 

The system was built on a legacy platform, however, and had 

not been appropriately maintained or updated to meet clinical 

requirements. To improve future maintenance costs, we 

reconstructed the EHR system using archetype technology on 

the Ruby on Rails platform, and generated MML equivalent 

forms from archetypes. The system was deployed as a cloud-

based system for preliminary use as a regional EHR. The 

system now has the capability to catch up with new 

requirements, maintaining semantic interoperability with 

archetype technology. It is also more flexible than the legacy 

EHR system. 

Key words: archetype, EHR, ISO 13606, MML, openEHR 

Introduction 

In the Dolphin project, we developed an EHR system for 

regional health providers to share clinical records and provide 

individual patient data to patients [1]. We also developed an 

XML-based standard called Medical Markup Language 

(MML) to share clinical data within and among hospitals [2]. 

This EHR system has been working successfully with more 

than 6000 patients in three regions in Japan. However, this 

system was not sufficiently maintained or updated because it 

was built on a legacy web framework, written in the now old-

fashioned Perl language. Therefore, we decided to reconstruct 

the EHR system using common clinical models designed on 

the ISO 13606 standard with the openEHR specification [3] to 

improve flexibility. 

Methods 

We adopted Ruby on Rails as a web framework and a Ruby 

implementation of the openEHR specification [4]. We 

redesigned web forms and MML equivalent messages based 

on clinical concepts involving archetypes in the openEHR 

clinical knowledge manager (CKM) 

(http://www.openehr.org/ckm/), with or without modification, 

plus newly created archetypes. We designed archetypes using 

the Ocean Archetype Editor and redesigned forms and 

messages using the Ocean Template Designer. 

Results 

All of the EHR data components were redesigned using 

archetypes and are now composed of equivalent templates 

meeting openEHR specifications. MML messages were 

generated from archetype components. The web system was 

implemented for these clinical models with Ruby on Rails and 

a PostgreSQL database. After functional review, we deployed 

the system on a cloud platform for preliminary use, for EHR 

management. 

Discussion 

Once an EHR system is deployed, it needs maintaining and 

updating. Moreover, progress in medical knowledge can make 

systems obsolete. However, archetype technology makes it 

possible to apply future-proof clinical concepts to construct an 

EHR system. The restructured EHR system also has improved 

flexibility for revisions. 

Conclusion 

EHR systems inevitably need revising. The findings from this 

work suggest that archetype technology can improve the 

flexibility of EHR systems. 
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Abstract 

To validate the accuracy of data in electronic medical record, 

we compared cancer diagnosis and key words in pathologic 

reports of cancer patients in a tertiary hospital, using text 

mining method. We investigated in fourteen kinds of cancers 

that had highest incidence rates in Korea. Approximately two-

third (71.0%) of total patients had right match in cancer 

diagnosis with pathologic report. The ratio of concurrence 

was the highest (86.3%) in thyroid cancer patients, however, 

the ratio was the lowest (49.9%) in liver cancer patients. To 

prevent the errors in data input, a systematic alarm and 

feedback  to clinicians should be required. 

Keywords:  

Cancer diagnosis; Data quality;  Text mining; Data validation 

Introduction 

Electronic medical record (EMR) system has propagated 

rapidly, and the size of computerized medical data has been 

increased exponentially [1]. Accordingly, the quality of 

medical data has been emphasized not only for patients’ safety 

but also for various purposes. For example, a huge amount of 

medical data is being managed for supervision of public 

health. For the convenience and the efficiency of treatment, 

implementation of inter-center communication via electrical 

health data is inevitable. In clinical research, the key of 

confidence of the results is proper size and quality of data. 

As an indicator of medical data quality, we checked the 

diagnosis of cancer patients and compared with the reports of 

pathologic examinations. We matched the code of diagnosis, 

recorded based on the ICD-10, with the report of pathologic 

examinations, via text mining method. 

Methods 

Fourteen kind of malignant diseases were investigated: thyroid 

cancer, stomach cancer, colorectal cancer, lung cancer, liver 

cancer, breast cancer, prostate cancer, pancreatic cancer, bile 

duct cancer, non-Hodgkin’s lymphoma, kidney cancer, 

cervical cancer, and ovarian cancer. Those cancers had highest 

prevalence in Korea, reported by National Cancer Information 

Center of Korea. We included the cancer patients’ data from 

January 1st, 1989 to December 31st, 2013 in Asan Medical 

Center, Seoul, Korea. 

Based on diagnosis codes (ICD-10) typed by clinicians, we 

categorized the patients into 14 groups of cancers. All 

pathologic reports of each patient were filtered out by the 

presence of the specific key words in the text. If there were 

one or more pathologic reports that contained corresponding 

key words with the patient’s diagnosis, the patient was 

considered to have correct diagnosis.  

Results 

During the study period, 236,012 cancer patients had 

pathologic examination at least once. Approximately two-third 

of the patients were filtered as there were one or more 

pathologic reports that contained corresponding key words 

(167,530/236,012, 71.0%). In thyroid cancer patients, the 

correspondence of the keyword was the highest among the 14 

groups of cancers (86.3%). The lowest proportion ratio of 

filtration was in the liver cancer group (49.9%), followed by 

cervical (53.8%) and ovarian cancer (62.2%).  

We randomly reviewed the EMR of 100 patients in unfiltered, 

liver cancer group. Seventy nine of the 100 patients diagnosed 

liver cancer without pathologic examination. Twelve were 

non-liver-cancer patients with or without metastasis to liver. 

Seven patients were missed due to the limitation of filtering 

though they had proper diagnosis of liver cancer, and the rest 

two patients had pathologic examination at other hospital.  

Conclusion 

We could not condemn the one-third unfiltered diagnosis as 

wrong diagnosis. In liver cancer, the main diagnostic approach 

is made by the history of underlying liver disease and the 

results of imaging studies. Therefore, more research should be 

followed. 

However, most of clinicians lack of awareness in correct data 

input particularly in the cancer patients with vague primary 

origin or tumors involved in two or more organs.  

As clinical decision support systems prevent errors in medical 

fields, active feedback and alarm system for clinician to guide 

entering diagnosis may lower the error rate of medical record. 
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Abstract 

A large clinical care and research organization in Haiti 

required an electronic medical record system (EMR) to serve 

the needs of its 30 interlinked clinical programs. After 

assessing available open source software, the local team 

designed and implemented a modular proprietary EMR that is 

improving data quality and patient care. Despite the many 

benefits of existing open source medical record systems, 

clinical centers with complex workflow patterns -- even those 

in resource-limited settings -- should consider developing 

sustainable, local systems that fit their care model. 

Keywords: 

Electronic Medical Records; Developing Countries; Haiti. 

Introduction 

GHESKIO Centers in Port-au-Prince, Haiti, is the largest 

HIV/AIDS care and treatment institution in the Caribbean, 

providing continuous medical care since 1982. GHESKIO 

offers more than 30 separate clinical and support programs, 

from HIV, tuberculosis, and cholera care to maternal and child 

health and sexual violence prevention. GHESKIO maintains 

electronic medical records for over 425,000 patients using a 

legacy Clipper/dBase system, but the outdated technology 

could not scale to meet new data collection needs. 

Methods 

In October 2010, the GHESKIO technical team (all Haitian) 

engaged all stakeholders to conduct a needs assessment for a 

new EMR. They identified six core requirements. The system 

should (1) manage patient information across a wide variety of 

activities and GHESKIO programs, (2) interface with existing 

Lab Information and Pharmacy Systems, (3) accommodate a 

step-wise EMR rollout with minimal disruption to ongoing 

clinic activities, (4) link GHESKIO’s care sites across the city, 

and (5) allow insertion of temporary data collections to 

support GHESKIO’s research mission. Finally, (6) the EMR 

must be maintainable locally by GHESKIO developers. 

The team installed and evaluated open source EMRs including 

OpenMRS, OpenClinic, and the Haitian government’s iSante 

EMR [1,2], but the necessary base code changes to fit 

GHESKIO needs broke the software upgrade path. To meet 

core requirements, GHESKIO decided to build an EMR. They 

worked with clinicians to identify key functionality, design 

data forms, and remove duplicate information.  

Results 

The GHESKIO EMR was implemented in Microsoft .NET by 

three full-time programmers over 18 months. The EMR went 

live in May 2012, with 13 of 16 modules available as of 

December 2014. Over 425,000 patients records were migrated 

and clinicians entered data at the point of care and received 

electronic, rather than paper, notification of lab results, which 

expedites patient treatment.  Medical records were combined 

for the 1500 patients who had received care at the two 

GHESKIO facilities. Challenges included data migration, and 

training of over 90 clinicians in the use of the new EMR. The 

new EMR is robust in the wake of natural disasters, because 

data are backed up in different buildings within sites and also 

between sites. Data comprehensiveness improved with a 100% 

increase in available data fields. Providers now can code 3,959 

symptoms and diagnoses mapped to ICD-10 codes and 

presented in user-friendly auto-complete fields, compared to 

the 115 pre-defined symptoms and diagnoses in the old EMR. 

The EMR has also facilitated the evaluation and publication of 

outcomes data [3-5].  

Conclusion 

Existing EMRs designed for resource-limited settings may not 

meet the needs of highly interlinked care centers with large 

research programs. GHESKIO’s tailored EMR permits the 

organization to document patient care with greater precision, 

participate in a broader set of research studies, and improve 

continuity of care. This report demonstrates the feasibility of 

locally implementing and maintaining customized EMRs at 

major clinical care centers in resource-limited settings.  
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Abstract 

Patient records – types of Electronic Medical Records – are 

implemented to support patient recruitment. Different types of 

patient records have not yet been analyzed as to the number of 

Patient Recruitment System requirements can be found in each 

type of patient record. According to our analysis, personal 

electronic health records (PEHRs) tend to allow for most 

requirements to be found. 
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Introduction 

The increasing availability of electronic health information 

has resulted in an increasing number of options for the 

secondary use of health information. One important secondary 

use is supporting patient recruitment for clinical trials. Clinical 

trials often fail to complete recruitment on time, inadequately 

obtain the correct number of recruits and/or experience 

budgetary problems [1]. Patient Recruitment Systems (PRSs) 

are used to improve patient recruitment [2]. PRSs are often 

integrated with Electronic Medical Records (EMRs), but have 

not been analyzed as to how other types of records match with 

the requirements of PRSs. 

This work analyzes the applicability of different types of 

patient records for their integration with PRSs by analyzing 

the requirement implementation capacity of PRSs. 

Methods 

A requirements analysis resulting in 13 requirements of PRSs 

was performed; by conducting unstructured interviews and a 

literature review [3]. A literature search on types of patient 

records currently implemented was performed and resulting 

patient records were analyzed as to their different 

functionalities and operational paradigms. We found several 

types: EMRs as records implemented within a healthcare 

institution, Electronic Health Records (EHRs) as records 

implemented in healthcare networks (cross-institutional), 

EHRs for a distinct medical condition (ger: Elektronische 

Fallakte (EFA)), Personal Health Records (PHRs) for patients’ 

documentation on their own medical history and Personal 

Electronic Health Records (PEHRs) integrating both PHR and 

EHR capabilities; allowing for the integration of clinical 

documentation from the EHR, for patients adding 

documentation on their own (PHR) and also for patients to 

control the privileges of their PEHR. 

Results 

We found differences in the capacity to integrate PRS with 

EMRs, EHRs, EFAs, PHRs and PEHRs. 

Integrating PHRs with EMRs suggests 61.5% (8 of 13) of the 

requirements are implementable. For EHRs, PHR integration 

suggests 53.8% (7 of 13) of the requirements are 

implementable. In an EFA, 30.8% (4 of 13) of the required 

functionalities can be realized by integrating a PRS. 

Integrating a PRS with PHRs allows for 38.5% (5 of 13) of the 

requirements to be implemented. PEHRs are fully 

implementable for 84.6% (11 of 13) of the required functions. 

Two functions of PRSs are partly implementable in PEHRs, as 

patient consent can prevent physicians to be informed about 

contacting eligible patients because patients can choose not to 

inform the physician that they are eligible. 

Discussion 

The integration of a PRS within a PEHR environment allows 

for the comparison between other types of patient records on 

the topic of their implementation of requirements for PRSs. 

Data integration and use of medical information for research 

purposes (such as matching eligibility criteria) are fully 

controlled by the patient through consent management. A PRS 

integrated with a PEHR would be a cross-enterprise PRS, a 

XPRS.  

Conclusion 

Further research on PRS integration with PEHRs will be 

performed and intends to lead to architectures capable of 

informing how the integration of PRS with PEHRs can be 

achieved successfully. 
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Abstract 

Electronic health records (EHRs) present an opportunity for 

quality improvement in health organitations, particularly at 

the primary health level. However, EHR implementation 

impacts clinical workflows, and physicians frequently prefer 

to document in a non-structured way, which ultimately 

hinders the ability to measure quality indicators. We present 

an assessment of data completeness—a key data quality 

indicator—during the first 12 months after the implementation 

of an EHR at a teaching outpatient center in Santiago, Chile. 

Keywords: 

Electronic health records, Outpatient, Data completeness.  

Introduction 

There is a significant gap between the data that are captured 

during routine clinical care and the structured data needed for 

secondary analyses [1]. In an attempt to assess the impact of 

our implementation strategy, this project sought to 

characterize the level of data completeness—according to our 

local documentation quality standard—and level of 

completeness of the different functionalities of the system 

during the first year after the go-live of the outpatient EHR. 

Materials and Methods 

This study was conducted in an outpatient clinic, affiliated to 

an urban teaching hospital in Santiago, Chile with an average 

of 3000 visits/month. Our implementation included strategies 

to increase adoption: personalization of documentation using 

templates, online and classroom training, on-site personal 

support and the use of audit and feedback based on the level 

of completeness of EHR use by physicians. Our EHR 

completeness quality standard involves the proportion of 

medical visits with complete documentation in all five priority 

areas: chief complaint, history of present illness, physical 

examination, clinical diagnosis, and patient suggested plan.  

Results 

The EHR went live on December 2013. During the first 

months 49.7% of all clinical encounters met the data 

completeness quality standard. Figure 1 describes temporal 

evolution during the 12 months after the implementation. 

Observed compliance was higher than reported by the 

literature. Table 1 describes completeness of each area of 

clinical documentation. 

 

Figure 1- Quality standard compliance of data completeness 

during 1 year after the EHR implementation 

Table 1. 

Clinical Documentation 

Domain 

Completeness Roth 2013[2] 

Chief complaint 91% 12% 

History of present illness 71% 30% 

Physical exam 76% 14% 

Diagnosis 100% 72% 

Suggested plan 73% 

Conclusions 

After one year, we have observed high and stable rates of data 

completeness. This suggests successful adoption strategies 

implemented before and after implementing the new EHR.  
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Abstract 

When a child is taken into care the State is legally required to 

provide healthcare. Six forms were reviewed by medical care 

providers, foster parents and government social workers to 

understand their health information needs in caring and 

planning for child-in-care. The qualitative study used a 

sociotechnical systems framework and NVivo 10 for encoding. 

Interview findings include that the forms, if completed and 

available, meet most basic health information needs with 

additional forms used for complex health needs. The majority 

of participants indicate interest in electronic options. Focus 

groups will enable further study. 

Keywords:   

Foster Care; Health Record 

Introduction 

Children are considered vulnerable populations at risk for not 

having health needs met [1]. The State or Province has a duty 

to provide healthcare to a child- or youth-in-care (CIC) [2]. 

Health records tailored to CIC exist [3]. A study was 

conducted with medical care providers, foster parents, and 

social workers from a provincial social sector ministry that 

provides protection services to children and families. The 

study asked what health information the participants need to 

provide care to and plan for child-in-care.  

Methods 

Qualitative research with a sociotechnical systems (STS) 

framework [4] was used to understand the findings. The STS 

concepts include: social and technical analysis; variance 

control; linear / non linear tasks; blurring of roles; information 

sharing; coalitions; and deliberations and decisions [4]. The 

19-question interview tool included reviewing six forms: 

newborn record, child medical record (CMR), birth family 

medical and social history, care plan, Looking After Children 

health section, and healthcare passport. The CMR was the 

main form studied. It is a snapshot of the overall health of the 

child when a child transitions (eg. into care). Participants were 

asked for professional opinions. Interviews were recorded, 

transcribed and are inductively encoded using NVivo 10 QSR.  

Results 

From November 2013 to 2014 thirty-three interviews were 

held with thirty-nine participants in six urban, rural and/or 

remote communities. Most interviews were conducted on site. 

Findings suggest the forms, when completed and available, 

generally work, with additional forms needed for complex 

care needs. The CIC health record information starts with the 

birth family social history and history of illness and the birth 

mother’s pregnancy up to the CIC’s health and development at 

age 19, including dental care and placements. At age 19 CICs 

have access to their information. Reunification or permanency 

planning goal impacts the information collection. Primary data 

sources, temporal dependency and some redundancy were 

identified between forms. Medical care providers, foster 

parents and government social workers may each change 

while the CIC is in care. The CIC may also transition in and 

out of care. The legal guardian role, which consents to 

treatment and information sharing, may transfer between 

biological parents and ministry. All these changes increase the 

system’s complexity and may increase risk of record 

fragmentation. Missing information might include: biological 

parent’s health information, CIC’s childhood illnesses, records 

not gathered prior to assessment. Good communication, help 

with timely record collection, education, healthcare advocacy, 

clearer guidelines on information sharing, and funding were 

identified as potential enablers. The majority of participants 

indicate an interest in electronic options.  

Conclusion 

If completed and available, the six forms seem to generally 

meet basic information needs, with additional forms needed 

for complex health needs. Careful consideration needs to be 

given to any electronic option as technology adds complexity 

[5] to an already complex system. Study limitations include 

that one researcher conducted, transcribed, and encoded the 

interviews. Focus groups will enable further study.  
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Abstract 

The implementation of a Teleconsultation service in the 

primary health care is a great challenge. This work presents 

the effort made in the Espirito Santo Telehealth Project to 

consolidate the teleconsultation service. The impact of each 

strategy made was evaluated in terms of the number of 

teleconsultations produced. The combination of periodic visits  

and the promotion of local workshops were responsible for a 

sustainable use of the service for the last six months. 

Keywords: 

Telehealth; Teleconsultation; Primary Health Care. 

Introduction 

Considering the great contrast in offering the primary health 

care (PHC) in Brazil, the Brazilian Telehealth Program in 

Espirito Santo state, is being implemented aiming at providing 

the increase of the resolution of most clinical cases and the 

reduction of the forwarding of patients at the PHC level. 

The main challenge of the project is to introduce this new 

program in the health professional routine, covering 78 cities 

of the Espirito Santo state, more than two hundred of health 

units and thousands of health professionals. 

There are many experiences in Brazil and in other countries 

which have approached such subject. However, our ongoing 

experience shows that new strategies must be taken into 

account in order to place the telehealth services in the routine 

of the health professionals. 

In this work, we present our strategy during the 

implementation of the Telehealth Program in Espirito Santo, 

focusing on the Teleconsultation service. Our results, which 

were based on a survey answered by the health professionals, 

confirm the fact that there is a demand on the teleconsultation 

service.  

Materials and Methods 

The teleconsultation service consists in offering a qualified 

second opinion in response to the questions made by local 

health care provider. This second opinion is a text message 

made by family physicians, nurse practitioners, and others 

specialists with expertise in telehealth and general practice 

and is based on the best available scientific evidence. This 

kind of collaboration among health professionals takes place 

in a web based plateform called Salus, where the access is 

secure and controlled by a personal password. 

The service is offered to a health unit city since it meets the 

following requirements: a. health secretary approval; b. health 

unit providing a computer connected to the internet; and c. 

health professionals must follow a short course on the 

Telehealth project and the Salus platform. 

However, during the implementation of our teleconsultation 

service, we noticed that the requirements above were not 

enough to the success of the project. In fact, placing the 

teleconsultation service in the routine of the health 

professionals remains a great challenge. In order to face this, 

we included the following strategies: i. phone calls to the 

manager of the health unit and to the doctor; ii. periodic visits 

to the health units connected to the project; iii. local 

workshops exchanging experiences among health 

professionals; and iv. a financial support to the cities which is 

participating to the telehealth project. 

Results and Discussion 

The implementation of the teleconsultation service started on 

February 2012, when the first health unit was connected. We 

noticed that during one year and a half, the teleconsultation 

service did not progress enough and the number of 

teleconsulations did not cross 29 teleconsultations per month, 

produced by 19 health centers. As a consequence, we decided 

to telephone the managers and doctors of the PHC. After that, 

we detected a sudden increase of the teleconsultations up to 

62 per month, produced by 32 health centers. However, the 

phone calls did not produce a sustainable use because the 

number of teleconsultations decreased  one month later. In 

order to raise the awareness towards the teleconsulting, we 

promoted three other strategies, particularly local workshops 

exchaging experiences about the benefits of the 

teleconsultings and periodic visits to the health centers of 

telehealth. These strategies produced a sharp increase up to 

124 teleconsultings/month, produced by 30 health centers, 

which remained sustainable for six months confirming that 

there is a demand to be met. We believe that repeating these 

strategies every year the teleconsultation service can definitly 

became as a part of the routine of the health professionals.  
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Abstract 

The goal of this study was to introduce home blood pressure 

(BP) telemonitoring in children with hypertension and to 

assess the feasibility of this approach. Acceptance of the 

system was assessed by attitudinal survey and semi-structured 

qualitative interview. Qualitative interview results showed 

consistently positive comments for content, interface and 

process components. BP measurements obtained by self-

testing were as reliable as Dinamap measurements. The home 

telemonitoring system was positively accepted, easy to use and 

found to be helpful by participants. Home-based BP 

telemonitoring has significant potential to improve patient-

centered delivery in children with hypertension. 

Keywords: 

Telemonitoring, Hypertension, Children, Disease 

Management, Self-care 

Introduction 

The long-term goal of this project is to improve adherence to 

monitoring of blood pressure and anti-hypertensive 

medication, thereby decreasing hypertension-related morbidity 

and mortality in adulthood. To achieve this goal, this study 

had the following specific aims: 1) develop and evaluate 

patient/caretaker satisfaction with a telemonitoring system for 

blood pressure (BP) in children with essential hypertension, 

which will involve self-monitoring at home and allow prompt 

reciprocal exchange of medication adherence and BP 

measurement information between patients and health care 

providers; 2) evaluate the validity of BP measurements 

obtained during home telemonitoring by comparing results to 

those obtained by a trained professional; 3) determine patient 

adherence to BP monitoring and hypertensive medication after 

utilizing the home telemonitoring system in comparison to 

self-reported adherence prior to using the system. 

Materials and Methods 

The hypertension home telemonitoring system included a 

portable oscillometric blood pressure monitor and appropriate-

sized blood pressure cuff, which was connected via a serial 

port to a laptop computer. The laptop allowed transmission of 

blood pressure and patient response data (reporting of 

symptoms of hypertension or hypotension, and side effects of 

anti-hypertensive medications) via wireless network to the 

medical center’s secure clinical information system twice a 

day. The laptop computer’s functions were limited so that only 

home blood pressure monitoring could be performed, 

analogous to an automated teller machine. 

 

Results 

Eight children with essential hypertension were enrolled from 

a pediatric nephrology clinic. The average amount of time that 

participants took to complete all components of the home 

telemonitoring system was 256 ± 125 seconds. The blood 

pressure symptom diary took an average of 31 ± 20 seconds, 

while assessment of medication side effects took an average of 

33 ± 11 seconds. Self-monitoring of blood pressure took an 

average of 149 ± 79 seconds and completion of the 

hypertension education module took 43 ± 26 seconds on 

average. Overall, there were no significant differences noted 

in the measurements, however self-monitoring took 

approximately 55 seconds longer on average as compared to 

measurement with Dinamap and this difference was 

significant. Attitudinal survey results demonstrated that 88% 

of participants reported that working with the computer was 

not difficult, and 100% reported that the self-testing 

procedures, blood pressure monitor, symptom diary and 

medication side effect questions were not complicated. 

Seventy-five percent felt the self-testing procedure took little 

time and did not interfere with their usual activities. Sixty-

three percent felt slightly to significantly safer while 

monitored by the home telemonitoring system and felt it was 

important to know that the self-testing results could be 

immediately reviewed in the medical center after the test. 

Overall, 88% would like to use the home telemonitoring 

system in the future. The following were typical responses that 

focused on content: “The symptoms that were listed in the 

symptom diary were helpful. They are symptoms that I 

actually feel,” and, “I thought the education was the best part 

because I can learn more about high blood pressure and what 

symptoms I might have.” Examples of responses that focused 

on the interface included: “I thought the home BP machine 

was easy to use, and the instructions were very clear.” 

Discussion 

Home-based BP telemonitoring has significant potential to 

improve patient-centered delivery in children with 

hypertension. Patients and caregivers provided valuable 

feedback which should be addressed in future generations of 

the system. Next steps should include definitive evaluation 

using randomized study design to evaluate impact of home-

based telemonitoring on clinical outcomes in children with 

hypertension. 
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Abstract 

The benefits of Telemedicine make it a viable, reliable and 

useful discipline for dispensing health care. This qualitative 

study is aimed to understand the expectations, opinions and 

previous knowledge of the professionals about telemedicine at 

the Hospital Italiano de Buenos Aires. Results: Professionals 

realize that Telemedicine is inserted into their usual practice 

in an informal way. They consider telemedicine as an 

alternative to the traditional delivery of health care, but are 

afraid of their role in health care is undermined. 

Professionals point out very specific applications of 

Telemedicine such as monitoring the health of patients 

remotely, drug doses adjustments and sharing clinical 

information. Conclusion: Results suggest that professionals 

are not familiar with telemedicine and will be necessary to 

develop a training plan before implementation. 

Keywords:  

Telemedicine, Telehealth, Qualitative Research. 

Introduction 

Healthcare system of Argentina is highly segmented, 

inequitable and heterogeneous. Three important challenges 

are, get better access to services, increase the quality of care, 

and lower the costs. Healthcare Information Technologies 

comprises a set of tools that offer an opportunity to overcome 

the challenges and Telemedicine is postulated as a viable, 

reliable and useful discipline. Several studies have attempted 

to collect data about healthcare professionals’ expectations 

and opinions on telemedicine. Evidence found is 

controversial, although most of them report that available 

technologies are acceptable and easy to integrate, they believe 

its necessary to establish improvements to make them more 

reliable and adaptable to users’ workflow. 

Hospital Italiano de Buenos Aires is planning to develop a 

new healthcare model based on telemedicine using the 

Electronic Health Record and the Personal Health record. The 

aim of this study is to understand healthcare professionals’ 

expectations, opinions and prior knowledge about 

telemedicine as part of the project’s first stage. 

Methods 

A qualitative study based on in-depth interviews and focus 

groups was conducted in November and December of 2014. 

Content analysis was performed using Grounded Theory and 

NVIVO. 

Results 

Twenty five professionals (medical and non-medical) 

participated in 5 in-depth interviews and 2 focus groups. 

Participants’ specialties were Family Medicine, Pediatrics, 

Psychiatry, Psychology, Nursing, Internal Medicine, Surgery, 

Dermatology, Nutrition and Lactation. Participants agreed that 

“Telemedicine” is a form of remote communication: 

“I guess its medicine in the world of telecommunications 

where television and Internet are essential in everyone's life”. 

Professionals identified phone, email and Skype as tools used 

to communicate remotely with colleagues or patients: 

“I had remote-live-supervisions using Skype, since the other 

therapist lived far away”. 

“Sometimes I give medical counseling to patients using Skype, 

I find it very useful”. 

Different opinions were emerging referring to the physician-

patient relationship, the role of the institution, and the 

perception they have about this healthcare modality. They 

report that it’s important to have a previous relationship with 

the patient before using telemedicine:  

“It´s useful with patients that I already know because a 

previous relationship has been established”. 

Professionals are concerned about the use that patients make 

of these tools and are afraid of losing professionalism in the 

doctor-patient relationship: 

“Patients use the email to medical consultations and for 

request to an appointment. Others use “Whatsapp” and this is 

not formal”. 

Professionals are also concerned about the role of the 

institution regarding the regulation of these new practices: 

“Patients have no limits: call you late at night for small 

queries and not for actual emergencies. The institution has the 

role to create norms and procedures on how to handle these 

communication devices”. 

At the chance of using Telemedicine at their daily workflow 

they foresee communication with other professionals or 

education contexts. They said Telemedicine is not useful if the 

reason for consultation required physical examination: 

"I think it's a useful tool for people who live far away, but if 

you have to touch the patient is not helpful". 

Conclusions 

Results suggest that professionals were not familiar with this 

kind of healthcare delivery. They found difficult to imagine 

how telemedicine would be implemented into their daily 

workflow. For future implementation, it will be necessary to 

design a training plan for health care professionals and change 

management strategies.  
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Abstract 

The demographic changes are producing aging societies 

across the world, resulting in greater demands on the health 

and care systems due to age-related disabilities and chronic 

diseases. Efficient telehealth and telecare services are needed 

to control the corresponding expenditures, by supporting 

increased collaboration between different professional and 

involving informal health care providers, and by empowering 

the patients to manage their health and well-being. 

Emerging trial systems for remote patient monitoring present 

preliminary solutions not exempt of certain limitations. We 

propose a future eHealth reference system architecture and 

core components, aiming at secure, smarter and more colla-

borative telehealth and telecare services. The implicit coope-

ration between the so-far separated domains of consumer 

well-being services and public telehealth and telecare services 

will be beneficial for all parties. 

Keywords: 

eHealth; health informatics; telehealth; telecare; Internet of 

Things; ontologies; EHR; distributed decision support. 

Introduction 

An increased efficiency of the development, operation and 

utilization of telehealth solutions requires a smarter and 

adaptive device platform for data collection and 

communication in the point-of-care, distributed reasoning and 

decision support, and a secure storage and provisioning 

infrastructure. This has to support the cooperative access to 

health data and information (Core-EHR, P-EHR, other 

records) for professional and informal health and care pro-

viders, enforcing also privacy protection and access control. 

Methods 

For the EU FP7 project United4Health a trial system for 

remote monitoring of COPD patients at home has been deve-

loped and deployed in the secured Norwegian National Health 

Network (NHN). The solution provides routine measurements 

and questionnaires for the patient, and a secure and 

collaborative provisioning of the results to professional health 

care sources via an Information Integration Platform (IIP) and 

a dedicated NHN telehealth Web portal service. 

Results 

The result is a Secured Health Cloud infrastructure for com-

mercial well-being, health and care services, complementing 

the NHN infrastructure on top of a common authentication 

and access control system as part of the overall Health 

Information System (HIS) infrastructure. The proposed point-

of-care device platform will be personalizable for the patients’ 

needs, utilizing smart sensors and ontologies for the individual 

data and as basis for adaptable, remotely manageable software 

modules for distributed decision support and user interaction. 

Conclusions 

The proposed reference architecture provides the basis for 

secure collaboration between commercial, professional and 

informal health and care sources, enabling personalized, 

smarter, and more efficient health and care services. 
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Abstract 

This study presents the user-centred design and evaluation 

process of a Collaborative Information System (CIS), 

developed for a new telehealth service for remote monitoring 

of chronic obstructive pulmonary disease patients after 

hospital discharge. The CIS was designed based on the 

information gathered in a workshop, where target end-users 

described the context of use, a telehealth workflow and their 

preferred ways of interaction with the solution. Evaluation of 

the iterative refinements were made through user tests, semi-

structured interviews and a questionnaire. A field trial 

reported results on the ease of use and user satisfaction 

during the interaction with the fully developed system. The 

implemented CIS was successfully deployed within the secured 

Norwegian Health Network. The research was a result of 

cooperation between international partners within the EU 

FP7 project United4Health. 

Keywords:  

Health Information Systems; Information and Knowlegde 

Sharing; Usability; Telehealth; User-Centred Design. 

Introduction 

The research project United4Health (U4H) [1] aims to 

evaluate patient experiences with telehealth in Europe. In the 

Norwegian contribution to U4H, a solution was developed for 

remote monitoring of chronic obstructive pulmonary disease 

(COPD) patients. A Collaborative Information System (CIS) 

was built for information management and efficient 

communication in a new telehealth service, with a focus on 

sustainable operation and implementation within the secured 

Norwegian Health Network. This poster presents a summary 

of the results from the user-centred design (UCD) and 

evaluation process of the CIS from operational and qualitative 

usability perspectives.  

Methods 

The UCD process started with a workshop where 

representatives of the different end-user groups described the 

context of use and the preferred ways of interaction with the 

solution. The outcome was used to define user requirements to 

inform the CIS design. Evaluations of iterative refinements 

which included semi-structured interviews and a Satisfaction 

Usability Scale (SUS) questionnaire were made with end-

users in the usability laboratory of the University of Agder, 

Norway. A final evaluation of the CIS was performed through 

a field trial before its deployment. Qualitative methods for 

data collection and analysis were employed during the UCD 

process, which had a total duration of 6 months.  

Results 

Based on the design input from the workshop, the first version 

of the CIS was implemented. Representative end-users itera-

tively tested the implementation in the usability laboratory. In 

the first evaluation, 9 usability issues were identified related to 

the GUI, among which 1 major issue was related to the colour 

scheme selected that could interfere with the coloured evalua-

tion of patient triage. Consequently, a grey scale colour 

scheme was advised. Users made 9 suggestions about the 

functionality of the system, such as having the option to man-

ually override the automatically calculated patient triage. The 

second user evaluation showed that the new GUI colours im-

proved information overview and the manual override func-

tionality was evaluated as successful. Answers from the SUS 

questionnaire presented high score of satisfaction. Results 

from the field trial showed that users’ overall rating concern-

ing the interactions with the CIS was satisfactory. In addition, 

the CIS was reported by users as “easy to navigate” and the 

display of critical information at the top of the GUI was val-

ued as “positive”. One of the participants stated during inter-

view: “The CIS seems to work well and gives a good overview, 

most of it is self-explained”.  

Conclusion 

The UCD process effectively included users’ needs in the 

design process of the Collaborative Information System for a 

Norwegian telehealth service for remote monitoring of COPD 

patients after hospital discharge. The workshop with 

representative end-users allowed gathering of key information 

regarding data visualisation and system requirements. The 

evaluation comprised a series of iterative user tests that led to 

the refinement of the GUI and functionality of the system. In 

addition, a field trial provided both real-time evaluation and 

continuous observation of long-term use of a fully developed 

telehealth system in working environment, contributing to the 

ecological validity of the study. The CIS has been deployed by 

the EU FP7 project U4H partners currently being used by 

three telehealth service centres in Norway.  
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Abstract 

This paper decribes an approach for extending tele-collabo-

ration to the patient and allowing the patient's participation 

by accessing and providing data and thereby keeping the 

responsibilty for maintaining a personal health record with 

the patient. The approach has been implemented and is in use 

with the nationwide tele-collaboration network TKmed. 

Keywords:  
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Introduction 

Conventional tele-applications like teleradiology or tele-

pathology involve professional users in a doctor to doctor 

setting. Nearly all of the tele-applications lack the 

involvement of the patient. On the one hand these include 

access to the data for viewing and downloading and on the 

other hand the ability to upload and provide data to 

institutions or organisations, respectively doctors, as 

preparation for a patient visit or consultation for example. 

This poster presents an approach for extending existing tele-

application systems through a patient-centric functionality 

without compromising current use and in particular privacy 

and data security. To illustrate the approach the established 

tele-collaboration system TKmed [1] is used.  

Methods 

TKmed is a nationwide tele-collaboration service currently 

being used in more than 120 hospitals and practices mainly in 

Germany and in some of the adjacent nations in cross-border 

scenarios. It supports tele-applications like teleradiology and 

telecardiology and includes a consulation workflow support.  

Two patient-centric use cases have been identified by 

consulting patients: (i) Data object uploading for preparing a 

patient visit to a practice or hospital and (ii) viewing and 

downloading of data objects in the context of a patient visit. 

From an IT point of view there is an unidentified and 

unregistered patient requirement of access to a highly secured 

tele-collaboration infrastructure. Allowing a direct one step 

upload to registered users is prone to spam. Instead a two step 

upload is needed including a light weight registration by 

entering the patients email address and selecting the institution 

in the first step. Having activated the link received by email 

the user selects data objects and starts the upload. Data objects 

can be ordinary files of any type as well as individual DICOM 

objects from a CD or organized by a DICOMDIR.  

The second use case is limited to the patient as a recipient 

thereby relying on a simplified consent based on the doctor-

patient interaction during treatment with an intrinsic 

identification. To assure that only the patient is able to access 

data, a two-factor authentication has been established based 

on knowledge (login and password for the patient’s email 

account for receiving a link) and a token generated by a 

TKmed application and printed at the institution (ownership) 

and handed over to the patient. The token is the result of a 

hash of demographic data and a secret provided by Tkmed at 

running time. 

Results 

Both use cases have been implemented in TKmed using a Java 

application being executed in the browser. The services were 

released to several hospitals at the end of 2014. The 

evaluation will be based on online questionnaires sent to the 

users assessing the usability of the applications and feedback 

regarding this support for patient participation. The first 

evaluation results will be available in time for the Medinfo 

2015 conference. 

Discussion 

Exchange of information between patients and professionals 

depends on the eHealth literacy of the healthcare system and 

the institutions involved. Well-advanced, electronic record 

based environments support mutual access but require a 

sophisticated infrastructure for identity and access manage-

ment based on a public key infrastructure and token. Enhan-

cing an established tele-collaboration system is a lightweight 

and targeted way to achieve direct acceptance by clinical 

users. Patient participation has proven its usefulness for 

supporting patient compliance and also in taking an active role 

to maintain and improve the personal health status [2]. 

Providing such services by healthcare organisations offers a 

new way and has good chances of improving and fostering the 

relationship with the patient. 
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Abstract 

Women’s College Hospital (WCH) in Toronto offers 

specialized ambulatory surgical procedures. A feasibility 

study using a mobile appliciation (app) to supplement in-

person follow-up care after surgery suggests that the mobile 

app adequately detects postoperative complications, 

eliminates the need for in-person follow-up care and is cost-

effective. This is concordant with other postoperative 

telemedicine studies.  

The purpose of this study is to determine if we can avert in-

person follow-up care through the use of mobile app 

compared to conventional, in-person follow-up care in the 

first month following surgery amongst breast reconstruction 

patients at WCH. This will be a pragmatic, single-centre, 

open, controlled, 2-arm parallel-group superiority 

randomized trial.  

Mobile app follow-up care is a novel approach to managing 

patients postoperatively with the potential to avert in-person 

follow-up and generate cost-savings for the healthcare system 

and patient.  

Keywords: 

mobile app; ambulatory surgical procedures; postoperative 

care; telemedicine; health services research 

Introduction 

Women’s College Hospital (WCH) offers specialized 

ambulatory surgical procedures. Patients often travel great 

distances to undergo surgery. Most patients receiving 

ambulatory surgery have a low rate of postoperative events 

necessitating clinic visits. Regular follow-up is still considered 

important in the early post-operative phase. Telemedicine data 

suggests that mobile monitoring and follow-up care is valued 

by patients and can reduce costs to society [1,2]. 

In a feasibility study at WCH, a mobile app (QoC Health Inc., 

Toronto) was used to supplemement in-person postoperative 

follow-up care in breast reconstruction patients. Preliminary 

studies suggest that mobile app follow-up care is feasible, can 

avert in-person follow-up care and is cost-effective from a 

societal and health care system perspective [3].  

Materials and Methods 

This is a pragmatic, single-centre, open, controlled, 2-arm 

parallel-group superiority randomized trial comparing mobile 

app and in-person follow-up care over the first month 

following surgery. Permutated-block randomization was 

conducted by blocks of 4-6 using the program ralloc in Stata 

13.1 (2014, StataCorp, TX).  

Patient Population: All postoperative ambulatory surgery 

patients undergoing breast reconstruction at WCH. 

Intervention: Post-operative mobile app follow-up care using 

the quality of recovery-9 (QoR9) and a pain visual analog 

scale (VAS), surgery-specific questions, surgical site photos, 

and frequency of submissions as defined by the surgical team. 

Outcomes: The primary outcome is the total number physician 

visits related to the surgery over the first month postoperative. 

Secondary outcomes include: 1) the total number of phone 

calls and emails to a health care professional related to 

surgery; 2) complication rate; 3) societal and health care 

system costs; and 4) patient satisfaction over the first month 

postoperative. 

Sample Size: If we assume that at least one in-person visit is 

averted in the mobile app arm, an E-test for count data  

generates a sample size of 70 (35 patients per group) at a 

power of 95 percent (p=0.05) with a 10% drop out rate. 

Analysis: Count variables will be analyzed using poisson 

regression. Categorical variables will be tested using a chi-

square test. Cost-effectiveness will be measured using net 

benefit regression.  

Results 

Results available in June 2015. 
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Abstract 

Objective: To assess impact of a mobile health solution in the 

nursing care plan compliance of a home care service. 

Methods: A retrospective cohort study was performed with 

3,036 patients. Compliance rates before and after the 

implementation were compared. Results: After the 

implementation of a mobile health aplication, compliance 

with the nursing care plan increased from 53% to 94%.  The 

system reduced IT spending, increased the nursing team 

efficiency and prevented planned hiring. Conclusion: The use 

of a mobile health solution with geolocating feature by a 

nursing home care team increased compliance to the care 

plan. 

Keywords:  

Home Care Services; Patient Care Planning. 

Introduction 

Managing a home care team and evaluating compliance to the 

nursing care plan has always been a difficult task, due to the 

scope, geographical distribution and number of professionals 

involved. Studies show that the frequency of home visits by 

health professionals significantly impacts in hospital-free time 

of the patient [3]. The objective of this study was to assess the 

impact of a mobile health solution on the nursing care plan 

compliance by a home care service. 

Methods 

A retrospective cohort study was performed with the data 

from 3,036 patients treated between December 2013 and 

November 2014 by the Unimed-BH Home Care Program. All 

patients treated by the nurses with a Case Management care 

plan during this time period were considered eligible. The 

information on patients whose nurse visit interval was shorter 

than 35 days was extracted from the database of the 

care/administrative system, and  compliance to the nursing 

care plan before and after the mHealth tool implementation 

was compared. 

Results 

Before the implementation of the mobile solution, care plan 

compliance rates were assessed quadrimestrally and were as 

low as 53% from January to April 2013 and 54% from May to 

August 2013. After the first phase of implementation, in 

November 2013, nursing care program compliance rates were 

vastly improved, increasing to 78%. After the implementation 

of the second phase in August 2014, nursing care plan 

compliance reached 94% between September and November 

2014. During this period there was a small decrease of 

average portfolio patients compared with the previous three 

months (Table 1). This decrease was the result of hiring new 

workers in August and September. The company had 

forecasted nurse hirings for October and November in order to 

match the increasing number of patients, but as the rate of 

nursing care plan compliance reached satisfactory levels, the 

hiring of additional nurses was not deemed necessary.  

Table 1– Compliance with care plan after the implementation 

Period 

Compliance 

with care 

plan 

Average  

patients in 

the portfolio 

Average 

daily 

visits 

Dec/13- Feb/14 78% 65 3.28 

Mar/14-May/14 79% 65 3.32 

Jun/14-Aug/14 81% 64 3.49 

Sep/14- Nov/14 94% 63 3.59 

Discussion 

The implementation of a mobile solution made clinical data 

in-puts easier and clinical nursing processes simpler to con-

trol. It increased compliance with the plan of care indicators, 

reduced IT spending, increased the team average production 

capacity and prevented planned hires. 

Conclusion 

The increasing usage of home care programs as an alternative 

to hospital-centered model creates complex problems that 

require new solutions. The use of mobile health tools may 

help to increase the compliance to the care plan by making 

patient's portfolio easier to manage and enable better planning 

for future visits. 

References 

[1] Bisione F.M., et al. Cad. Saúde Pública vol.29  supl.1 Rio 

de Janeiro: Avaliação da efetividade da atenção domiciliar 

de uma cooperativa médica de Belo Horizonte, Minas 

Gerais, Brasil, 2013. 

Address for correspondence 

Felipe Araújo de Britto – felipebritto@gmail.com 

MEDINFO 2015: eHealth-enabled Health
I.N. Sarkar et al. (Eds.)
© 2015 IMIA and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License.
doi:10.3233/978-1-61499-564-7-895

895



Augmented Reality: Real-Time Information Concerning Medication  

Consumed by a Patient 
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Abstract�

This paper describes a mobile prototype capable of 

recognizing characters from a photograph of a medication 

package. The prototype was built to work on the iOS platform 

and was developed using Objective-C and C programming 

languages. The prototype, capable of recognizing text out of an 

image, included image processing algorithms, text processing 

algorithms, and techniques to search and handle information 

from a database. This prototype is presented as an option for 

capturing reliable and validated information by using new 

technologies available to the general population.  
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A prototype was built to work on the iOS platform and 

developed using Objective-C and C programming languages. 
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Complete Partial  Error 

41.66% 6.25% 6.25% 

Table 2 – Average time to process images recognized during 

first phase 

 First 

processing

Call to 

Tesseract 

engine 

Text 

proces

sing 

Text 

valida

tion 

Datab

ase 

search 
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Complete Partial  Error 

33,33% 2.08% 8.33% 

Table 4 -  Average time to process images recognized during 

second phase 

 Second 

processing 

Call to 

Tesseract 

engine 

Text 

proces

sing 

Text 

valida

tion 

Datab

ase 

search 
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Conclusion 

Patients’ communication with the doctor about medicine 

consumption is necessary for the doctor to make accurate 

diagnoses. This prototype can capture medication information 

using new technologies available to the population. 
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Abstract 

Seoul National University Hospital constructed and 

implemented a computer-based informed consent system in 

December 2011. As of 2013, 30% of the informed consents 

were still filled out manually on paper. Patients and medical 

staff continuously suggested the implementation of a system 

for electronic informed consent using portable devices. 

Therefore, a mobile-based system for electronic informed 

consent was developed in 2013 to prevent the issues that arise 

with computer-based systems and paper informed consent. 

The rate of filling out electronic informed consent increased 

from 69% to 95% following the implementation of the mobile-

based electronic informed consent. This construction of a 

mobile-based electronic informed consent system would be a 

good reference point for the development of a mobile-based 

Electronic Medical Record and for various mobile system 

environments in medical institutions. 

Keywords: 

Computer Systems; Informed Consent; Mobile Apps  

Introduction 

In December 2011, Seoul National University Hospital 

developed a system where patients could fill out electronic 

informed consent to prevent the issues that arise with paper 

informed consent. However, paper informed consents were 

unavoidable when the patients had motor coordination 

problems, or they had to fill out the informed consent at a 

location where a computer was not set up.  

Therefore, the percentage of those who filled out the 

electronic informed consent was only about 69%, on average. 

Further, the paper informed consents were available by 

default, so some of the required responses were not filled out; 

therefore, the main issue with using paper informed consent 

was still present. To avoid this, the researchers developed a 

mobile-based system for electronic informed consent. 

Methods 

The system for mobile-based electronic informed consent was 

constructed from June 2014 to August 2014. Departments and 

medical staff that usually have their patients fill out informed 

consent worked together on this project. The mobile devices 

used in the electronic informed consent development were 

selected based on the following criteria: 

• Easy-to-read screen, Portable size and weight 

• Drawing feature and Durable 

• Affordable 

The following features of the mobile-based electronic 

informed consent were selected and applied: 

• Included drawing features 

• Supported certified electronic signature modules 

• Prevented forgery by saving captured images 

Patients and medical staff in all departments, emergency 

rooms, and examination rooms began filling out electronic 

informed consent using mobile devices in September 2014. 

Results 

The rate of filling out electronic informed consent increased 

from 69% to 95% following the implementation of the 

mobile-based electronic informed consent. Thirty-five percent 

of  the electronic informed consent were mobile-based. 

Scanning paper informed consent decreased to 50%, and the 

mobile electronic system prevented the respondents from 

missing required responses. 

Interns and medical doctors were mainly the ones who filled 

out the informed consent, and they were interviewed 

regarding their feedback on the mobile-based electronic 

informed consent. They gave mostly positive feedback on the 

portability of the device, but they offered negative feedback 

concerning the following features: 

1. Using fingers to draw and write letters is not user-

friendly.  

2. Takes a longer time to fill out responses on the mobile 

device than on paper. 

3. Wi-fi can be unstable at times. 

Conclusion 

Implementing mobile-based electronic informed consent 

decreased the scanning work and lowered the required 

response miss rate to 0%. However, we cannot assume that 

these responses were more accurate, or that the questions were 

written more thoroughly. Quality evaluation of the electronic 

informed consent will be continuously out forward to secure 

the patients' right to know and the medical staff's 

responsibility to explain everything thoroughly to the patients.  
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Abstract 

Sickle cell disease (SCD) is the most prevalent inherited blood 

disorder in the world. The symptoms decrease the quality of 

life of patients and can cause premature death. Self-help 

solutions for chronic patients are rising and increase the 

quality of life of patients. We are interested to identify the 

usefulness of eHealth tools for patients with SCD. We did a 

literature review to identify the main problems faced by 

patients and the existing eHealth solutions. The results show a 

low number of studies in the field but a multi-disciplinary 

interest. Positive health benefits for patients are reported as 

well as the need for more research. Patients and caregivers 

lack of education about the disease, healthy behaviors are 

unknown and clinical best practices underused. E-health tools 

can offer an appropriate support for the self-management of 

SCD by improving the quality of life of patients, by enhancing 

patient health literacy and by allowing clinicians to make 

better decisions.  

Keywords:  
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Introduction 

Sickle Cell Disease (SCD) is a complex hereditary form of 

anemia affecting millions of people throughout the world. 

Patients mostly suffer from painful and debilitating vaso-

occlusive crisis (VOC) lasting around 7 days. Usually, they 

are managed at home, and patients seek hospitals only when 

the pain cannot be controlled anymore or when life 

threatening complications occur. Patients can reduce the 

occurence of crisis with a good self-care. For instance by 

following a healthy diet, keeping a moderate body 

temperature, avoiding tiredness, low oxygen level and by 

taking appropriate medicine. Consequently, eHealth tools have 

an important role to play, as demonstrated with the self-

management of patients with diabetes [1]. 

Methods 

We performed a literature review to identify the main 

problems faced by patients and the existing e-Health solutions. 

We used the term “sickle cell disease” with the terms 

“system”, “mobile”, “cellular”, “self-management”, 

”mHealth”, OR ”telemedicine” and searched in the usual data 

sources. 

Results 

We identified 15 relevant studies and listed them in Table 1. 

Table 1 – Relevant studies of eHealth solutions for SCD 

N° Reference 

1, 2, 3 Woods et al. 1998, 1999, 2000 

4 Breslauer et al. 2009 

5 Jacob & Gerla 2012 

6 Jacob et al. 2012 

7 Venugopalan et al. 2012 

8 Youngchan Kim & YongKeun Park 2012 

9 Cheng et al. 2013 

10 Jacob, Duran, et al. 2013 

11 Jacob, Pavlish, et al. 2013 

12 Durfee et al. 2014 

13 Gonzalez-Hidalgo et al. 2014 

14 Panneerselvam 2014 

15 Shah et al. 2014 

Discussion and Conclusion 

The low number of studies indicates little interest in the field 

but some papers proved the importance of using eHealth tools 

for SCD and showed various solutions. Patients often suffer 

from a lack of coordinated care and from a bad understanding 

of their needs. This is due to the relative uncommonness of the 

disease. Limited financial resources, poor patient health-

literacy and existing beliefs can also prevent patients from 

making the most valuable health choices. Therefore, using 

eHealth to provide trustworthy information is recommended. 

The reviewed papers show that eHealth tools can be useful for 

self-monitoring purposes. Few work has been actually done, 

but the potential of improving health outcomes is great. 

Because the disease is often not diagnosed, mobile 

technologies can facilitated the screening and the diagnosis 

phases. A change in patients’ behavior can be influenced with 

mobile applications helping them to adopt and follow healthy 

practices, such as with daily advices or notifications. Further 

studies need to assess which technologies are able to tackle the 

main unmet patient needs. 
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Abstract 

Delirium is a common complication among patients in ICU 

settings. The accuracy of using the assessment tool CAM-ICU 

to detect delirium is relatively low during routine practice 

among bedside nurses. The aim of this study is to develop a 

mobile application (app) to detect delirium in early stage and 

to test its usability among ICU nurses. The app was developed 

with Java and installed on a mobile device. A questionnaire 

was created based on the Technology Acceptance Model 

(TAM) measuring their response to the four domains of TAM: 

perceived usefulness (PU), perceived ease of use (PEOU), 

attitudes towards usage (ATU) and behavioral intention to use 

(BIU). One hundred and two ICU nurses completed the 

survey. The result indicated that the app we developed has 

easy to use interfaces and is easier to use compared to the 

regular CAM-ICU.  

Keywords: 

Mobile Application; CAM-ICU; Delirium. 

Introduction 

Delirium is one of the most common complications of ICU 

patients and can adversely affect patients’ short and long-term 

outcomes. It should be monitored regularly using CAM-ICU 

as reccomended by American College of Critical Care 

Medicine. Although the acuracy of CAM-ICU in detecting 

delirium is reported repeatedly high (> 90%) in research 

papers, its sensitivity and specificity are only around 50% 

when it was used in routine nursing practice due to lack of 

adequate training, inaccurate and incomplete interpretation of 

assessment data or using variable patient baselines when 

making the diagnosis 
[1]

. The purpose of this study is to 

develop a standardized and easy to use mobile CAM-ICU 

delirium detecting app for bedside nurses and test its usability.  

Materials and Methods 

This study includes two phases: development of the mobile 

app and evaluation of its usability. The app was designed with 

JAVA and installed on a mobile device. A modified usability 

evaluation questionnaire of TAM, which includes four 

domains and 46 items and rated with 5-Likert scale, was used 

to test the usability of the developed app. There are 4 items 

comparing the level of easiness between the mobile app and 

regular CAM-ICU. Convenience sampling was used, and 

nurses from ICU settings of three hospitals completed the 

questionnaire after using both mobile and regular CAM-ICU 

tools. 

Results 

The screenshots of the app are shown in Figure 1. The app 

was programmed to automatically retrieve baseline data for 

comparision and print out the result on whether or not the 

patient has delirium. 

A total of 102 ICU nurses participated to test the usability of 

the mobile CAM-ICU app. The means of the four domains 

regarding to the app are: PU: 4.09-4.22, PEOU: 4.07-4.33, 

ATU: 3.90-4.16, BIU: 3.97-4.24. The Cronbach’s α of each 

demain is 0.936, 0.949, 0.902, 0.915. The means of the four 

items that compare the mobile app and regular CAM-ICU are 

4.14, 4.17, 4.23, 4.23, indicated that nurses have perceived the 

app as easier to use compared to the regular CMA-ICU. 

                 

Figure 1. Application Screenshots 

Conclusion 

The mobile CAM-ICU app we developed has easy to use 

interfaces. The evaluation indicates that this is a useful tool in 

delirium assessment and easier to use compared with regular 

CAM-ICU, especially in guiding nurses through assesment 

accurately and observing patient’s condition comprehensively. 
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Abstract 

Currently, smartphones are used in various systems in the 

medical field due to the presence of various features, notably 

Near Field Communication (NFC). NFC utilizes  

communication technology and an energy supply based on 

electromagnetic induction. One of the most common medical 

tests is the electrocardiogram (ECG), through which various 

heart diseases can be diagnosed. The objective of this study is 

to evaluate the feasibility of providing power to a bioelectrical 

signal acquisition module using a mobile phone with NFC. 

After testing it  was indicated that it is possible to construct a 

passive module to acquire ECG signals using NFC mobile 

phone. 

Keywords:  

Electrocardiogram; Near Field Communication; M-health. 

Introduction 

The use of passive devices in the medical field is a relatively 

common practice, especially when they need to be implanted 

[1], where having no battery is a very interesting feature. In 

passive systems, data communication and transfer of energy 

occur through inductive coupling between planar coils [2]. 

The energy transfer by this method is approximately 80% at a 

distance of 15 mm [3]. The depth of penetration of 

electromagnetic waves on living tissue decreases significantly 

with increasing frequency, so the frequency of the Radio 

Frequency Identification (RFID) systems used in living tissue 

is between 125 KHz and 40 MHz [2,4]. Smartphones have 

great processing power, storage, visualization and 

communication, including Near Field Communication (NFC), 

and are already used in the medical field. One of the most 

commonly performed medical tests is the electrocardiogram 

(ECG), which can diagnose various heart diseases, thus 

enabling a pretreatment to prevent possible sequelae. 

Accordingly, the objective of this study is to assess the 

feasibility of providing power to a bioelectrical signals 

acquisition module using a mobile phone with NFC. 

Methodology and Results 

In this study a reimplementation of the bioelectric signals 

acquisition module described in [5] was used. This module 

performs conditioning, digitization and transmission of the 

EEG signal captured. It can also capture the ECG signal 

reducing the gain of the amplifiers. The module is powered by 

a battery whose voltage is regulated to 5V, with a current of 

17 mA (P = 85mW). The transmission of the digitized signal 

is performed by serial infrared at 9600 bps. Table 1 shows the 

electric current of several components. 

A test was conducted using a mobile phone, Samsung model 

GT-I9250, and a rectangular coil of four turns (26 AWG), 

measuring 4 x 8 cm. In this test, loading of 1500 ohms was 

measured as a sinusoidal signal (13.56 MHz) of 10 Vpp 

(peak-to-peak voltage), indicating transferred power of 8.33 

mW.  

Table 1 – Components of the module and their currents 

Component Current 

Instrumentation Amplifier (AD627) and 

Operational Amplifier (TS912) 

785 uA 

Microcontroller (AT89C2051 @ 11.092 

MHz) and ADC (MAX187) 

12 uA 

Voltage regulators (2 x LP2950-50) 400 uA 

Infrared serial communication (LED) 4 uA 

Conclusion 

Exchanging the microcontroller by C8051F320 (internal 

ADC) which consumes 0.6 mA (at 1 MHz), and removing the 

infrared communication, the power module can be reduced to 

approximately 8.9 mW (5V x 1.785 mA), which is compatible 

with the measured transferred power. Furthermore, it is also 

possible to optimize the number of coil turns, increasing the 

power transferred. Therefore, it is possible to construct a 

passive module for acquisition of bioelectrical signals without 

energy source, using an NFC mobile phone to display the 

signal and power supply. 
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Abstract 

Smart glasses, defined as a computerized communicator with 

a transparent screen and a video camera, wearable as a pair 

of glasses, have started to be tested for a variety of health 

related applications. This poster reviews some of the early 

experiences and gives a series of proposals for possible uses 

in medicine with a particular emphasis on medical education. 

Keywords:  
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Introduction 

Smart glasses have the following set of features: 

• A hands free communicator, that can communicate via 

Bluetooth with, for example, a smart phone, or 

directly with the Internet when Wi-Fi is available. 

• A video camera and voice recorder/transmitter. 

• A display for viewing text and images. 

• A voice input interface. 

The most published product today is Google Glass which has 

been available for pilot beta tests since February 2013. Like 

tablets and smart phones, smart glasses are a platform for 

various applications [1]. They were not specifically targeted at 

health care but there are already numerous pilots supporting 

various medical applications. On January 15, 2015 Google 

announced [2] that the production of the Glass prototype was 

stopped but Google remains committed to the development of 

the product. 

Methods 

This poster is based on a literature review of 17 full papers.   

Results 

Since their release, smart glasses have been tested in health 

care for a variety of applications using limited numbers of 

patients and reported in various news media and conferences. 

Our literature review found seventeen scientific papers which 

provide a clinical evaluation of these new devices. In addition 

to monoapplication papers, Muensterer et al had a pediatric 

surgeon wear a glass device throughout the day for four weeks 

and recorded possible situations where the technology might 

assist. These papers provide mostly promising results but also 

caution where the technology was deemed not suited for the 

tested application, for example for ECG interpretation and 

autopsy documentation. 

Table 1 – Different application areas described 

Application area Findings 

Remote instruction of 

users wearing Glass 

Beneficial use in cardiologist  

education, Orthopedic sur-

gery training, Cancer surgery, 

Central venous access, Ultra-

sound interpretation, and in 

Diabetic limb assessment 

Documenting  

procedures 

Autopsy documentation, 

Airway intubation 

Patient empowerment Allergy patients getting ac-

cess to information, 

Macula patients getting aug-

mented vision 

Reading signal data ECG assessment,  

Immunochromatography, 

Vital signs during radiologi-

cal intervention 

Providing instructional 

films and simulation 

Disaster medicine,  

Anatomy and palpation 

  

Discussion 

There are many potentially important applications of this new 

technology in medical education both for remote supervision 

and for the production of educational films. The usefulness in 

clinical practice, for example for seeking a second opinion or 

providing assistance to the workflow or reading of adapted 

EHRs remains to be studied.  
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Abstract 

The assessment of shelters during disaster is critical to ensure 

the health of evacuees and prevent pandemic. In the 

Ishinomaki area, one of the areas most damaged by the Great 

East Japan Earthquake, the highly organized assessment 

helped to successfully manage a total of 328 shelters with a 

total of 46,480 evacuees. The input and analysis of vast 

amounts of data was tedious work for staff members. 

However, a web-based assessment system that utilized mobile 

devices was thought to decrease workload and standardize the 

evaluation form. The necessary access of information should 

be controlled in order to maintain individuals’ privacy. We 

successfully developed an access control system using IDs. By 

utilizing a unique numerical ID, users can access the input 

form or assessment table. This avoids unnecessary queries to 

the server, resulting in a quick response and easy availability, 

even with poor internet connection. 
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Introduction 

The magnitude-9.0 Great East Japan Earthquake struck the 

northeastern coast of Japan on the 11th March 2011, resulting 

in 15,889 dead, 2,597 missing, and 6,152 injured persons, as 

of August 2013. During the disaster, many people (around 

400,000) were evacuated to temporary shelters, such as public 

halls, gymnastic halls, and schools in Northeast Japan. One of 

the most damaged areas was Ishinomaki, which had a total of 

328 shelters with a total number of 46,480 evacuees. 

Cooperating with various pertinent institutions—such as the 

Miyagi Prefecture government, the Ishinomaki municipal 

government, the local medical association, the Tohoku 

University Hospital, and the Japan self-defense forces—the 

Ishinomaki Zone Joint Relief Team consisted of physicians, 

nurses, public health nurses, pharmacists, and volunteers that 

were based in the Ishinomaki Medical Zone. This team 

managed a total number of 53,696 persons in evacuation 

shelters for almost six months [1]. During the management of 

disaster relief, the team continued a survey of medical and 

sanitary conditions, as well as environmental conditions, 

including power, gas, and water supplies. Their efforts 

resulted in successful and well-organized management, 

avoiding the development of pandemic. However, the process 

of evaluation, calculation, and analysis was associated with 

tedious work and high workloads for staff members. To 

decrease this burden, an assessment system that utilizes 

mobile devices was developed. This study details one of the 

requirements for the system and the means of meeting this 

requirement.   

 

Methods 

The software is a browser-based app that is available on the 

iPad. The database on the server is based on MongoDB. Since 

Internet availability is often poor under disaster conditions, the 

input data are able to be stored off-line and are sent to the 

server after re-connection to the Internet. 

Results 

The software has two main functions: data input and data 

management. A medical crew is required to input data on 

about 19 assessment factors, describing the current condition 

of shelters in the area, into the mobile assessment system. The 

headquarters of the area analyzes the collected data from the 

dispatched relief teams using assessment tables, contained 

within the mobile assessment system. In relation to both 

privacy and efficiency, controlled access to the system is 

required. The relief teams are limited to inputting data about 

the shelters that they are in charge of. The headquarters of the 

areas are then able to browse information on the shelters that 

they are charged with managing. Furthermore, senior 

command teams are able to access the information from a 

wide range of areas. These access control practices utilize ID 

numbers. For example, if 99 relief teams have IDs 101 to 199, 

then a relief team with ID 101 can access the information 

about shelters linked to ID 101, but cannot access information 

linked with other IDs. Furthermore, the headquarters with ID 

100 that is in charge of crews with IDs 101 to 199 can access 

all the available information about the shelters linked to those 

IDs.  

Conclusion 

Our mobile assessment system is available for both 

headquarter and dispatched relief teams and utilizes access 

control with ID numbers. This system is useful for avoiding 

unnecessary queries to the server when internet connections 

are poor. 
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Abstract 

Within preventable medical errors, those related to 

medications are frequent in every stage of the prescribing 

cycle. Nursing is responsible for maintaining each patients 

safety and care quality. Moreover, nurses are the last people 

who can detect an error in medication before its 

administration. Medication administration is one of the 

riskiest tasks in nursing. The use of information and 

communication technologies is related to a decrease in these 

errors. Including mobile devices related to 2D code reading of 

patients and medication will decrease the possibility of error 

when preparing and administering medication by nurses. A 

cross-platform software (iOS and Android) was developed to 

ensure the five Rights of the medication administration 

process (patient, medication, dose, route and schedule). 

Deployment in November showed 39% use. 

Keywords: 
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Errors; Patient Safety. 

Introduction 

The prescribing cycle, which consists of five steps since the 

treatment is indicated until it becomes effective, contains 

errors at each step. The most common errors in medication 

preparation and administration are: dosage, frequency, route 

of administration, patient, starting time or suspension, 

medication, no medication administration, wrong infusion 

preparation, mishandling of infusion pumps, or inadequate 

record. 

The nurse is the last person who can check if the medication 

was correctly ordered and dispensed before administration. 

Medication administration is probably the highest risk task a 

nurse can perform. Applying the Rights to medication 

administration can enhance patient safety and prevent harm. 

The use of barcodes during medication administration reduces 

the possibility of error. Our objective is to describe the mobile 

system developed and its inclusion in a safe medication 

process. 

Methods 

Sanatorio Finochietto is a private healthcare institution 

belonging to the ASE (Acción Social Empresaria) group, 

founded in November 2013, with over 150 adult inpatient beds 

and over 20 neonatal intensive care incubators, it has 6 

intelligent general operating, 2 outpatient operating, 2 delivery 

and 2 antepartum rooms. It is the first bio-eco-smart medical 

center with a structure designed for a rational and responsible 

use of natural resources. It possesses a commercial Health 

Information System (HIS). 

Nurses prepare the schedule for each indication in the "nursing 

Kardex". Each nurse reads the medical indication of each 

patient, opens the medication drawer of said patient, separates 

the indicated medications and places them on a tray. They 

then go to the patient's room with the prepared tray and 

administer the medication. Once all the medication has been 

administered to the patient, nurses return to the office to 

record the administration of the medication. 

Results 

A native application for mobile devices (iOS and Android) has 

been developed in .NET, deployed within the aforementioned 

system supporting the five Rights: 

• Right time: The system issues a visible and audible 

alert (push), and enables the preparation of the 

medication from one hour before the scheduled 

timetable by nursing, until one hour later. 

• Right dose and Right medication: The system displays 

the scheduled medication list pertaining to a certain 

timetable for the selected patient. As the user selects 

each medication from the list, the system enables the 

device camera to verify the code on the medication 

packaging. 

• Right patient: Upon completion of a patient's 

medication preparation, the system enables the device 

camera to allow the nurse to read the code on the 

patient's wristband before administration. 

• Right route: The system displays the prepared 

medication list grouped by route. Users checking such 

list administer the medication and mark the 

medication which has been correctly administered 

directly from the device display. 

One sample of administration activity was taken on a weekday 

and on a weekend day in November 2014. Resulting in 

weekday numbers: 743 without device, 483 (39%) with 

device, weekend numbers: 982 without device and 188 (16%) 

with device. 

Conclusion 

The degree of user acceptance of the new technologies is 

directly related to the user experience and time-saving of tasks 

completed with the technology. User training and support are 

crucial to enhance acceptance, as well as support given to 

those users who regularly use the device. We must include a 

nurse who has the ability to lead development and chamption 

implementation on the team. The institution is still in the 

implementation stage this technology, and until this stage is 

completed, is it impossible to measure whether the use of this 

technology actually improves patient safety. 
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Abstract 

RFID/USN develops information systems for anytime, 

anywhere to anybody access Electronic Medical Records 

(EMR). The goal of the present study is to develop a 

RFID/USN-based information system for the hospital 

environment. First, unable to recognize, second, able to 

recognize as a pursuit of place and suppose the time of 

medical examination. A retrospective analysis of 235 RFID 

monitoring results, from four ENT ambulatory clinics of Seoul 

National University Hospital were extracted by a reader 

program and monitoring of RFID tag 

(2006.11.16~2006.12.16). RFID detection for sensing reader 

of this study has been put into representing "place" and 

"spending time" of patients for medical history taking and 

examination. Through the RFID of detection for specific place 

and spending time of medical examination, RFID/USN 

develops information system progressing in the EMR of 

hospital system.  

Keywords:  

RFID, Electronic Medical Record, Hospital Information 

System. 

Methods  

This study researched 162 new registered patients at 

otolaryngology department at Seoul National University 

Hospital. The system comprised of RFID technology, RFID 

tags, reader, tag and a Reader to receive information 

exchanged between the servers or network bearer to 

middleware formation. The RFID antenna used for this study 

had a frequency of 902 ~ 928MHz and 5.73 dBi, 4 watts EIRP 

with a high-frequency power. The treatment room, hearing 

laboratory room, and hospitalization Reservations room where 

the RFID Reader was installed was from the ground to the 

reader center and average was 114 cm, with the entrance door 

widths being a maximum of 130cm and a minimum of 87cm. 

A reader installed in the otolaryngology entrance hall 

increased the recognition rate and was installed with two pairs 

from the ground to the Reader center height of 135cm and 

68.5cm, and width of the corridor was 230cm. A desktop type 

of reader was installed in the nursing room and the tags were 

recognized by direct contact. In this study, the patient 

possessed RFID tag is aware of the recognition moment  when 

the installed antennas location and the vision of a box in the 

form of implementation are listed in the time order, which 

allows researchers to use estimate pathway of outpatient. In 

addition, a duplicate tag was recognized by the Reader in 

order to solve the problem of the the patient's gait speed 

within 5 seconds and to account for new understanding of the 

signal recognition results were excluded from the program.  

Results 

Table 1– Number of RFID detection according to case  

 

Unable-to-

recognize 

case 

Duplicate-

check 

+ 

able-to-

estimate 

location 

Able-to-

estimate 

location

Able-to-

estimate 

treatment 

time 

Initial 

visit 

39 

123/162 

(0.759) 

90/162 

(0.555)

17/162 

(0.105) 

Follow-

up visit 

0 

73/73 

(1.0) 

59/73 

(0.808)

14/73 

(0.191) 

Sum 

39 

(0.615) 

196 

(0.834) 

149 

(0.634)

31 

(0.131) 

Discussion 

Hospital workers are facing a new problem called 'to adapt to 

change', but in the past when discussing the success of hospi-

tal information hardware was the main concern then the soft-

ware but recently has focused attention on human element 

This study explored the potential of RFID technology applied 

to patients in the hospital for the first time, but in the future it 

may improve the recognition rate with a solution methodology 

for medical use even in the form of quantitative methods, as 

well as qualitative analysis research methodology for use in 

future studies. 
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Abstract 

A decision aid for osteoarthritis was developed using the best 

available evidence on effect size, potential harms and self-

rated performance for other attributes. The aid was developed 

using a multi-criteria decision analytic tool capable of 

combing evidence and an individual’s preferences for the 

attributes related to treatment. 

Keywords: 

Decision aid; osteoarthritis; multi-criteria decision analysis.  

Introduction 

Decision making for osteoarthritis is complex because of 

marked variations between patients in weight, tolerance for 

physical activity, and risk for anti-inflammatory adverse 

events including both gastrointestinal and cardiovascular tox-

icity. There are also variations between patients in frequent 

concomitant comorbidities including depression, hypertension 

and/or diabetes. All of these variations can influence informed 

osteoarthritis management decisions. This led us to develop an 

online decision aid as a means of combining the best available 

evidence on the benefits and harms of osteoarthritis manage-

ment with patient preferences. The aim of the aid is to provide 

an opinion on which treatment option may be best for them.  

Methods 

The decision aid uses a generic web-based decision-support 

template grounded in multi-criteria decision analysis 

(MCDA). The app, known as Annalisa© (AL), uses a simple 

expected value algorithm to calculate a score for each option. 

The score takes into account the individual's preferences for 

different criteria (stored as importance weights) and the evi-

dence of the performance of each option on each criterion.  

 

The aid allows for the dual personalisation of the decision in 

terms of both the clinical characteristics of the patient and 

their preferences in relation to the benefits and harms associ-

ated with the alternative treatment options. It incorporates 

evidence on both the benefits and the potential harms of a 

range of osteoarthritis management options (the ‘attributes’) 

from published evidence-based guidelines, tailoring these as 

closely to the specific patient as possible by information elic-

ited about the patient. By combining this evidence with the 

individual's importance weights for the various outcomes, 

which is elicited in a graphical way at the point of decision, 

the best course of action for each patient will be identified on 

the basis of quantified scores for each option. This poster will 

present a summary of the systematic review of the literature 

on both qualitative and quantitative studies reporting on 

treatment preferences of patients with osteoarthritis. It will 

also present graphically the design and content of the osteoar-

thritis decision aid as a work in progress. 

Results 

 

Figure 1 – Osteoarthritis decision aid 

The aid will be launched in June 2015 and preliminary results 

will be available by July 2015. The results from the work in 

progress will be presented at the conference.  

Conclusion 

The proposed osteoarthritis decision aid uses the best 

available evidence to populate the aid based on the options 

and attributes that the user identifies as being important to 

them. It is feasible to combine evidence and individual’s 

preferences in a way that provides a quantified score for 

determining which option is best. 
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Abstract 

Examination of the pupil offers an objective evaluation of 

visual function as well as the vegetative pathways to the eye. 

This work proposes the development of an effective method 

and a portable device to test the consensual pupillary reflex. 

The first results demonstrate the success of a new device 

construction and methodology to record the consensual reflex 

with different  stimulus, in a situation of complete blockage  of 

light.  

Keywords:  

Consensual Reflex; Pupillometry; Computer-aided diagnosis. 

Introduction 

The pupillary inspection is a valuable part of the 

ophthalmological, neurological and general medical 

examinations routine [1]. Pupillary examination involves 

recording the size, symmetry, and light reactivity of both 

pupils [2]. 

Materials and Methods 

To apply the test methodology, a pupilometer was built based 

on consensual human optics reflection. The Pupilometer has a 

lighting system with visible light that gradually goes from 0 

(zero) to 38 lux, positioned at a 3 centimeters distance from 

one of the eyes and completely seals illumination as shown in 

Figure 1 (a). The four metrics used to test methodology were 

amplitude, latency, time to maximum contraction (TMC), time 

to maximum dilation (TMD). Twenty-nine volunteers’ 

participated and 61 records were made, with 1 to 5 recordings 

for each volunteer. Eight volunteers were females (27.58%) 

and 21 males (72.41%). Through the software it was possible 

to set visual stimulus duration, intensity and choose which eye 

should be recorded.  

Results 

Table 1 shows the mean and standard deviation of the tests 

performed with 61 videos. 

Table 1 – Configuration of visual stimulus 

Parameter 

1st Period 2nd Period 

Mean SD Mean SD 

Amplitude 0.58% 0.09% 0.59% 0.08% 

Latency 0.33 seg 0.57 seg 0.24 seg 0.10 seg 

TMC 1.67 seg 0.37 seg 1.57 seg 0.41 seg 

TMD 1.84 seg 0.29 seg 1.85 seg 0.27 seg 

Discussion 

In some cases, the volunteer movements caused failures on 

pupil segmentation and, therefore, caused noise in the signal. 

To correct them, the software used the neighborhood average 

algorithm, resulting in a sign like shown in Figure 1 (b). 

 

 

                 (a)                                          (b)  

Figure 1 – (a) Volunteer using the pupilometer, (b) Example 

of the algorithm application by software 

Conclusion 

The Pupilometer and the software proved to be an effective, 

non-invasive  and portable pupillary behavior after light 

stimulus identification method, being a useful tool to integrate 

in the clinical, emergency, ophthalmology and neurology 

related medical routine. It is necessary to conduct more 

clinical investigations to determine pathological patterns in 

patients with diseases. This work can also open a way to new 

studies involving computer-aided diagnosis (CAD). Changes 

in the software could make possible studies to identify signs 

of a probable disease.  
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Abstract 

Engaging patients in their care has become a topic of increas-

ing importance, and enabling patients to have access to their 

clinical data is a key aspect of such engagement. To investi-

gate on an international scale the current state of approaches 

for providing patients with access to their own clinical infor-

mation, individuals from 16 countries, across six continents, 

participated in cross-sectional semi-structured interviews. 

Interview questions focused on social and cultural influences 

that affected patient engagement activities, government sup-

port for current and planned initiatives, data ownership mod-

els, and technical issues. Substantive initiatives for providing 

information to patients in the majority of countries inter-

viewed are present; however, these initiatives were diverse in 

nature and stage of implementation. Efforts to improve patient 

access to data are active on a global-scale. There are many 

open questions about best practices and much can be learned 

by adopting an international perspective to guide future im-

plementation efforts.  

Keywords: 

Personal Health Records; Consumer Health Information; 

Health Information Technology; Patients; International Per-

spectives. 

Introduction 

Around the world, people are being encouraged to participate 

more actively in their healthcare. While individuals in most 

countries have been able to obtain copies of their medical rec-

ords for many years, few regularly take advantage of this op-

portunity. With the proliferation of electronic health records 

(EHRs), there is much greater potential for patients to access 

their information. Providing patients with their clinical data is 

associated with increased satisfaction, improved patient 

knowledge, control and self-care, and may result in better 

health outcomes
1

.  

Methods 

This study was a cross-sectional semi-structured interview 

survey conducted via telephone or videoconference during 

November and December 2014.  The list of interview partici-

pants was created using a convenience method of sampling in 

which research team members identified individuals around 

the world who had knowledge of patient data-sharing initia-

tives in their respective countries. Data from the interviews as 

well as information from literature review were aggregated 

and analyzed for themes. Countries were grouped based on 

similarity of characteristics and compared across themes. 

Results 

Interviews were conducted with individuals representing 16  

countries, across six continents. Respondents reported 

substantive initiatives for providing information to patients in 

the majority of countries interviewed. There is considerable 

variability in the level of maturity, the degree of government 

involvement, the technical infrastructure, and the plans for 

future development across the world. As informaticians, we 

are still in the early stages of deploying patient engagement 

technologies and have yet to identify optimal strategies in this 

arena. 

Conclusion 

The sharing of clinical health information with patients is in 

varying stages of development around the world. The trend is 

toward increasing engagement of patients and providing more 

information, especially electronically. Based on this study it is 

clear that no one country has ‘solved’ how to provide patients 

with access to their clinical information. Countries should 

leverage the experiences of others as we all move forward in 

the deployment of these systems. When patients are empow-

ered with access to their own clinical information, they will be 

able to more actively understand and participate in their care, 

and with this additional knowledge and motivation, hopefully 

have improved satisfaction and overall health. 

Acknowledgments 

This work was supported by grants from the National Library 

of Medicine (T15LM007079 - Hripcsak) and the Agency for 

Healthcare Research and Quality (R01HS21816 - Vawdrey).   

References 

[1]  Giardina TD, Menon S, Parrish DE, Sittig DF, Singh H. 

Patient access to medical records and healthcare out-

comes: a systematic review. J Am Med Inform Assoc. 

2014 Jul 1;21(4):737–41.  

Address for correspondence  

Jennifer Prey, DBMI, Columbia University, 622 W. 168
th

 St. PH-20, 

WS-14, New York, NY, 10032, USA; jep2175@cumc.columbia.edu 

�

MEDINFO 2015: eHealth-enabled Health
I.N. Sarkar et al. (Eds.)
© 2015 IMIA and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License.
doi:10.3233/978-1-61499-564-7-907

907



Is Access to eHealth Records Important for Patients? – Opinions of Healthcare Personnel 

Isabella Scandurra
a

, Ture Ålander
b 

a 
School of Business, Örebro University, Sweden 

b
 Department of Public Health and Caring Sciences, Uppsala University, Sweden 

 

Abstract 

Sweden has had significant progress with the the introduction 

of electronic health records. A pilot county deployed in an 

eHealth service in 2012, giving access to health records for 

all of its patients. This eHealth service is, however, a 

controversial issue. Two surveys were conducted to discover 

whether healthcare professionals’ opinions differ between 

professionals, and between staff who have had experience 

with patients using eHealth records and those, to date, who 

have had none. Experienced nurses found this eHealth service 

more important for the patients compared to unexperienced 

nurses outside the pilot county, as well as both semi-

experienced physicians. 

Keywords: 

Electronic Health Records; Healthcare Personnel; Online 

Systems; Access to Information; Web Questionnaires; 

eHealth. 

Introduction 

In Sweden, patients have the right to obtain part of their health 

record. The national eHealth strategy states that all health 

records should be accessible via Internet by 2017. Within the 

scope of an EU-project, Uppsala County Council in 

November 2012, deployed such a public eHealth service to its 

350 000 patients as the first national trial of patient-facing 

records. Access to “eHealth records” is, however, a 

controversial issue, as many professionals are concerned 

about patients reading their record without support from 

clinicians. Do experiences from the pilot county differ from 

regions where eHealth records are not yet implemented? This 

study aims to discover whether healthcare professionals think 

this eHealth service is important for the patients. 

Materials and Methods 

This study collected data from two 5-graded Likert scale web 

surveys of Swedish healthcare staff, focused on attitudes and 

opinions of physicians (S1) and nurses (S2). S1 was sent out 

in June 2013 to 1600 physicians in the pilot county with a 

response rate of 25% (399 respondents). S2 was sent out in 

March 2014 to 8460 registered nurses and midwifes in 

Sweden with a response rate of 35,4% (2867 respondents). 

The questionnaires consisted of background questions and 5 

sets of items with free text fields in each set. To deliver the 

questionnaires, web survey tools were used.  

Standard data reports were created for each survey, with 

charts showing the most prominent differences in each 

statement. Currently each statement is being analysed by 

statistics and healthcare informatics researchers and students. 

As the questionnaires were jointly developed, this first 

analysis is expected to discover differences between care 

professionals that have had experience with patients using 

eHealth records and those working in regions where the 

service was not yet implemented. 

Results 

The statement analysed in this study was: “To which extent 

patients’ access to eHealth records is important for the 

patients?” Responses were stated on a 5-graded Likert scale 

from strongly disagree [1] to strongly agree [5] and are  

presented as a percentage, based on 241 nurses in the pilot 

county, all 2871 other nurses in Sweden, and 387 Physicians 

in the pilot county. In general, nurses’ opinions of patients 

reading their health record online were neither entirely 

positive nor negative (median=3), while physicians were 

generally more negative (median=2).  

Table 1 – “To which extent is access to eHealth records 

important for the patients?” 

Professions   1   2   3   4   5 

Nurses, pilot county   9 16 37 17 18 

Nurses, All other 13 25 35 15 10 

Physicians, pilot c. 28 36 27   8   2 

 

Nurses experienced with patients having eHealth records, 

were more positively (35% agree and strongly agree) inclined 

towards this service for patients, compared to nurses in the 

rest of the country (25%) as well as physicians (64% strongly 

disagree or disagree). 

Time between the questionnaires (9 months) introduces uncer-

tainty of comparability between professions’ opinions. The 

differences between experienced and unexperienced nurses 

were important to observe. The nurses in the pilot county may 

have experienced that access engenders a positive effect when 

the patient meets with healthcare providers. 

Conclusion 

As experienced nurses found this access more important for 

the patients compared to unexperienced nurses and semi-

experienced physicians it is important for development to 

disseminate these findings to unexperiencenced peers. 
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Abstract 

We designed, constructed, and evaluated a mobile medical 

care vehicle called “Rollende Arztpraxis” (rolling medical 

practice, RMP) that delivers the full medical care of a general 

practitioner to increase medical care supply in rural areas. 

Six communities have been identified, where the RMP has 

been visited 501 times in 14 months. Two different schedules 

of stops and treatment times have been tested. We show that 

the RMP treated mainly elderly and multimorbid patients. An 

accompanying study showed high acceptance and satisfaction 

of treated patients and treating doctors. An economic evalua-

tion of three different utilization models with three treatment 

modes each showed no financial sustainability. We show that 

ambulatory care in rural areas can be complemented by a 

mobile care unit, if legal and financial barriers can be over-

come. 

Keywords:  

Rural Health Services; Mobile Health Vans. 

Introduction 

The German healthcare system is threatened by a lack of doc-

tors [1]. Similarly affected are all communities in northern 

Germany regarded in the context of this paper. Respective 

estimations in [2] with a narrower regional scope show signif-

icantly reduced medical supply until 2020. Combined with a 

growing number of elderly, and therefore, more chronically 

diseased and multimorbid patients, a rising need for medical 

supply can be assumed. The main objective of the project is to 

study if ambulatory care in rural areas can be complemented 

by a mobile care unit called “Rollende Arztpraxis” (rolling 

medical practice, RMP).  

Methods 

We investigated technical feasability over 14 months. An 

accompanying study is split up into four work packages 

addressing usage figures, satisfaction of patients, satisfaction 

of doctors and economic sustainability. 

Results 

The RMP is a commercial utility van with a custom box and a 

completely adapted interior for the RMPs’ primary use case of 

ambulatory care. Six low-population-communities (A-F) have 

been selected as stop and treatment places for the RMP. 501 

treatments were made. Patients mainly reached the RMP on 

foot and by bike. Nearly all patients (n=36) surveyed were 

“very satisfied” or “rather satisfied” with the RMP as a whole. 

Resident GPs surveyed believed there was an improvement in 

medical care. Some GPs reacted rather angrily and found the 

RMP irresponsible or a solely political instrument. According 

to the mobile doctors, treatment was without any problems. 

The RMP contains all technical equipment for the treatment of 

a broad spectrum of patients; many immobile and some 

disabled patients have been treated without problems. Since 

no medical assistant was present at the RMP, all 

organizational work had to be done by the doctors themselves. 

This resulted in a maximum of 10 to 12 patients a day. 

Conclusion 

Our technical feasability evaluation showed that full ranged 

mobile medical care in rural areas is possible if financially 

subventioned.  

References 

[1] T. Kopetsch, The German healthcare system is running 

out of doctors, German Medical Association, Berlin, 

2010.  

[2] Forecast of physician numbers for the year 2020, Associ-

ation of Statutory Health Insurance Physicians Lower 

Saxony, Hannover, 2008.  

Address for correspondence 

Jonas Schwartze, M.Sc.; Peter L. Reichertz Institute for Medical 

Informatics; Mühlenpfordtstraße 23, D-38106 Braunschweig;  

T +49 (0)531 391-9513; Jonas.Schwartze@plri.de

 

MEDINFO 2015: eHealth-enabled Health
I.N. Sarkar et al. (Eds.)
© 2015 IMIA and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License.
doi:10.3233/978-1-61499-564-7-909

909



Online Communication and Chronic Obstructive Pulmonary Disease (COPD) 

Ina Koldkjær Sølling 
a

, Per Carøe 
a

, Kurt Lindgren 
b

 Kirsten Siggaard Mathiesen 
a 

 

a 

Department of Nursing, University College of Northern Denmark, Denmark 

b 

Department of Technology and Business, University College of Northern Denmark, Denmark 

 

Abstract 

This is an explorative and qualitative study that examines a 

municipal’s rehabilitation program “Online Viva” (2014–

2015). The questions are whether “Online Viva” improves the 

citizens’ participatory health and whether it prevents exacer-

bation of COPD. “Online Viva” includes respiratory training 

and district nursing consultancy for elderly people with 

COPD. The district nurses’ presence in the citizens’ homes is 

replaced by online communication. The study involves 9 citi-

zens and 5 health professionals. Preliminary results show that 

online consultations and training prevent anxiety, exacerba-

tion, and support the citizens’ management of COPD. The 

citizens find that the “Online Viva” reduces their need for 

hospitalization, and this is confirmed by the district nurses. 

Furthermore, the citizens find that their specific needs are 

fulfilled, making them  comfortable in managing their COPD. 

It is emphasized by the citizens and the district nurses that 

they must have been in personal contact with each other 

before they meet online. Furthermore, it must be possible to 

visit the citizens in their private homes in addition to an online 

contact, if needed.  

Keywords:  

Patient centered care, aged care, participatory health, COPD, 

preventive medicine  

Introduction 

In 2013, Slagelse Municipality implemented an online reha-

bilitation program, “Online Viva” with respiratory training 

and district nursing consultancy for elderly people (aged 61-

90) with COPD.  In September 2014, 20 citizens with moder-

ate (50%) to severe (15%) reduced lung function were includ-

ed in “Online Viva”, the objective of which was to support the 

citizens’ participatory health and to prevent COPD exacerba-

tion . The intention was to include 30 citizens with COPD or 

another chronic disease. The demographic development 

results in more elderly people living longer with chronic 

diseases, as well as lack of financial resources in the health 

care sector of the municipalities. There is an assumption that 

welfare technology can provide cost-effective solutions to the 

benefit of future citizens despite the strained economy. The 

technology used in “Online Viva” is based on an online en-

crypted connection with synchronous video communication. 

The citizen and the district nurse are able to communicate via 

the internet at a scheduled time. 

 

Methods 

This project is an explorative and qualitative study including 9 

citizens (5 women and 4 men aged 62 – 82), 3 district nurses, 

the supervisor of the project, and the head of the department. 

Face-to-face semi-structured interviews were conducted  with 

the citizens, the supervisor, and the head of the department. 

Furthermore, we conducted  a focus group interview of the 3 

district nurses who provided an audio-reflection  about the 

online consultancy with the citizens (2, 3). In relation to the 

technology, we chose a socio–technical approach (4).  

Additionally,  we will discus the results with healthy elderly 

of the DanAge Association (NGO) .to maintain a citizen 

perspective.  The study was approved by the Danish Study of 

Ethics in Science and Data Protection. 

Results 

Preliminary results show that online consultations and training 

prevent anxiety and COPD exacerbation resulting in improved 

COPD management.  . As per citizens’ opinion,  the “Online 

Viva” reduces their anxiety and need for hospitalization; 

confirmed by their district nurses. Additionally, the citizens 

find that their specific needs are fulfilled making them 

comfortable in managing COPD. It is emphasized by the 

citizens and the district nurses that a personal relationship  

must be established before meeting online. Furthermore, the 

nurse should be able to visit the citizens in their private homes 

in addition to an online contact, if needed. The professional 

knowledge at specialist level and practical experience with 

technology of the district nurses are necessary requirements 

for obtaining a confident online communication with the 

citizens. Furthermore, the district nurse should be able to 

make decisions, act appropriately,  and ensure that the sound 

and picture are of good quality during online meeting. 

Conclusion 

The preliminary results indicate that a focused online 

consultation with respiratory training  improves the citizens’ 

participatory health. The consultation and training support the 

citizens’ management of COPD and prevent anxiety, COPD 

exacerbation, and hospitalization. The district nurse should be 

well qualified in academic and technological skills and should 

be able to work at a specialist level.  
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Abstract 

Our hospital is specialized for radiation therapy and has 

many information devices. Various job categories are 

working. When we implemented an EMR, we aimed to enforce 

ISMS by using IHE profiles. To solve the already existed 

system-related problems, we selected and use some profiles 

(EUA, PSA, ATNA and PAM). After implementation, we 

audited and then some findings were pointed out. These 

findings are being settled by the PDCA cycle. We also found 

that appropriate IHE profiles were effective in the building of 

ISMS.  

Keywords: 

ISMS, IHE Integrating the Healthcare Enterprise, PDCA 

Introduction 

Our hospital is specialized for a radiation therapy with a 

Carbon ion. We have 100 beds for inpatient, 70-110 

outpatients/day and two departments (Radiology and 

Dentistry). There are many special treatment devices and 

information terminals in our hospital. And our staff consists of 

many occupational categories such as physicians, nurses, 

technicians, operators and clerks. Complexity and diversity of 

our information system may hold some problems. These 

problems are: (1) single sign on, (2) synchronizing patient, (3) 

time consistency and audit log and (4) co-operation among 

information systems. 

The promotion of Information Security Management System 

(ISMS) is a key issue. We use some integration profiles of 

Integrating the Healthcare Enterprise (IHE) to improve the 

security of information system and to solve these problems. 

We evaluate the IHE profiles in the aspect of security 

management. 

Materials and Methods 

We implemented some IHE profiles to solve some clinical 

problems mentioned above. Methods we used were Enterprise 

User Authentication (EUA) for single sign in, Patient 

Synchronized Applications (PSA) for co-operation of same 

patient, Audit Trail and Node Authentication (ATNA) for 

audit log, and Patient Administration Management (PAM) for 

patient information reconciliation. These EUA/PSA functions 

are protected from misselection of patient and forgotten 

logout. 

In 2006 our hospital had prepared to strengthen information 

security and we detected the personal information and 

analyzed the system’s risk. Also we had defined regulations 

concerning handling and protection of personal information. 

From 2007 we have continued the audit about our privacy 

policy and security policy according to what ISMS 

established. We practiced this audit once per year. The audit 

result proceeds to the management review of the hospital 

director. The PDCA cycle consists of Plan, Do, Check and 

Act. We then executed this cycle (audit, analysis of problems, 

action plan, manual revise and check list) in a year. These 

processes are shown in Figure 1. 

Results 

Audit findings are as follows: (1) An unimproved rule about 

cancellation of a user account and abolition, (2) A connection 

of an internal network and the internet, (3) An inadequate 

periodic supervision and management about practical use of a 

USB memory, (4) An incomplete key management of the 

outpatient’s examination room, server room, rocker and 

security chain of the PC body, (5) Insufficiency in the 

password management and (6) An unclear responsibility of 

procedure of a wireless LAN and operations management. 

The PDCA cycles decreased these problems. Finally at the 

promotion of ISMS, we feel undoubtedly that these problems 

have to be solved. They are (1) Improvement of motivation for 

ISMS implementation, (2) Complexity of risk analysis in a 

medical field and (3) Difficulty of evaluating the weight of 

confidentiality, integrity and availability. Hospital staffs were 

familiar with the PDCA cycle and did not offer resistance to 

use PDCA cycle. We think that the promotion of ISMS 

depends on a deep understanding and strong leadership. 

 

Figure 1 – PDCA cycle in our hospital 

Conclusion 

We implemented EMR and planned to improve information 

security using IHE profiles. We utilized PDCA cycle to raise 

information security level. In addition, we believe that when 

we select the suitable IHE profiles, we can achieve the 

reinforcement of the secure information system at the hospital 

information systems. 
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Abstract 

This research focuses on a major health priority for Australia 

by addressing existing gaps in the implementation of nursing 

informatics solutions in healthcare. It serves to inform the 

successful deployment of IT solutions designed to support 

patient-centered, frontline acute healthcare delivery by 

multidisciplinary care teams. The outcomes can guide future 

evaluations of the contribution of IT solutions to the efficiency, 

safety and quality of care delivery in acute hospital settings. 

Keywords: 
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Introduction 

Technology innovations in medical informatics have trans-

formed many areas within healthcare delivery; however, poor 

uptake of technology remains a widespread problem.  Technol-

ogy solutions to support clinical work are frequently engi-

neered from administration requirements rather than the needs 

of front-end clinicians; making them confusing to users, in-

compatible with existing clinical workflows, increasing work-

loads and creating potential risks to patients [1-4]. As a result, 

clinicians often either abandon these systems or are highly re-

sistant to using them.  

This study examines the benefits of adopting a user-centred 

design approach in developing and deploying an intelligent 

clinical support tool (ICST) in acute clinical settings in public 

and private hospitals in Melbourne, Australia. The methodo-

logical approach designed to address this issue is presented as 

an appropriate, systematic strategy that mitigates safety risks 

and enhances the likelihood of user adoption and acceptance.  

Methods 

The study adopts a multi-method approach using qualitative 

and quantitative techniques.  A key unique feature of the re-

search is the Delphi process used to elicit multi-disciplinary 

responses and interactions with the system. Critical phases of 

the methodology include: Phase 1 - Establish fidelity: Inter-

views with key multidisciplinary users to explore their specific 

information needs, interactions, work flow, data inputs and 

outputs associated with patient care delivery. Phase 2 – Evalu-

ate fidelity: A Delphi process to examine multidisciplinary 

agreement on system design for patient safety will include up 

to six improvement cycles and one consensus cycle over 

twelve months. Each cycle will incorporate discipline specific 

data into the ICST and observe participants using the technolo-

gy in simulated clinical scenarios. ‘Think- aloud’ [5] tech-

niques will be used to elicit participants’ experiences when 

interacting with the system and interface. Phase 3 – Reflec-

tions on fidelity and safety: Brief interviews with participants 

at the end of each Delphi cycle. An online survey of system 

usability and fidelity will be collected one week after each cy-

cle. 

Results 

The continuous feedback and cyclic improvement of the sys-

tem provide the possibility to design, develop and deploy a 

sophisticated clinical informatics solution that caters to the real 

workflow needs of multidisciplinary clinicians. This serves to 

ensure superior levels of usability, safety and fidelity for clini-

cal practice, as well as reduces the likelihood of resistance and 

lack of use of the technology solution. At this stage of this re-

search in progress we are in Phase 1 to establish fidelity. Inter-

views with key users have enabled us to identify the different 

user needs and ensure that the solution has the capability to 

address these respective needs. 

Conclusions 

To date we have identified commonalities and discipline spe-

cific needs to inform system design. This research has far 

reaching implications for the design, development and deploy-

ment of sustainable informatics solutions that ensure the safety 

of patients while streamlining and improving clinical practice 

through technological innovation.  
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Abstract 

This work proposes an integrated workflow for secondary use 

of medical data to serve feasibility studies, and the 

prescreening and monitoring of research studies. All research 

issues are initially addressed by the Clinical Research Office 

through a research portal and subsequently redirected to 

relevant experts in the determined field of concentration. For 

secondary use of data, the workflow is then based on the 

clinical data warehouse of the hospital. A datamart with 

potentially eligible research candidates is constructed. 

Datamarts can either produce aggregated data, de-identified 

data, or identified data, according to the kind of study being 

treated. In conclusion, integrating the secondary use of data 

process into a general research workflow allows visibility of 

information technologies and improves the accessability of 

clinical data. 

Keywords:  
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Introduction 

With the development of electronic health records (EHRs) 

secondary use of patient data is becoming a critical issue for 

medical research. Hospitals are currently deploying informa-

tion technologies (IT) and tools intended to facilitate easy 

access to clinical data for research purposes.  

In this paper, we present an integrated workflow that aims to 

manage and to monitor the global process of reusing clinical 

data for research purposes. This workflow system addresses 

three main scenarios of clinical research: feasibility study, 

pre-screening or cohort building, and monitoring. It is cur-

rently used and tested by the Clinical Research Office (CRO) 

of the Academic Medical Centre of Rennes (AMC). 

Methods 

The workflow is based on two main applications: a research 

portal dedicated to the research activities in the Academic 

Medical Centre of Rennes and EHOP, the clinical data ware-

house (CDW).  

The portal and the information retrieval interface of the CDW 

were developed as web applications employing the following 

technologies: Angular.js framework, Java technologies (por-

tal) or php (CDW), Oracle database, and Oracle text function-

alities. The system was integrated in the Hospital Information 

System (HIS). 

Results 

The goal of the research portal was to give to physicians a 

platform for any research purposes such as methodology, data 

analysis, data extraction or the global management of a re-

search project. Each request was primarily treated by the CRO 

and then assigned to one or more resource experts within each 

specialized field. Any ticket concerning reuse of patient data 

were addressed to the experts of the data-mining department 

of the hospital. 

Prior to the granting of physician access to patient data, sev-

eral requirements were fulfilled. The expert must select from 

aggregated, de-identified, or identified individual data, the 

type of access required for the study. Ethical and legal proce-

dures to be followed by the physician were contingent on 

study-type. The research portal aimed to be a support to assist 

the physician for theses procedures and to monitor activity. 

The next step was to identify the characteristics of the studied 

population in order to fulfil all the necessary elements to re-

quest the CDW for candidate patients. 

Access to the entire dataset stored in the clinical data ware-

house was limited to experts of the data-mining department. 

They were responsible for extracting a subset of potential pa-

tients (except those who refused to have their data used for 

research purposes) of interest for the study. Data were then 

replicated in a datamart and made available for physicians for 

a limited time through a link available in the study’s ticket. 

Physicians were thus able to mine candidate patients’ data to 

check their eligibility for the study by using Datamart infor-

mation retrieval tools.  

Conclusion 

Developing relevant tools to support the reuse of patient data 

and especially to manage every step of the workflow appears 

to be crucial. Integrating the secondary use of data process in 

a general research workflow gives visibility to information 

technologies and makes access to clinical data easier. 

Moreover, it allows traceability of access to data and 

monitoring of activity of secondary use of patient data.  
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Abstract 

Breast cancer screening has been proven effective in Western 

countries, and our National Health Bureau also started to 

offer free screening mammography for women aged between 

50 and 69, since July 2004. This study aims to compare the 

efficacy between distinctive mammography screening 

modalities. Prompting the assessment of digital screening in 

the radiological sciences, we provide insight into the practical 

informatics application of such tools. 
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Methods 

Between July 2004 and December 2010, 23513 eligible 

women underwent screening mammography. 6804 of these 

received screen-film mammography, 1610 received computed-

radiography mammography, and 15099 received digital 

mammography. The carcinoma-in-situ detection rate, early 

cancer detection rate, and the overall cancer detection rate of 

each modality were calculated. Chi-square test was used to 

determine the statistical significance of performance 

differences between these modalities. Different modalities, 

which are derived from informatics applications in the 

radiological sciences, are compared in this paper. 

Results 

Screen-film mammography’s callback rate was 12.23%, 

cancer detection rate was 5.29%, and Ductal Carcinoma In 

Situ (DCIS) detection rate was 1.76%. Computed 

Radiography’s callback rate was 12.67%, with a cancer 

detection rate of 6.21%, and DCIS detection rate of 1.24%. 

Full-field digital mammography (FFDM) had the highest 

callback rate of 9.21%, but also had the highest rate of cancer 

detection rate and DCIS detection rate,  9.21% and 3.58%, 

respectively.  

FFDM had better cancer detection rate and DCIS detection 

rate compared to Screen-Film Mammography (SFM) and 

Computed Radiography (CR), however,  this only 

demonstrated statistical significance when compared to SFM. 

Although FFDM had better cancer and DCIS detection rates, it 

was also associated with a higher callback rate. Results show 

that the employment of digital modalities can enhance the 

understanding and application of mammography tools in the 

radiological sciences. 

Discussion 

The cancer detection rate for Digital Mammography was 

higher than both SFM and CR Mammography in the screening 

of breast cancer and ductal carcinoma in situ.  

Unlike prior reports, our results show that the incidence rate 

for Taiwan women is not low. CR mammography had a lower 

DCIS detection  rate, compared with DR, in Taiwan women 

dense breast. If we rely on CR, we may fail to identify many 

DCIS cases, which is an important consideration. As the price 

of DM gradually decreases, by using DM, facilities may save 

on storage space, retrieval and processing time, and promote a 

more comfortable environment for patients. In order to 

improve the efficiency, quality, and safety of patient care, 

there is need to further explore such tools in the field of 

radiology. 

Conclusion 

Full-field digital mammography has obvious performance 

advantages over screen-film and computed radiography 

mammography. This is important, especially in Asian 

populations where the prevalence of dense breasts is 

increased. Taiwanese breast cancer incidence is gradually 

increasing and becoming comparable to that of Western 

countries. Such factors, in addition to Taiwan’s unique 

medicolegal ecosystem, result in relatively high callback rates. 
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Abstract 

Most of the cyber security systems use simulated data in 

evaluating their detection capabilities. The proposed cyber 

security system utilizes real hospital network connections. It 

uses a probabilistic data mining algorithm to detect 

anomalous events and takes appropriate response in real-

time. On an evaluation using real-world hospital network data 

consisting of incoming network connections collected for a 24-

hour period, the proposed system detected 15 unusual 

connections which were undetected by a commercial intrusion 

prevention system for the same network connections. 

Evaluation of the proposed system shows a potential to secure 

protected patient health information on a hospital network. 

Keywords:  
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Introduction 

Due to recent advancement in health information technologies 

and mandatory adoption of electronic health records,  

dependency on the Internet is unavoidable for accessing 

patient health information [1]. Hospitals are relying on 

commercially available network security tools such as 

firewalls, intrusion detection system (IDS), and intrusion 

prevention system (IPS) to secure information network. These 

tools have already been proven to be inadequate to defend 

real-time cyber security incidences [2]. The proposed system 

utilizes packet header information from incoming network 

connections and applies a probabilistic data mining technique 

to detect cyber security incidences in real-time. When an 

anomalous network connection is detected, it also generates 

real-time alert messages to the hospital network administrator.  

Methods 

The cyber security system consists of three modules- a 

network connection capture module, a detection module, and a 

response module. The network connection capture module 

collects incoming IP packet headers generated by perimeter 

firewalls. It uses Netflow [3], a protocol developed by Cisco 

Inc., to capture the following fields related to a network 

connection: source IP address, destination IP address, source 

port, destination port, TCP Flags, protocol, and time. The 

detection module utilizes these packet information and applies 

a probabilistic data mining algorithm to calculate a normality 

score for each connection [4].
 

The algorithm uses values of 

these fields as inputs and compares them to the most recent 

week’s  network connections. Then, it calculates a probability 

score for each of the field based on the presence of the values 

in the past week’s network connections; and assigns a 

normality score to each incoming connection as sum of these 

scores. The algorithm then compares this normality score to a 

threshold (the lowest normality score in the past week’s attack 

free network connections).  If a connection score exceeds the 

threshold, it labels it as an incidence and invokes the response 

module. It also creates an attack signature based on the 

incidence. The response module generates alert notification to 

notify the administrator in real-time for further action.  

Results 

The system was implemented using MySQL 5.1 database 

environment. It was evaluated on network connections 

collected for one day period from a real hospital  network. The 

evaluation dataset consisted of 3,850 unfiltered incoming 

network connections. The system accurately detected 15 

unusual network connections during the evaluation which 

were visually inspected and verified as anomalous. The results 

were compared to the system log of a commercial IPS that 

was protecting the hospital network for the same time period. 

The IPS was unable to detect those 15 unusual connections 

which were detected by the proposed system.    

Conclusion 

The evaluation was done using real network connection from 

one hospital. The author plans to further evaluate the system 

on multiple hospital networks in real-time. Based on the 

evaluation results, the proposed system outperformed the 

commercial IPS tool in detecting unusual incidences. In 

addition, it shows a potential to defend cyber security 

incidences on hospital network.  

References 

[1] Appari A, Johnson ME. Information security and privacy 

in healthcare: current state of research. IJIEM 2010; 6(4): 

279-314. 

[2] Faysel MA, Haque SS. Towards cyber defense: research in 

intrusion detection and intrusion prevention systems. 

IJCSNS 2010; 7:316-325. 

[3] Nickless B. Combining cisco netflow exports with 

relational database technology for usage statistics, 

intrusion detection, and network forensics. Proceedings of 

the 14th USENIX Conference on System Administration; 

3-8 December 2000; New Orleans, Louisiana. 2000. pp. 

285-290. 

[4] Faysel MA, Haque SS. A novel algorithm to defend cyber 

attacks in hospital information networks. IJCIHI 

2013;6:29-31. 

Address for correspondence 

Mohammad A. Faysel, Ph.D. 

Assistant Professor 

Medical Informatics Program 

450 Clarkson Avenue, Mail Stop 105, Brooklyn, NY 11203, USA 

MEDINFO 2015: eHealth-enabled Health
I.N. Sarkar et al. (Eds.)
© 2015 IMIA and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License.
doi:10.3233/978-1-61499-564-7-915

915



Design and development of an EMR for Ebola Treatment Centers  

in Sierra Leone using OpenMRS 

Darius Jazayeri
 a,g

, Shefali Oza
 b

, Glauber Ramos
 a

, Hamish Fraser 
c,e

, Jonathan M. Teich 
d,e

,  

Andrew S. Kanter
 f

, Ellen Ball
 g 

a 

ThoughtWorks Uganda Ltd., Kampala, Uganda. 
b

London School of Hygiene and Tropical Medicine, London, UK
 

c

University of Leeds, Leeds, UK. 
d

Brigham and Women’s Hospital, Boston, USA.
e

Harvard University, Boston, USA
 

f

Columbia University, NY, USA. 
g

Partners In Health, Boston, USA 

 

Abstract 

Ebola treatment presents unique challenges for medical 

records because strict infection control requirements rule out 

most conventional record-keeping systems. We used the 

OpenMRS platform to rapidly develop an EMR system for the 

recently opened Kerry Town, Sierra Leone Ebola Treatment 

Centre. This system addresses the need for recording patient 

data and communicating it between the infectious and non-

infectious zones, and is specifically designed for maximum 

usability by staff wearing cumbersome protective equipment. 

This platform is interoperable with other key eHealth systems 

in the country, and is extensible to other sites and diseases. 

Keywords: 
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Introduction 

The 2014 West African Ebola outbreak is unprecedented in its 

scale and spread, with nearly 20,000 reported cases by 

December 2014. Ebola Treatment Centres (ETCs) are 

specialized facilities that must provide efficient care for 

suspected and confirmed Ebola patients while minimizing risk 

of cross infection to staff and other patients. This presents 

several challenges, including the difficulty of working in 

personal protective equipment (PPE) due to heat and low 

visibility/dexterity, and the inability to move material from 

highly infectious patient areas (Red Zone) to low-risk areas 

(Green Zone). Conventional paper-based data collection is 

difficult for these reasons. ETCs are therefore often limited in 

their ability to collect data for care, surveillance, and research.  

Important ETC information tasks include medication ordering 

and monitoring; initial, daily and per-shift patient assessments; 

lab test ordering and results; and fluid management. These 

require data entry and review within the Red Zone, as well as 

communication and coordination between zones. Here, we 

describe the rapid development of an innovative Ebola EMR 

system based on the OpenMRS open-source EMR platform 

[1]. This system is designed specifically to address the 

usability, workflow and communication problems noted 

above. 

Materials and Methods 

We built an Ebola module for the OpenMRS 2.1 platform for 

the Kerry Town ETC, run by Save the Children with UK 

government funding. OpenMRS is a widely implemented 

flexible open-source, modular EMR platform currently used in 

over 50 low and middle-income countries. We used Agile 

software development methodology. Detailed gathering of 

requirements was done with on-site staff, and domain experts 

provided design input. We rapidly iterated on designs using 

wireframes and live prototypes. 

Results 

The first release (Feb. 2015) included patient registration, 

limited clinical data entry and a comprehensive drug 

ordering/monitoring system for the Red Zone and pharmacy. 

We optimized the tablet-based user interface for PPE use with 

large text and touch targets, minimal typing, a high-contrast 

colour scheme, and easy selection of items like commonly 

used drugs. We used core OpenMRS concepts, data structures 

and functional modules, and added Ebola-specific core 

concepts to simplify decision support and reporting across 

ETC sites. The next release included modules for vital signs, 

clinical assessment and fluid balance. Later steps include 

coordination with case finding, contact tracing and lab testing. 

Conclusions 

Careful user design on a flexible platform can rapidly yield 

EMRs that are well suited to address the unique data 

challenges in Ebola treatment centers. Our system can be 

adapted for other ETCs and for future health crises.  
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Abstract  

In this study we examined the impact of an Electronic Medical 

Record (EMR) on repeat test rates (i.e., the same test ordered 

within a specified window of time) for a commonly ordered set 

of laboratory tests; Electrolytes, Urea, Creatinine [EUC], Full 

Blood Counts [FBC] and Liver Function Tests [LFT]. The 

results point to the potential that timely, evidence-based 

electronic decision support features can have on the efficiency 

and effectiveness of the pathology laboratory process and its 

contribution to quality patient care. 

Keywords:  

Computerised provider order entry, Evaluation studies, 

Hospital information systems, Laboratories 

Introduction 

Electronic Medical Record (EMR) systems can include 

Computerised Provider Order Entry (CPOE) functionality, and 

provide for hospital-wide integration of electronic clinical and 

patient databases. In this study we examined the impact of an 

EMR on clinician laboratory test ordering patterns by 

comparing paper and EMR repeat test rates (i.e., the same test 

ordered within a specified window of time) for a commonly 

ordered set of laboratory tests (Electrolytes, Urea, Creatinine 

[EUC], Full Blood Counts [FBC] and Liver Function Tests 

[LFT].   

Material and Methods 

Laboratory data were extracted for the period of Aug/Sep 

2008-2011 across four hospitals serviced by a single pathology 

laboratory service. The EMR was initially based on the Cerner 

PowerChart system Version 2007.16, and upgraded in May 

2011 to Version 2010.02.16. The Laboratory Information 

System (LIS) was the Integrated Software Solutions (ISS) 

Omnilab v9.4.2 SR10 system. The electronic ordering system 

presented clinicians with information about previous test orders 

and results, and alerted clinicians when a repeat test was 

ordered within 24-hours of the previous test. Ethics approval 

was provided by the relevant Local Health District Human 

Research Ethics Committee (HREC: Project No. 11/146) The 

project was funded by an Australian Government Department 

of Health: Quality Use of Pathology Program grant. 

 

Results 

Overall, for all the data collected, the percentage of repeat tests 

(which were ordered using either the EMR or paper) was 

77.2% (136644/177096) for EUC, 75.1% (126070/167791) for 

FBC and 68.9% (68953/100019) for LFT.  The results show 

significant (p<.0001) reductions in repeat test rates within 1 

hour following the introduction of the EMR. Tests for EUC 

decreased by 0.2% for EUC, 0.1% for FBC and 0.2% for LFT. 

For repeat tests within 12 hours, there were significant 

(p<.0001) decreases in EMR repeat orders of 1.1% for EUC 

and 1.2% for FBC.  There were also significant (p<.0001) 

decreases of 1.8% for both EUC and FBC repeat tests within 

24 hours.  For LFT the EMR repeat test order rate increased 

significantly (P<.0001) by 1.8% within 24 hours and 4% with 

36 hours. These results indicate a greater concordance with 

best practice guidelines. 

Conclusion  

Our results confirm previous evidence about the impact of the 

EMR on the rate of redundant or unnecessary tests [1,2].  Such 

improvements are connected to EMR’s ability to provide 

clinicians with an overview of existing test orders for each 

patient along with a visual aid alerting them to repeat tests 

undertaken within a “too-short” re-test interval.   Taken 

together these features can enhance clinicians’ ability to 

monitor and regulate their test ordering practices.  
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Abstract 

Learning from the experience of another medical center in 

Taiwan, Kaohsiung Municipal Kai-Suan Psychiatric Hospital 

has changed the nursing informatics system step by step in the 

past year and a half . We considered ethics in the original 

idea of implementing barcodes on the test tube labels to 

process the identification of the psychiatric patients. The main 

aims of this project are to maintain the confidential 

information and to transport the sample effectively. The 

primary nurses had been using different work sheets for this 

project to ensure the acceptance of the new barcode system.  

In the past two years the errors in the blood testing process 

were as high as 11,000 in 14,000 events per year, resulting in 

wastage of resources. The actions taken by the nurses and the 

new barcode system implementation can improve the clinical 

nursing care quality, safety of the patients, and efficiency, 

while decreasing the cost due to the human error. 

Keywords: 

Barcoding; Identification; Confidentiality; Psychiatric 

Nursing; Inpatients; Health Care Quality; Technology 

Acceptance 

Introduction 

Under the supervision of the city health department and 

accreditation, the psychiatric teaching hospital needed to 

improve its nursing informatics system.  The new barcode 

system was influenced by psychiatric patients’ right.  Double 

identification of the patients is important to ensure that the 

staff do not make a mistake of performing wrong test on the 

patients. However, the psychiatric patients could be 

uncooperative to the examination and may be unwilling to 

give the staff their identification information.   

Materials and Methods 

The questionnaire with experts’ validity will be a resource to 

understand patients’ protection, technology acceptance, and 

satisfaction of the nursing staff�� The experts’ questionnaire 

will check Cronbach's α reliability and modify the structured 

questionnaire to the most streamlined version in two 50-bed 

acute wards with 30 nursing participants.�

The before and after the implementatopm comparison will 

show the extent of improvement by the barcode system. The 

acceptance of the nursing staff will also be collected by the 

questionaire, and the corresponding analysis using the SPSS 

17.0 software will assess the usefulness and the ease of use of 

the barcode system. 

Results 

We expect that this project will 1) decrease the number of 

errors in the psychiatric patients’ blood test processing, and 2) 

improve the understanding of the factors related to the 

acceptance of barcode system. 

We appreciate Kaohsiung Chang Gung Memorial Hospital for 

providing the barcode system used in the general settings for 

target learning.  We also like to thank superior management 

officers for their continuous support. 
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Abstract and Objective 

We have previously developed a Patient Data Management 

System for Intensive Care based on Open Source Software. 

The aim of this work was to adapt this software to use in 

Emergency Departments in low resource environments. The 

new software includes facilities for utilization of the South 

African Triage Scale and prediction of mortality based on 

independent predictive factors derived from data from the 

Tabarre Emergency Trauma Center in Port au Prince, Haiti. 

Keywords: 

Critical Care, Patient Data Management Software, Open 

Source Software, Patient Triage Systems. 

Introduction 

The system for Intensive Care (IC) was designed using a 

client-server architecture, running on a PostgreSQL database. 

It offers functions for medical notes, observations and 

treatments, a scoring system for classification, and reporting 

of evolution. The system includes utilities for nursing charts 

and medication administration. To be used in an Emergency 

Department (ED), the system had to be adapted, particularly to 

facilitate triage at admission and to propose an adapted score. 

Methods 

The software was extended to the use of the South African 

Triage Scale (SATS)
1

 and of the TRISS scoring system using 

the same software architecture as before. For mortality 

predictions using TRISS, computations were based on the data 

published by Boyd et al
2

. For the SATS system, we did not 

find any existing publications reporting mortality prediction. 

To determine mortality prediction, we decided to use data 

from patients admitted to the Tabarre Emergency Trauma 

Center from Médecins Sans Frontières (MSF) in Port au 

Prince, Haiti, as the modified software was intended to be 

used there. Data from 4,468 consecutive patients admitted to 

that institution from 01/01/2013 to 08/03/2014 were used. Age 

of the patients, motif of admission according to MSF 

classification, and triage category (Red, Orange, Yellow, 

Green) according to the SATS system were extracted from the 

local MSF database and used as candidate parameters for 

analysis of factors associated with mortality. For the statistical 

analysis we used the Chi Square and Mann-Whitney tests as 

appropriate to determine association with mortality, and 

logistic regression with logit to compute independent odds 

ratios and predict mortality. A p-value < 0.05 was considered 

to be significant. For logistic regression we divided patients in 

two groups at random. The first group was used for the 

computations of odds ratios and coefficients and the second 

for validation of the model. The STATA 8 software for 

Windows was used for the statistical analysis.   

Results 

Added modules to the software help for triage at admission in 

the ED, and for data encoding. Software includes procedures 

to compute mortality predictions based on the SATS and 

TRISS systems. The model included for the SATS system is 

based on data from Tabarre. Mortality varied significantly 

with age of the patients, motif of admission, and triage 

category. Odds ratios for factors affecting mortality with 

coefficients of logit estimates for that model are illustrated in 

Table 1. 

Table 1 – Factors affecting mortality 

Factors Odds Ratios Coef. Z P > z 

Age > 45 2.62 0.963 2.52 0.012 

Red 78.98 4.369 7.54 0.000 

Orange 3.67 1.300 2.18 0.029 

Non Trauma 6.80 1.916 3.56 0.000 

(Constant)  -6.317 -11.58 0.000 

 

Area under the ROC curve is 0.8758 for the first group and 

0.8344 for the validation group. In the validation group 98.3% 

of the admitted cases were correctly classified (cutoff of 0.5). 

In the studied population, the overall mortality was 1.68 %, 

the mortalities for the SATS groups were 15.81% in the Red 

group and 1.39% in the Orange. Mortality for patients older 

than 45 years was 3.29%, versus 1.33% for younger patients.   

Conclusion 

Our software was extended for the use in the ED, and includes 

mortality prediction based on the South African Triage Scale. 

It should now be tested in ED and IC in low resource 

environments with extension of the data set used in the model. 
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Abstract 

The use of Information and Communication Technologies 

(ICTs) has gained an important role to enhance  healthcare 

systems by increasing access to services, and improving the 

quality and equity of care. In order to evaluate the stage of 

ICTs adoption in the Uruguayan healthcare system, the 

Governmental Salud.uy Program carried out a national 

survey to establish the baseline for ICTs adoption, as well as  

define a set of indicators so as to evaluate the progress on this 

topic. Data was recorded following the OECD methodology.  

Keywords:  

ICTs adoption; healthcare system; maturity assessment. 

Introduction 

The Uruguayan health reform (2007) aimed to increase equity 

in access and focus on transparency, efficacy and efficiency to 

improve quality of care through the creation of a National 

Health Insurance System. ICT serve as the tool to contribute 

to health services to interoperate and to decrease the health 

care system’s high degree of fragmentation. Due to the lack of 

complete data and the need of a national analytic maturity 

assessment tool, the Program carried out a survey in order to 

measure progress in ICT adoption.  

Methods 

The survey was carried out from March to June 2014. Two 

scenarios were considered: healthcare professionals and health 

institutions. Physicians and nurses registered in the Ministry 

of Health database were considered for the 600 individuals 

sample, stratified by professional category. Data was collected 

by means of  two structured questionnaires, following the 

OECD Guide [1] and the Cetic.Br regional adaptation model 

[2].  

Results 

Technology management and connectivity: 100% of the 

surveyed institutions have internet connection and a website, 

71% have an IT area, and 61%  have access to their internal 

network from every place of the facility.  

Infrastructure and availability: 6 out of 10 healthcare pro-

viders already conduct some part of the clinical health record 

in a digitalized format.  

 

ICTs availability for health professionals: The analysis con-

cludes that 98% use a computer at home and 96% have inter-

net access. In addition to this, 50% always use a computer at 

their working place. Perception of a positive potential impact 

in the reduction of medical errors, patient adherence to treat-

ment, waiting lines and services waiting lists is less than 60%. 

However, there is an overall positive perception (70%) on 

how ICTs impact on the efficiency and service quality im-

provement, as well as the quality of care as a whole.  

 

Barriers to adoption: The two main barriers identified that 

can constrain EHR´s adoption were: information security  

confidentiality (55%), and usability features of EHR (52%). 

Discussion 

Availability of management and administrative data is higher 

than clinical information availability. However, clinical 

information is more commonly used by healthcare 

professionals. The main results showed that there is a 

favourable context to advance the use of ICTs in the 

Uruguayan healthcare system. 

Conclusion 

Despite measured improvements in ICTs application at health 

institutions, there are still having challenges and barriers to 

face the EHR´s adoption at national level. Nevertheless, there 

would be a promising environment and both a political and 

technological enabling context for the health sector to 

successfully implement EHR in Uruguay.  
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Abstract 

Speech recognition software (SRS) has many benefits, but also 

increases the frequency of errors in radiology reports, which 

could impact patient care. As part of a quality control project, 

13 trained medical transcriptionists proofread 213,977 SRS-

generated signed reports from 147 different radiologists over 

a 40 month time interval. Errors were classified as 

“material” if they were believed to alter interpretation of the 

report. “Immaterial” errors were subclassified as 

intrusion/omission or spelling errors. The proportion of 

errors and error type were compared among individual 

radiologists, imaging subspecialty, and time periods using χ
2

 

analysis and multiple logistic regression, as appropriate. 

20,759 (9.7%) reports contained errors; 3,992 (1.9%) 

contained material errors. Among immaterial errors, spelling 

errors were more common than intrusion/omission errors 

(P<.001). Error proportion varied significantly among 

radiologists and between imaging subspecialties (P<.001). 

Errors were more common in cross-sectional reports (vs. 

plain radiography) (OR, 3.72), reports reinterpreting results 

of outside examinations (vs. in-house) (OR, 1.55), and 

procedural studies (vs. diagnostic) (OR, 1.91) (all P<.001). 

Dictation microphone upgrade did not affect error rate 

(P=.06). Error rate decreased over time (P<.001). 

Keywords: 

PowerScribe, quality control, radiology report, report errors, 

speech recognition. 

Introduction 

Speech recognition software (SRS) decreases report 

turnaround time, but also increases the frequency of semantic 

and syntactic errors (1). Such errors may negatively impact 

clinical management, and result in lawsuits (2). We aimed to 

analyze percentages and types of errors among speech 

recognition software–generated radiology reports as part of 

our quality control program. 

Materials 

We retrieved transcriptionist audits of all speech recognition 

software–generated radiology reports (PowerScribe; Nuance 

Communications, Inc.) that were self-edited and signed by 

147 different radiologists, between January 3, 2011, and April 

16, 2014. 13 trained medical transcriptionists with 1-23 years 

of experience proofread a random 5% sample of each 

radiologist’s reports each month. Errors were classified as 

“material” if the transcriptionist could not readily determine 

the intended meaning in the context of the report. Otherwise, 

“immaterial” errors were subclassified as intrusion/omission 

or spelling errors. Reports with multiple errors were only 

counted once and classified by most egregious error type 

(material>intrusion/omission>spelling). Punctuation errors 

were ignored. The proportion of errors and error type were 

compared among individual radiologists, imaging 

subspecialty, and time periods using χ
2

 analysis and multiple 

logistic regression, as appropriate. 

Results 

Of 213,977 reports identified, 20,759 (9.7%) had errors; 3,992 

(1.9%) contained material errors. Among 16,767 immaterial 

errors, spelling errors (10,151, 60.5%) were more common 

than intrusion/omission errors (P<.001). Proportion of errors 

and fraction of material errors varied significantly among 

radiologists and imaging subspecialties (P<.001). Errors were 

more common in cross-sectional reports (vs. plain 

radiography) (OR, 3.72), reports reinterpreting results of 

outside examinations (vs. in-house) (OR, 1.55), and 

procedural studies (vs. diagnostic) (OR, 1.91) (all P<.001). 

Dictation microphone upgrade did not affect error rate 

(P=.06). The total error rate also decreased over the 40-month 

period of this quality control project by 4.3% (P<.001). 

Conclusion 

Speech recognition software–related errors are highly variable 

among radiologists and imaging subspecialties. One factor 

may be length of the report. We calculated a relative risk of 

error in a cross-sectional report of 3.4 (compared to 

xray),which is consistent with others (3), though we did not 

specifically track length. Spelling errors are the most common 

type of immaterial error in self-edited reports, suggesting 

many radiologists prefer typing over SR. A quality control 

program with regular feedback may reduce errors over time.  
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Abstract 

A network of health care centers allows radiologists to share 

diagnostic images in different areas of Uruguay. This solution 

is based on an informatics multicenter application for center 

management, enabling the creation, storage and distribution of 

images and reports from different imaging modalities 

according to outsourcing agreements. The solution improves 

health care territorial equity and reduces asymmetry in 

resources distribution. 
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Introduction 

In 2013 Salud.uy Program designed a pilot project for 

Teleradiology implementation in Uruguay, developed jointly 

with an informatics company (MEGA-DATASEC). The Diag-

nostic Imaging Integrated Network (RIDI in Spanish) was 

launched in 2014 and aimed at providing a management system 

for imaging departments and allowing the exchange of imaging 

studies between healthcare centers. 

 

Methods 

 

The project was conducted in four public hospitals across the 

country, selected by the Public Health Providers Network 

(RIEPS in Spanish) [2]. The number of inhabitants, resource 

complexity and availability of staff in the location were con-

sidered. Salud.uy Teleradiology pilot is a system of compo-

nents and subcomponents of varying degrees of complexity of 

information hosted on a "cloud". Four components are essential 

to its goal of achieving a consistent and safe solution for out-

sourcing images between different centers:  

1. Radiological Information System (RIS) as a Policy 

Enforcement Point -a “door” to the Teleradiology 

platform- in a Cross-Enterprise Document Sharing 

(XDS) environment,  

2. Administrator Users and Groups for access control,  

3. a Picture Archiving and Communication System 

(PACS) encapsulated in the RIS and 

4. a multifunctional proxy appliance or PCS (Picture 

Communication System) connecting Red.uy network to 

each local network.  

The solution combines a report editor with a web-based viewer 

for image display and templates of reports according to 

medical image protocols. The reports are stored in Clinical 

Document Architecture (CDA) encapsulated in standard 

Digital Imaging and Communications in Medicine (DICOM) 

objects [3] to allow future integration with Electronic Medical 

Record (EMR) and Oncology Electronic Medical Record of 

Uruguay (HCEO in Spanish) in an IHE XDS environment [4]. 

In addition, regular monitors were installed in different clinical 

departments at each hospital, in order to reduce the use of 

hardcopies. Health professionals and administrative staff were 

duly trained before RIDI installation. 

Results 

In Phase 1, RIDI was installed in two centers (the capital and a 

small provincial city) in September 2014. During Phase 2, two 

other centers (small provincial cities) are in the process of in-

stallation. All centers share the same information management 

solution (RIS) coupled to a repository (PACS) using a platform 

for data traffic (Red.uy). RIDI is an open source solution based 

on interoperability standards and is configured according to the 

requirements of each hospital. The workflow created by this 

application impacts the way of working at the imaging depart-

ment. During the implementation process, resistance to change 

was detected from the beginning in some of the centers and is 

currently being solved by providing information, continuous 

training opportunities and improving usability. Since the pro-

ject is still in progress, the resulting data are not yet available. 

Conclusion 

This innovative project allows imaging services in Uruguay to 

develop collaborative work between centers and at the same 

time improve each organization. Less patient transfers and 

shorter waiting times as well as optimization of resources and 

staff availability across the country enables access to better 

health services. RIDI also improves doctor-patient relationship 

by ensuring data safety and confidentiality. Successful devel-

opment of outsourcing across the country will depend on for-

mal agreements among centers. Furthermore, this project in-

creases and strengthens the sustainability of the National 

Healthcare System [5]. Finally, once fully achieved, this solu-

tion will be made available as a public software. 
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Abstract 

Hospitals have accumulated large amounts of data driven by 

hospital information system such as EMR, PACS, CPOE, and 

LIMS. While most data are stored in hospital systems, re-

searchers have still experienced trouble to use clinical data. 

To overcome this problem and promote “big data” research, 

clinical research information system is necessary. Here an 

example of such a system, ABLE (Asan BiomedicaL research 

Environment), will be introduced.    

Keywords:  

Clinical Research; Information Retrieval System; Hospital 

Information System 

Introduction 

As a lot of information from computer or mobile devices has 

been produced, “big data” has been highlighted due to its 

promising economic value. Big data does not only mean col-

lecting a big amount of data, but also investigating meaningful 

information from the data. To promote big data research in 

hospitals, researchers should be able to easily search for and 

extract the necessary clinical data from a Hospital Information 

System (HIS) to find new information. To utilize hospital clin-

ical data more powerfully in the research sector, we built a 

research information system called Asan Biomedical research 

Environment (ABLE).  

Methods 

ABLE was developed over 6 months (from June, 2013 to De-

cember, 2013) by collaborating with Inbrein Co. and Mi-

crosoft (MS). The MS .Net framework was used to implement 

ABLE, and the MS Analytics Platform was chosen as the data 

warehouse appliance. To build a big data platform, we first 

carefully chose the research data from HIS. Second, we devel-

oped a research data server without building a data mart, since 

data marts are hard to design and maintain as legacy systems 

change. Next, legacy data were migrated to the research sys-

tem by the ETL and Change Data Capture (CDC) processes. 

Finally, we developed three tools: cohort discovery tool, 

anonymized chart review tool, and data extraction tool.  

Results 

The cohort discovery tool is used to determine how many pa-

tients in a hospital satisfy the inclusion and exclusion criteria. 

Anonymized chart review tool supports review of each pa-

tient’s clinical data by removing personal health identifiers 

[1]. The data extraction tool supports download of the neces-

sary data in Excel format.  

Table 1 is a brief summary of the size of data in ABLE. The 

number of images seems to be smaller than other clinical data 

since only CT and MRI images were included in ABLE. 

Those images are easily de-identified using Digital Imaging 

and Communications in Medicine (DICOM) protocol. We are 

developing a new method to de-identify non-DICOM medical 

images such as sonogram and endoscopy images. 

Table 1– The brief summary of data in ABLE 

Contents Size of data 

Total registered patients More than 4M 

Total Orders More than 677M 

Total medication More than 202M 

Total laboratory results  More than 740M 

Total clinical notes More than 268M 

Total images More than 22M 

 

Since the launch of ABLE (March, 2014), 239 users accessed 

ABLE and 4,232 queries were executed per month on average. 

Before the development of ABLE, researchers requested re-

search data from the office of clinical information. There were 

about 1,800 data extraction requests per year, and it required 3 

- 15 days for researchers to receive the data. However, re-

searchers can search and extract the necessary data on one’s 

own desktop using ABLE. As a result, the total number of 

data requests was reduced to about 1,390 in 2014.  

Conclusion 

By implementing ABLE, which follows the research process 

(i.e., cohort identification, chart review, and data extraction) 

and protects patients’ privacy by removing identifiable infor-

mation, researchers can easily design research hypotheses, 

review clinical data while protecting patient’s privacy, and 

extract the necessary data quickly and easily. Therefore, clini-

cal research information systems such as ABLE can be a first 

step to support big data research in hospitals.  
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Abstract 

Proper management of information is not only essential but 

also critical in any organization’s decision making process. 

Data integration and spacial visualization are the key features 

of georeferencial systems, which bring support to decision 

making in epidemiology as well as sanitary planning.This 

paper shows the development of a georeferential system that 

interacts with the data provided by the Health Care 

System.Thereby allowing creation of viable methods which 

will help to improve patient care, treatments, and 

interventions through building space-time relationships. 

Keywords: 
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Introduction 

The link between epidemiology and planning of  health 

systems and services is considered of superlative importance. 

Implementation of such a system becomes essential when 

meeting the needs and demands of the population through the 

collection, processing and analysis of data [1]. This will 

describe the health status of the population and its temporal 

trends, singling out individuals at risk.  

Methods 

The application has been developed using a  Powerbuilder 

platform as well as google maps for the first tests of 

georeferencing. 

The user selects the type of analysis to perform, and then sets 

the values of the variables related to the proposed study. The 

patients who meet the established criteria will be marked on 

the map. If required, the system will allow navigation through  

the patient’s EHR, only permitted by security controls.  

Results 

The developed system allows the visualization of spatial and 

temporal relationships. The system takes into account 

different kinds of variables, such as health, socioeconomic, 

financial and demographic, revealing interrelationships 

between these variables that help in data analysis. 

The system can also support decision making processes in 

epidemics detection; planification programmes aimed to 

prevent, carry out surveillance,  monitor illnesses and  identify 

potential locations for new health care installations, for 

example.   

Figure 1 shows the results obtained after haven selected 

female patients with tumors (neoplasms), aged 45 to 64 years, 

located in the city of Salto, Uruguay for analysis  .  

This application facilitates the visualization of the location of 

patients and their associated diagnoses, highlighting the 

geographic areas of highest incidence. 

Figure 1 – Female patients with tumors (neoplasms), between 

45 and 64 years. 

Conclusions 

Georeferencing is an important aspect in the study of 

epidemiology, allowing analysis of geographical and temporal 

distribution of health events and diseases.  

Today it is considered an essential tool, not only in analysis of 

information for epidemiological decision-making, but also to 

properly manage various resources in a health care 

organization. In this sense, the developed application allows 

analysis of different scenarios through inclusion of multiple 

variables.  
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Abstract 

In Japan, most of all the university and advanced hospitals 

have implemented both electronic order entry systems and 

electronic charting. In addition, all medical records are 

subjected to inspector audit for quality assurance. The record 

of informed consent (IC) is very important as this provides 

evidence of consent from the patient or patient’s family and 

health care provider. Therefore, we developed an automatic 

audit system for a hospital information system (HIS) that is 

able to evaluate IC automatically using machine learning. 

Keywords: 

Medical Chart, Automatic Audit System, Machine Learning. 

Introduction 

Medical records provide evidence to protect both patient and 

health care worker’s rights [1]. Informed consent (IC) is 

important as it provides evidence of the health care worker’s 

obtaining patient consent, which is critical to health care. If 

health care workers cannot agree about their care in practice, 

they faced a heightened risk. The health care workers have to 

record their agreement in just proportion and hospital 

administrators have to audit said records in order to protect 

their mutual interests. It is important to audit patient medical 

record records to verify written IC has been obtained. 

However it is very difficult to audit all electronic medical 

records by humans alone. Therefore, we discussed the 

possibility of an automatic audit system in order to quality 

check the medical records for IC using a machine learning 

technique [2].   

Materials and Methods 

First, we extracted 298 electronic IC charts from HIS at the 

National Cerebral and Cardiovascular Center (NCVC) in 

Japan. At this facility, all medical documentation is 

elecronically recorded into the HIS by health care workers. A 

health information manager evaluated the IC documents in 

five levels from an expert point of view. Next, we considered 

what level was adequate for IC content, and we determined 

upper level 3 was adequate quality and lower level 2 was not. 

We did morphological analysis in Japanese using a medical 

dictionary to detect specific medical terms in the IC charts. 

We also used medical words and word numbers as training 

examples for machine learning. Concretely, we used support 

vector machines (SVM’s) for supervised learning models to 

be able to mark IC documents as belonging to one of the two 

categories. At this time, the system determined whether the IC 

document  was a lower level 2 or not.  

Results 

We evaluated this system by cross-validation. Specifically, we 

evaluated this system using leave-one-out validation 

(LOOCV). Consequently, this system could evaluate the IC 

documents 89.4%  (261/292) correctly. The false negative rate 

was 29% (16/56) and false positive rate was 6.4% (15/236) in 

determing the lower level 2 IC charts.  

Conclusions  

A quality review of IC documents is very important in order 

to protect health care worker and patient rights. The results of 

this research suggest a possible benefical effect of our 

automated method utilizing SVM and machine learning. In 

addtion, we have not adjusted parameters of the SVM yet so it 

is still possible that this system will learn more data. 

Additional improvements to this system will need to be made 

for clincal practice.  
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Abstract 

With the increasing implementation of different health 

information systems in developing countries, there is a 

growing need to measure the main determinants of their 

success. The results of this evaluation study on the 

determinants of HIS success in five low resource setting 

hospitals show that service quality is the main determinant 

factor for information system success in those kind of settings.  

Keywords: 
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Introduction 

Information system (IS) success measurement is a topic of 

substantial research and debate. A number of researchers have 

derived various models to explain what makes IS successful 

and how to measure it [1, 2].  

Among them, the Delone and Maclean Model (D&M) is 

regarded as the most used and appropriate way to measure IS 

success by many researchers [1]. The basic dimensions in this 

model are: system quality, information quality, service quality, 

system use, user satisfaction and net benefit. The model 

assumes that those constructs are interrelated and 

interdependent. Among those factors, user satisfaction is 

regarded as a primary determinant to measure IS success [3].  

With the increasing implementation of health IS in developing 

countries, it is necessary to identify the main determinant 

factors as an input for policy making and priority setting. 

Given that in those settings there is usually limited 

infrastructure available, it is necessary to assess the quality of 

internal and external service support for proper use of the 

system. In this paper our objective is to assess the effect of  

service quality on user satisfation and hence on IS success.    

Methods 

Service quality from D&M is operationalized as “ the quality 

of the infrastructure and IT desk support in the hospitals”. To 

measure this, we developed a questionnaire based on the 

validated five dimensions of SERVQUAL [4]. Additionally, 

we added setting specific questions like power interruption.  

The data collection was part of a hospital IS evaluation study 

among health profesionals in five public hospitals in Ethiopia. 

The data collection was conducted from January to February, 

2014 .   

Results 

Out of the 422 participants in this study, 406 (96%) completed 

the questionnaire. The mean age of the participants was 34 

years (±8.5). 217 (53.2%) were males and the majority of the 

participants were nurses 176 (43.3%), followed by physicians 

83 (20.4%) and HMIS staff 74 (18.2%).  190 (61%) of the 

health professionals reported overall dissatisfaction with the 

EMR (Median=4, IQR=1) on a five-level Likert scale. 

Physicians were more dissatisfied (Median=5, IQR=1) as 

compared to nurses (Median=4, IQR=1) and HMIS staffs 

(Median=2, IQR=1).  

The respondents indicated disagreement with service quality 

of the implemented system with an overall median score in the 

range of “Disagree” (Median=4.5 IQR=1.5). The logistic 

regression shows a strong correlation between service quality 

and satisfaction - those profesionasl who belive the service 

quality is good are eight times (AOR=8.23 95% CI (3.23-

17.01)) more likely to use the system than the others. The 

association with system quality was two times (AOR=2.2 95% 

CI (1.34-3.09)) and with information quality was also 

aproximately two times (AOR=1.94 95% CI (1.12-3.23)).  

Among the factors that affect service quality, 222 (72%) think 

that the IT support staff do not understand their needs, 191 

(62%) believe that the initial training was not adequate and 

227 (73%) were also unhappy with the frequent power 

interruption in the study hospitals. 

Conclusion  

The results of this study show that service quality has a strong 

correlation with user satisfaction, hence to IS success in low- 

resource settings. Therefore, system implementation efforts  in 

those settings should focus on improving the service quality 

such as power infrastructure, IT support  and trainings. Further 

study on the interrelationship between D&M constructs and 

HIS success in those settings is in progress. 
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Abstract 

A lack of data quality (DQ) is often a significant inhibitor im-

peding the realization of cost and quality benefits expected 

from Clinical Information Systems (CIS). Attaining and sus-

taining DQ in CIS has been a multi-faceted and elusive goal. 

The current literature on DQ in health informatics mainly 

consists of empirical studies and practitioners’ reports, but 

often lack a holistic approach to addressing DQ ‘by design’. 

This paper seeks to present a general framework for clinical 

DQ, which blends foundational engineering theories with con-

cepts and methods from health informatics. We define an   

architectural viewpoint for designing and reasoning about 

DQ. We introduce the notion of DQ Probes for monitoring 

and assuring DQ during system operation. The concepts pre-

sented have been validated in a real-world case study. 
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Introduction 

The issue of clinical DQ has many facets. There is not yet a 

single commonly accepted standard definition of this concept; 

there however has been growing consensus on a number of 

aspects that have to be taken into account when discussing DQ 

in a health informatics context. Weiskopf and Weng have 

mapped DQ issues reported in the CIS literature to five quality 

attributes (completeness, correctness, currency, plausibility 

and concordance) [1]. The published literature on these DQ 

attributes is primarily of empirical nature or focuses on a par-

ticular practical aspect of defining, measuring or improving 

DQ for a particular purpose [2]. The lack of a fundamental 

theory and method for engineering CIS for DQ presents an 

impediment to the design and evolution of better health sys-

tems. The purpose of this paper is to define such a theory and 

method, referred to as DQ by Design (DQbD).  

Methods 

The DQbD method is based on the engineering paradigm of 

functional decomposition, in which complex system behaviour 

is broken down into more elementary discrete functions. We 

incorporated the idea of Design by Contract (DbC) from com-

ponent-based software engineering and extended it to enable 

assertions over DQ concerns. We introduced and defined the 

concept of DQ Probes as a way to make DQ related assertions 

in pre- and post-conditions associated with CIS data process-

ing functions. Our theory and method have been validated in 

several CIS data projects, including our project on building a 

third generation primary care CIS research network [3]. 

Results 

We have formalized a taxonomy of five types of DQ probes:  

Table 1 – Taxonomy of CIS Data Quality Concerns 

 DQ Type  Clinical Example 

0 Intrinsic Conformance Is diabetes on the problem list 

coded or uncoded? 

1 Intrinsic-

meta 

Provenance Recency of last A1c test in a 

diabetic 

2 Extrinsic-

internal 

Internal    

concordance 

Do patients on insulin have 

Diabetes on their problem list? 

3 Extrinsic-

external 

External   

concordance, 

currency 

Are the same allergies present 

in the hospital and primary care 

information systems? Which 

were updated most recently? 

4 Statistical Plausibility Is the expected prevalence of 

diabetes in a practice (as deter-

mined in their EMR) for males 

55-70 similar to published re-

gional, jurisdictional, or nation-

al averages? 

 

Figure 1 – DQ Probes in pre-conditions of Data Use Cases 

We developed an architectural view point for designing CIS 

system use cases with explicit deployment of DQ probes. Our 

theory has been validated in a real-world project [3]. 
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Abstract 

The use of digital systems for storing medical images 

generates a huge volume of data. Digital images are 

commonly stored and managed on a Picture Archiving and 

Communication System (PACS), under the DICOM standard. 

However, PACS is limited because it is strongly dependent on 

the server's physical space. Alternatively, Cloud Computing 

arises as an extensive, low cost, and reconfigurable resource. 

However, medical images contain patient information that 

can not be made available in a public cloud. Therefore, a 

mechanism to anonymize these images is needed. This poster 

presents a solution for this issue by taking digital images from 

PACS, converting the information contained in each image 

file to a NoSQL database, and using cloud computing to store 

digital images. 

Keywords: 

Cloud Computing; NoSQL Database; PACS. 

Introduction 

The Picture Archiving and Communication System (PACS) is 

an approach widely used to store digital images. In 2010, 

Teng et al. [1] stated that in 2014 the United States produced 

approximately 100 Petabytes of medical images. Nevertheless, 

PACS is limited in current scenarios, with high investment in 

data centers and limited physical storage. Therefore, adopting 

a scalable environment that can persist data as long as needed 

and withstand varying loads is essential. 

Cloud Computing is able to provide an elastic and appropriate 

environment for a set of applications besides providing 

hardware and software resources as a service, providing a 

low-cost storage with high reliability and security [2]. Thus, 

cloud computing becomes the ideal setting for several health 

applications, providing a great resource for storage and digital 

image processing. However, DICOM images contain private 

patient information; therefore, a mechanism to anonymize 

these images is necessary. The objective of this poster is to 

build an automated backup environment of anonymized 

medical images derived from PACS into a public cloud, 

powered by a NoSQL database. 

Materials and Methods 

The experiments were developed using the PACS solution 

from dcm4che project, the Amazon S3 public cloud and 1761 

computed tomography (CT) images in the DICOM standard. 

The patient information contained in the DICOM file was 

stored in a MongoDB NoSQL database since these DICOM 

files are formed by tags that are similar to the key-value 

documents in MongoDB. As shown in Figure 1, the images 

are generated by acquisition modality equipments, sent to the 

PACS, read by the backup manager, and uploaded to the 

cloud after removing personal information. 

 

Figure 1 - Architecture overview 

Results and Conclusion 

The environment was built to be a fail-safe system by using 

MongoDB documents as log reports. Through these log 

reports, the environment will be able to recognize in which 

task the backup process stopped and continue from that point. 

The reverse way is also possible and is in development. In 

other words, the system will be able to identify the patient ID 

from the patient name, recover the file from the cloud, then 

place the patient information inside this file, and identify 

them. The query for patient information was optimized due to 

the use of MongoDB documents instead of regular SQL 

databases since it is possible to parallelize queries and these 

documents consisting of key-value pairs. Using a NoSQL 

database allows integration between other health bases within 

the big data concept in a near future. 
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Abstract 

While medical image data is managed in picture archiving 

and communication systems (PACS) via the digital imaging 

and communications in medicine (DICOM) protocol, 

electronic data capture systems (EDCS) in clinical trials lack 

PACS interfacing. This complicates the trial workflow and 

increases errors, time, and costs. In this work, four system 

architectures of image integration for multi-center trials are 

analyzed with respect to data, function, visual, and context 

integration levels. We propose an open source-based 

architecture composed of OpenClinica, DCM4CHE, and 

Weasis for EDCS, PACS, and Viewer, respectively.   

Keywords: Clinical Trials, Clinical Research, Imaging 

Biomarkers, Image-based Surrogates, Image Management 

System Integration, Workflow Integration 

Introduction 

Providing surrogate endpoints in clinical trials, medical 

imaging has become increasingly important in personalized 

medical research [1]. Electronic data capture systems (EDCS) 

are used to record research data while picture archiving and 

communication systems (PACS) manage subject’s imaging 

data. Despite the digital imaging and communications in 

medicine (DICOM) protocol, EDCS and PACS are currently 

not interconnected. Particularly in multi-center trials, manual 

data interchange yields errors, delays, and additional costs.  

Materials and Methods 

The clincial PACS is separated from the research PACS, 

where all DICOM data is de-identified but linked to the 

subject matrix and electronic case report form (eCRF) in the 

EDCS. For storage, the research nurse might operate in either 

system as the leading component. For retrieval, DICOM 

objects might be viewed via stand-alone DICOM viewer or 

integratively via Web-based browsers (Figure 1).  

EDCS

eCRF

Web

Viewer

Research

PACS

Standalone

Viewer

Patient

Research

Nurse
Physician

DICOM

Bitmap

Data

 

Figure 1 

Using EDCS as primary system, there are four system 

architectures: 

1. Image data are stored via EDCS as binary large object 

(BLOB). Retrieval may be supported via a Web-based 

DICOM viewer. 

2. DICOM data are transferred via EDCS to the research 

PACS for storage, de-identification, and retrieval.  

3. DICOM data are directly sent to the research PACS, and 

identifiers are handed back to EDCS’ subject matrix.  

4. Results from manual or automatical image analysis are 

stored in the PACS (e.g., DICOM Structured Reporting). 

Results 

For Level 1, EDCS and viewer have to support BLOB and 

DICOM data, respectively. Level 2 requires DICOM 

functionality in the EDCS, and both PACS and viewer have to 

support web access to DICOM persistent objects (WADO). 

To accept DICOM objects in the PACS directly, appropriate 

links to EDCS are required. For Level 4, the viewer 

component must support advanced DICOM services yielding 

full data, function, visual, and context integration.  

We suggest OpenClinica, DCM4CHE, and Weasis as open 

source components for EDCS, PACS, and Web viewer. 

OpenClinica

OC-Big

Weasis

DCM4CHE

Patient

Research

Nurse
Physician

DICOM

Bitmap

Data

 

Discussion & Conclusions 

The successive levels of EDCS/PACS integration provide 

increasing functionality in mutli-center trials. At all levels, the 

EDCS is considered as primary system best supporting the 

research nurses’ workflow. This is in contrast to van Herk, 

who tightly integrates the medical PACS as primary system, 

transferring the DICOM identifyiers into the eCRF [2].   
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Abstract 

Interoperability is essential to address limitations caused by 

the ad hoc implementation of clinical information systems and 

the distributed nature of modern medical care. The HL7 V2 

and V3 standards have played a significant role in ensuring 

interoperability for healthcare. FHIR is a next generation 

standard created to address fundamental limitations in HL7 

V2 and V3. FHIR is particularly relevant to OpenMRS, an 

Open Source Medical Record System widely used across 

emerging economies. FHIR has the potential to allow 

OpenMRS to move away from a bespoke, application specific 

API to a standards based API. We describe efforts to design 

and implement a FHIR based API for the OpenMRS platform. 

Lessons learned from this effort were used to define long term 

plans to transition from the legacy OpenMRS API to a FHIR 

based API that greatly reduces the learning curve for 

developers and helps enhance adhernce to standards.   

Keywords: 

HL7; FHIR; Interoperability; Standards; Electronic Medical 

Records. 

Introduction 

Healthcare quality is enabled by the accessibility and effective 

use of clinical data. The specialized nature of medicine and 

the ad hoc implementation of clinical information systems 

have led to the fragmentation of health information and 

medical care [1]. These limitations spurred efforts to 

effectively exchange patient data between various 

stakeholders across the enterprise, and led to the development 

of HL7 V2 and V3 standards. The FHIR standard is a next 

generation standard framework introduced in response to 

limitations in HL7 V2 and V3 [2]. FHIR has much to offer 

OpenMRS, a mature Open Source EMR system that is widely 

used across resource limited settings [3]. This paper describes 

efforts to design and develop FHIR support for OpenMRS. 

We demonstrate the feasibility and value of adopting FHIR for 

OpenMRS and develop an architectural plan to transition from 

the legacy OpenMRS API to a FHIR specific API. 

Methods 

We leveraged OpenMRS’s modular architecture to develop an 

add-on module to provide a FHIR based API for OpenMRS. 

The FHIR module integrates the HAPI FHIR API for 

modeling and populating FHIR resources. The module 

exposes a FHIR API that could be accessed internally via API 

calls, or externally using FHIR specific user requests. The 

FHIR API receives user requests and serves them by calling 

the domain specific legacy OpenMRS API. 

Results 

We developed a production worthy FHIR module that could 

be used to fulfill basic user requirements for exchanging 

clinical data. The initial version of the module supports the 

import / export of OpenMRS clinical data in the form of FHIR 

standards for person, patient, location, observation, allergy 

intolerance, condition and encounter resources. The module is 

able to import / export FHIR resources in either xml or json. 

The module can also manage changing versions of OpenMRS 

domain objects via a strategy pattern that populates FHIR 

resources based on the underlying version of the OpenMRS 

platform. Each FHIR resource complies with the latest FHIR 

specification, which stood at Draft Specification for Trial Use 

(DSTU) 2 at time of submission. 

Discussion 

We perceive that the FHIR API will be widely adopted as it is 

based on a hugely popular standard, and removes the need for 

system developers to learn the OpenMRS domain model. 

However, we anticipate that implementer uptake will be a 

slow process that will happen gradually overtime. The FHIR 

module will initially be installed in parallel with the existing 

domain specific API. However, we propose a way forward to 

gradually retire the legacy OpenMRS API in favor of the 

standardized FHIR API.  These efforts represent proper 

separation of concerns between EMR developers and 

champions of interoperability, and enables better 

interoperability across a wider range of healthcare IT 

infrastructure.  
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Abstract 

We have developed a data archiving system for study of 

charged particle therapy. We required a data-relation 

mechanism between electronic medical record system (EMR) 

and database system, because it needs to ensure the 

information consistency. This paper presents the investigation 

results of these techniques. The standards in the medical 

informatics field that we focus on are Integrating the 

Healthcare Enterprise (IHE) and 2) Health Level-7 (HL7) to 

archive the data. As a main cooperation function, we adapt 2 

integration profiles of IHE as follows, 1) Patient 

Administration Management (PAM) Profile of IHE-ITI 

domain for patient demographic information reconciliation, 2) 

Enterprise Schedule Integration(ESI) profile of IHE-Radiation 

Oncology domain for order management between EMR and 

treatment management system(TMS). We also use HL7 Ver2.5 

messages for exchanging the follow-up data and result of 

laboratory test. In the future, by implementation of this system 

cooperation, we will be able to ensure interoperability in the 

event of the EMR update. 

Keywords:  

Radiotherapy, Database, Strandards, IHE, HL7. 

Introduction/Purpose 

Our hospital has a mission of clinical research for 

radiotherapy. Charged particle therapy (carbon ion) was 

started in 1994, and over 9,500 cases have been treated by 

November, 2014. To accomplish this mission, we managed 

multi-system such as electronic medical record systems 

(EMR) and charged particle therapy treatment management 

system (TMS). 

In 2000, we started to operate the Advanced Medical 

Information Database System (AMIDAS) for archiving the 

radiotherapy information. With the starting of EMR, we�

allocated a role to information systems as follows, EMR: input 

data related radiotherapy, AMIDAS: make report and 

summary of radiotherapy. So the AMIDAS is required to 

construct a mechanism to collect the data which is input by 

end-user on EMR.  

Methods 

The data targeted for the cooperation are following: (1) patient 

demographic information, (2) tumor related information, (3) 

radiation plan information, (4) follow-up information (tumor 

effect, advance reaction, mortality, etc.), (5) laboratory results, 

(6) treatment delivery information. We divided the 

implementation process into two stages and examined it as 

two steps: (1) investigated the availability of IHE [1]. (2) 

investigated the use of HL7 messages. 

Results 

This cooperation function was realized by two IHE integration 

profiles as follows, (1) Patient demographics and visit 

information: PAM Integration Profile, (2) Radiotherapy order 

and delivery information: ESI Integration Profile. For 

communication of treatment follow-up information and 

laboratory test we defined context and used HL7 messages.  

Discussion 

We show the comparison results using standard with original 

sysytem-interface in Table 1. 

Table 1– The Comparison of Standard with original messages 

Comparisonpoint 

Standard-

IHE 

Standard-

HL7 

Orignal 

interface 

Meeting number of  

times 

little few much 

The use of the 

library 

possible possible impossible 

Time to make 

specifications 

short middle long 

Conclusion 

In comparison with original message system interface, it may 

be said that the system which was developed using a 

standardization technology has interoperability. From the 

standpoint of system-operation by using standards, when we 

will renew the EMR, AMIDAS can receive the data from 

EMR without software modification. 
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Abstract 

The use of openEHR archetypes increases the interoperability 

of clinical terminology, and in doing so improves upon the 

availability of clinical terminology for both primary and sec-

ondary purposes. Where clinical terminology is employed in 

the EPR system, research reports conflictinga results for the 

use of structuring and standardization as measurements of 

success. In order to elucidate this concept, this paper focuses 

on the effort to establish a national repository for openEHR 

based archetypes in Norway where clinical terminology could 

be included with benefit for interoperability three folded. 

Introduction  

Initiatives using an openEHR architecture have been 

established for two primary purposes: (a) to build a national 

repository of common semantic data elements for 

collaborative EPR systems, and (b) to serve a large EPR 

vendor in building their system portfolio around the openEHR 

technology. The Clinical Knowledge Manager for archetypes 

in Norway is scheduled to contain between 1000 and 2000 

archetypes, archiving information about how new archetypes 

are translated, modelled, and shared. This will give a common 

understanding of the clinical content of EPR systems over 

regional, national and global boundaries coordinated by the 

National Administration Office of Archetypes (NRUA). The 

increased focus on process-oriented systems across different 

health care organizations also presupposes standardization in 

the form of shared terminologies like NIC/NANDA, ICD, 

SNOMED-CT, and ICNP. This will generate an automatic 

and reliable use of terminology for sharing semantic 

interoperable information. By operating openEHR archetypes 

and terminology integration, it is possible to structure EPR 

content in a multilevel modelling approach that includes 

templates, archetypes, and a reference model. Within this 

structure, reuse of EPR data for research purposes and sharing 

information between heterogeneous practices become 

possible.  

Results 

Throughout the last three years, the use of OpenEHR arche-

types has grown to gain a national anchorage in Norwegian 

healthcare. From the outset, a national collaborating group is 

coordinating with the vendor to build a national repository of 

OpenEHR archetypes. At the time it seems obvious that clini-

cal terminologies are the connecting factor between the work 

with archetypes and the Norwegian Directorate of Health’s 

focus on terminology work. With this as a backbone we ob-

serve that when clinical variables become structured and the 

semantic interoperability is governed by the possibilities 

within the OpenEHR platform, the sharing of information 

over local, national and global boundaries, for primary and 

secondary use of information, gain new possibilities. 

Method 

Qualitative methods (interpretive) have been applied, 

grounded in the first author’s participation and contribution in 

the work accomplished. observations and description of on-

going work has been followed by interviews with members of 

the regional and national initiatives, which so far includes 9 

interviews arround the archetype governance, several 

interviews and observations on the use of clinical 

terminology, and conversations with end users of the Clinical 

Knowledge Manager while guiding them to become users. 

Discussion 

Health authorities worldwide have faced a growing pressure 

to accomplish a smooth information flow among multi-

organizational health systems. The motivation for this stems 

from the need for a streamlined work processes across organ-

izational boundaries, and from the need to ensure quality of 

treatment and care of patients and secondary use purposes. To 

avoid mediating problems to reach primary and secondary 

target it becomes essential that standardized terminologies for 

different domains can be integrated to structured data ele-

ments in the EPR system. Although terminology standards are 

used on a daily basis in health care work, we know little about 

the processes of how these terminologies come into being and 

about how they are co-constructed with daily work. 

Conclusion 

Equal for both archetypes and terminology is that information 

used for any given purpose on a local or national level can be 

reused with another purpose both locally, nationally, and 

globally (the three levels). For archetypes that are a) approved 

in the national governance processes, b) increasing in number, 

or c)  comprise clinical support repositories, there will be op-

portunity for terminology binding. An increasing number of 

archetypes, more than 1000, will in the end be accessible in an 

open repository. Further, each archetype that is translated or 

modelled will be compared or reviewed with the purpose of 

being added to the global repository.  
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Abstract 

Clinical information about the birth composes an important 

set of data to the documentation about the care provided 

during childbirth. Formalized in the document Obstetric 

Impatient Discharge Summary (OIDS), such information are 

essential for continuity of mother and child attention, in the 

health care network. The main paper’s objective is to propose 

an Information Model for this document based on ISO 

Standard 13606 for interoperability between health 

information systems in Minas Gerais, Brazil. 

Keywords:  

Patient Discharge; Continuity of Patient Care; Health 

Information Systems. 

Introduction 

The OIDS is a strategic document able to collaborate in the 

construction of integration and interdependence between the 

hospital and primary care, using computerized communication 

channels. This study is a pilot that intends to prepare 

electronic systems of public information, already operational, 

for the challenges of transmission of clinical data. 

Methods 

This is a qualitative study with methodological exploratory 

purposes, which seeks to systematize and standardize the ref-

erence document model, aiming at interoperability between 

electronic information systems in Minas Gerais, Brazil. The 

set of clinical data about childbirth was proposed with the 

formalities and informational structure necessary to preserve 

the semantics of the data. 

Results 

Starting from a set of clinical data previously proposed by 

domain experts[1] and the archetypes published by Health 

Department of the State of Minas Gerais [2], the clinical data 

set was reviewed. In order to address many possibilities of 

obstetric hospitalization, the information model was divided 

into two sections: one about women's health, and other about 

the newborn.  Based on archetypes of ISO Standard 13606, 

the knowledge model was formalized using the tool LinkEHR 

Platform[3]. All the documents related to the information 

model are available on the project website: 

http://site.medicina.ufmg.br/cins/apoio-a-pesquisa-

22/projetos/. 

Discussion 

The harmonization of essential information defined by clinical 

experts with the existing on the web page that contains the 

archetypes published by the Health Department of Minas 

Gerais resulted in the reuse of two existing archetypes and the 

creation of ten new ones. However, no adaptation was 

necessary for terminology. SISMater® is a system used to 

collect obstetric and neonatal clinical data in a maternity of a 

public hospital and the data from it will be used to complete 

the proposed information model to send information to the 

basic health units systems for continuity of patient care. 

Conclusion 

It is considered that the study achieved its objective, since the 

information model for the OIDS based on the ISO Standard 

13606 was created. It is expected that the document ensure 

semantic interoperability to facilitate communication on 

health care network for the continuity of patient care and its 

clinical safety. As the future study, it is suggested to apply the 

information model in different maternities. 
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Abstract 

Brazil has a long tradition in the use of health information 

systems, however – until now – there is no consensus on the 

minimum data set from which to compose discharge 

summaries. This article describes the metdodology used by a 

group of experts – members of WG1 of ISOTC 215 Health 

Informatics Brazilian mirror committe – to define the 

information model of the discharge summary. This paper 

describes the current status of the standardization process 

and the first pilot tests with this infomation content��

 

Keywords:  

Discharge Summary, Information Model; Continuity of Care; 

standardization.  

Introduction 

The hospital discharge summary is an essential document to 

support efficient and effective continuity of care, allowing for 

information to be shared [1]. Although Brazil has more than 

20 years experience in using health information systems, so 

far there is no consensus on the minimum data set from which 

to compose the discharge summary. This article describes the 

methodology used by a group of experts – members of WG1 

of the ISOTC 215 Health Informatics Brazilian mirror 

committee – to define an information model for discharge 

summaries. 

Materials and Methods 

Experts from government, academia, and private institutions – 

members of WG1: Frameworks, Architectures and Models, 

from the Brazilian mirror committee of ISO TC 215 Health 

Informatics – decided to work towards a proposal for a 

national information model for discharge summaries. A 

survey was then conducted to gather public and private 

hospital discharge summary examples around the country, as 

well as international guidelines (Australian, Canadian, and 

UK national standards, and ASTM – CCR), and reviews of 

national and international articles on the subject. [3].  

Discharge summaries were collected from different regions of 

Brazil. One major contribution to the experts’ work was a 

master's degree dissertation from the Catholic University of 

Paraná that identified the most relevant informational 

elements used in discharge summary, titled “Identification of 

the Contents of Standard Discharge Summaries.”  

Results 

The final analysis resulted in a comprehensive discharge 

summary information model. The full information model is 

accessible at the WG1 site: http://gt1.medicina.ufmg.br/. The 

proposal of the discharge summary content was revised by 

WG1 members at ABNT (an ISO representative in Brazil) to 

be published for national public consultation in one month.  

 

Conclusion 

The forseen schedule entails public consultation ending in 

February 2015, and the document will be revised and 

published as a national standard in May 2015, at the latest. 

This initiative will certainly contribute to the promotion of 

better continuity of care in Brazil. 
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Abstract 

Telemedicine can be defined as the use of electronic media for 

the transmission of clinical data and information from one 

location to another using information technology and tele-

communication in order to provide immediate clinical health 

care at long distances. This new approach can involve spe-

cialized medical service centers in the oil production at great 

distances from the offshore installations in Brazil. The im-

portance of the right health diagnosis, taken at the proper 

time, will make a serious difference in the facilities, which will 

be located around 300 km offshore. This paper presents an 

overview of telemedicine and its different applications, com-

paring them according to level of maturity and applicability. 

Important results from a case study in a fixed oil platform are 

analyzed. At the end of this work, the strategy of telemedicine 

implementation in a Brazilian petroleum operator is dis-

cussed.  

Keywords:  

MeSH; E-Health; Telemedicine  

Introduction 

With more than 352 square kilometers, Santos is the largest 

marine sedimentary basin in Brazil, going from the southern 

coast of Rio de Janeiro to Santa Catarina State. In this area, 

there are nine oil and gas production facilities and one gas 

onshore processing plant. There are two fixed production units 

and FPSOs (Floating Production Storage and Offloading) [12]. 

Located more than 300 km off the Brazilian coast, these pro-

duction units can have more than 100 people on board each 

unit. In case of emergency situations they must have a special-

ized medical service. The long distances from land make it 

impossible to move people rapidly to a hospital, and decisions 

on the health of patients should be made in the shortest possi-

ble time. In this scenario, there is a need to have a structured 

telemedicine system and partnerships with specialized Brazili-

an hospitals [1].  

Methods 

The method proposed in this paper consists of the implemen-

tation of a telemedicine pilot project in an oil operator in San-

tos basin. One important factor to consider is the improvement 

of assistance to victims of accidents or illnesses on offshore 

platforms and areas without specialized medical service. The 

telemedicine system applied to an oil operator will be able to 

transmit images and sound between different terminals, ena-

bling clinical examination at a distance [2]. 

Results 

The results of the pilot project showed important medical 

achievements. It was possible to perform diagnosis from the 

hospital using medical information received from the plat-

form. During the pilot period there were 124 calls in a period 

of 65 days, with an average of 1.9 visits per day, through con-

nections with videoconferencing.The telemedicine pilot 

proved the technical feasibility, even using existing communi-

cation systems such as satellite networks and radio links. In 

the first pilot steps it was not clear who should call the hospi-

tal's medical specialists, the HSE team onboard or the doctor 

on duty onshore. The pilot results clarified this. It will be nec-

essary to train all involved about the technologies of vide-

oconferencing and new digital medical equipment. 

Conclusion 

There was consensus across the medical staff that the technol-

ogy associated with a large hospital as a partner can support 

health services, even with an increase in the number of people 

on board and new production facilities, as is the situation at 

the studied company. Even with the existing infrastructure of 

communication it was possible to perform all the services 

demanded by the pilot, increasing the reliability of offshore 

diagnosis and improving support to onshore decisions. 
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Abstract 

The Electronic Health Record (EHR) supports health systems 

and aims to reduce fragmentation, which will enable 

continuity of patient care. The paper’s main objective is to 

define the steps, roles and artifacts for an archetype 

development process (ADP) for the EHR at the Brazilian 

National Health System (SUS) in the State of Minas Gerais 

(MG). This study was conducted using qualitative analysis 

based upon an applied case. It had an  exploratory purpose 

metodologically defined in four stages: literature review; 

descriptive comparison; proposition of an archetype 

development process and proof of concept. The proof of 

concept  showed that the proposed ADP ensures the archetype 

quality and supports the semantic interoperability in SUS to 

improve clinical safety and the continuity of patient care. 

Keywords:  

Electronic Health Record; State Medicine; Archetype 

Development Process. 

Introduction 

The EHR is defined as one or more repositories integrated that 

supports continuity of patient care [1]. The health system of 

Minas Gerais State choose ISO Standard 13606 to develop it. 

The ADP is a type of knowledge management carried out by 

health professionals, which ensures consistency of archetypes 

used in the EHR [1] [2]. However, there is no literature about 

systematizing archetypes modelling [3]. Considering this 

scenario, what should be the steps, roles and artifacts for the 

archetypes development process used in EHR for SUS in MG? 

Methods 

This is a qualitative study which was divided into 4 stages: 1- 

literature review; 2- descriptive comparison; 3- archetype 

development process for SUS in MG and 4- proof of concept. 

Results 

Stage 1: identified the work of [1], [2], [3], [4] and [5].  

Stage 2: systematized steps, roles and artifacts identified. 

Stage 3: established ADP for EHR of SUS in MG that 

followed a process known as PDCA proposed by [2].  

Stage 4: approved the model.  

Discussion 

The proposed ADP allows for control of the archetype 

development and especially the reduction of time to modeling 

it to according to SUS legislation. Additionally, the 

incorporation of management requirements to archetype 

quality requirements support the reduction of rework.  

Conclusion 

It is considered that the study met the objective. Study 

findings will enable increased data reliability for the 

secondary data use, allow better adaptation of the archetypes 

of science development speed in the health area and support 

the semantic interoperability in SUS to improve clinical 

safety, the continuity of patient care and archetype quality 

through its governance. Evaluation of necessity to determine 

time for each step is suggested as a future study. 
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Abstract 

Recent studies demonstrated risks to patient safety associated 

with implementation of electronic applications for medication 

management in ambulatory care. This study was aimed at 

demonstrating similar phenomenon in a hospital setting. After 

introduction of computerized order set targeting hypoglycemia, 

the frequency of hypoglycemia significantly decreased from 

1/1/07 to 12/31/08. In contrast, the frequency of hyperglycemia 

increased at the same time from 1/1/07 to 12/31/07. Only after 

subsequent introduction of a hospital-wide standardized 

insulin order set including hyperglycemia policies frequency of 

hyperglycemic episodes declined. Hypo/hyperglycemia is 

associated with adverse clinical outcomes in the inpatient 

setting. Retroactive analysis showed that if hypoglycemic and 

hyperglycemic policies were introduced simultaneously, 

unexpected increase in frequency of hyperglycemic episodes 

could have been avoided. These data are informative in 

identifying unanticipated consequences of an insulin 

management order sets focused entirely on hypoglycemia. A 

balanced approach in implementing insulin management 

guidelines concurrently addressing both hypoglycemia and 

hyperglycemia policies is warranted. 

Keywords:  

order sets, patient safety, hypoglycemia, hyperglycemia, 

clinical guidelines  

Introduction 

In this study, we determined the monthly trend in glycemic 

control parameters from 1/1/07 to 12/31/08, using the 

hospital’s glucometer database. Throughout 2006 and 2007, a 

Hypoglycemic Policy, a Diabetes Nursing Superuser Program, 

and a uniform computerized subcutaneous insulin order set 

were implemented at Johns Hopkins Hospital. In addition on 

January 1, 2008, the Hyperglycemia Policy became effective 

for management of hyperglycemia at our hospital. It included a 

Hyperglycemia Orderset that guided prescribers in ordering 

basal, nutritional, and correction insulin with an emphasis on 

ensuring that insulin deficient patients were to always receive 

basal insulin and that patients treated with insulin on admission 

were not to be managed with sliding scale insulin only. We 

hypothesized that there would be a downward trend in 

percentage of patients with hypoglycemic and hyperglycemic 

episodes.   

Materials and Methods 

Implementation of a hospital-wide Hypoglycemia Policy 

resulted in a significant reduction in hospital-wide 

hypoglycemia. However, prior to a complimentary 

Hyperglycemia Policy, the frequency of hyperglycemia 

unexpectedly increased.  Although not statistically significant, 

there has been a trend of declining hyperglycemia frequency, 

particularly severe hyperglycemic episodes (glucose levels 

>=300 mg/dL), following the implementation of a hospital-

wide Hyperglycemia Policy and uniform subcutaneous insulin 

order set. 

Discussion 

Our data suggested that simultaneous, as opposed to 

consecutive, implementation of hypo- and hyperglycemia 

management strategies may have a more favorable effect on 

inpatient hyperglycemia trends and overall quality of care. A 

major limitation of our analysis is that we were unable to 

distinguish individuals with diabetes from those without 

diabetes in our existing point of care testing glucose database.  

While we would assume that the majority of the patients 

receiving finger-stick glucose readings have diabetes, this may 

not be the case.  In our future analyses, glucometric results 

have to be stratified by the presence versus absence of diabetes 

to account for potential confounders in our observed 

associations. 

Conclusion 

Introduction of a hospital-wide glucose management program 

had a significant impact on reducing the frequency of hospital-

wide hypoglycemia.  Implementation of in-hospital insulin 

management guidelines may be optimized by introduction of a 

balanced approach addressing both hypo- and hyperglycemia 

simultaneously. 
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Abstract 

We analyzed trends in pharmaceutical interventions during 

the implementation of a new computerized physician order 

entry (CPOE) process in a tertiary hospital in Brazil. The new 

process utilized an eletronic interface that was designed in-

house and an automatic order extension program. The new 

process reduced the number of order transcriptions and 

mitigated other potential CPOE-related errors
 

[1]. 

 

Keywords:  
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vention. 

Introduction 

The beginning of our eletronic health system (EHS) 

implementation process was characterized by interface-related 

difficulties [2], Due to this, our organization maintained a 

setting for paper-based order entry with transcriptions and a 

24/7 pharmaceutical evaluation for non-staff physicians. 

When we developed a more intuitive local solution associated 

with an automatic copy of the order entry (“copy robot”) it 

was possible for physicians to place orders electronically. The 

aim of this poster is to show the trend of pharmaceutical 

interventions during this proccess. 

Methods 

We chose three reasons for order adjustment as study 

variables: “system problems,” “adequacy of pharmaceutical 

form,” and “duplication.” These reasons for adjustment were 

indicated during routine pharmaceutical evaluation of orders. 

The data were evaluated for two periods–six months before 

and after June 2014–when the “copy robot” and CPOE 

systems were activated. The data were plotted in Microsoft 

Excel and statistically analyzed using an ANOVA single 

factor test. P values less than 0.05 were considered statistically 

significant. 

Results 

The number of prescriptions that needed an intervention 

decreased during the time periods studied (p < 0.001). There 

was no statistically significant difference in the number of 

pharmaceutical interventions for “system problems,” an 

increased number for “adequacy of pharmaceutical form” (p < 

0.001), and a decreased number for “duplication” (p < 0.001). 

Figure 1 shows these results. Light grey columns correspond 

to “adequacy of pharmaceutical form,” dark grey to 

“duplications,” and black to “system problems.” 

 

Figure 1 - Pharmaceutical Interventions Over Time 

Discussion 

Our strategy reduced the number of order transcriptions and 

minimized some errors like order “duplications.” An increase 

in adjustments for “adequacy of pharmaceutical form” is 

considered a less dangerous pattern for our population. 

Conclusion 

The implementation models for electronic health systems 

should be adapted for each setting and place. Planning and 

continuous evaluation are key factors for success. 
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Abstract 

Combining the Information and Communication Technologies 

(ICT) in the Nursing Process (NP) is a way to support their 

development in health contexts. The alliance between ICT and 

the NP integrates and organizes a logical structure of data 

and clinical information supporting nurses in decision-

making. This manuscript describes the methodology used to 

articulate data and information cynical of Computerized 

Nursing Process (CNP), according to ICNP® 2.0, associating 

detailed clinical assessment of each human system to their 

diagnoses, interventions, and patient outcomes. This is a 

methodological study and technological production conducted 

in 2010, and is developed in three stages. It was possible to 

restructure the CNP from the associations between the data 

and clinical information of all human systems 

(cardiovascular, neurological, respiratory, renal, 

gastrointestinal, cutaneous, musculoskeletal, female / male 

and biopsychosocial) to their diagnoses, interventions, and 

results of Nursing. 

Keywords: 

Nursing informatics; Nursing Process; Terminology; 

Classification; Intensive Care Unit 

Introduction 

The Nursing Process (NP) is a care technology that guides the 

sequence of clinical reasoning and improves the quality of 

care. Combining the Information and Communication 

Technologies (ICT) in the NP is the way to support their 

development in health contexts. The alliance between the ICT 

and the NP promotes the quality and safety of care because it 

integrates and organizes a logical structure of data and clinical 

information supporting nurses in decision-making
[1,2]

 . 

The aim of this manuscript is to describe the methodology 

used for the articulation of data and clinical information of 

Computerized Nursing Process (CNP) according to ICNP® 

2.0 associating detailed clinical assessment of each human 

system to their diagnoses, interventions and patient outcomes. 

Materials and Methods 

Methodological and technological production study conducted 

in 2010 by seven participants, a teacher and six post-graduate 

course students.  

The association of data and clinical information was 

developed in three steps
[2]

:  

1. Discussion and understanding of the standard 

International Organization for Standard 18.104. This 

standard includes the reference terminology model for 

diagnoses and nursing actions, thus making the 

standard a tool that facilitates the mapping of various 

terminologies and promoting the integration of 

information systems and electronic medical records. 

2. Theoretical study on the International Classification for 

Nursing Practice (ICNP®) 2.0. 

3. Combination of data and clinical information to 

diagnoses, interventions and outcomes of nursing. The 

base of knowledge was organized according to ICNP® 

2.0.  

The study was approved by the Ethics of the Federal 

University of Santa Catarina Committee (protocol 947/10).  

Results 

It was possible to restructure the CNP from the association 

between the data and clinical information of all human 

systems (cardiovascular, neurological, respiratory, renal, 

gastrointestinal, cutaneous, musculoskeletal, female / male 

and biopsychosocial) to their diagnoses, interventions and 

results of Nursing.  

The ICNP® version 2.0 reflects major reformulations, as 

pointed out by nurses, and provides a technology rating 

system more robust and affordable for these professionals 

working in Intensive Care Units. 

Conclusion 

The method adopted from the three steps allows realization of 

the associations between data and clinical information, 

diagnoses, interventions, and outcomes of nursing, provides 

documentation on clinical practice, and support for ICU 

nurses' decision-making. The ICNP® is used as a basis of 

knowledge that facilitates organized thinking and clinical 

judgment for nurses. 
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Abstract 

Determining the priority of attention in an Emergency Room 

(ER) has always been a difficult issue. Priority is determined 

with a simple triage system as people arrive at the hospital. It 

is important to establish how long they can wait for treatment. 

In order to obtain the best assessment of patients’ conditions, 

we built a Nursing Software for Emergency Triage (NSET). 

The objective of this work was to assess the efficacy of the 

NSET versus the triage process without any software (TWS). 

Results showed that the NSET we built was a substantial help. 

With this software, we decreased significantly:1) the length of 

the triage system process, 2) the waiting time of patients in the 

waiting room, 3) the number of complaints and 4) the number 

of patients who walk away. In conclusion, the NSET improves 

and helps to define more accurately a patient’s risk. NSET 

helps in the emergency department triage. 

Keywords: 

EMR; HL7;TRIAGE; Nurse; Computer; System; eHealth; 

MTS-Manchester; Medical Informatics; ER. 

Introduction 

In the Emergency Room (ER) staff do not attend to patients 

on a first come, first served basis; but according to the severi-

ty of the patient’s condition. In an ER, we must know who 

needs help more urgently in the waiting room. Patients pre-

senting themselves in the ER currently face unacceptable de-

lays in initial treatment, and long, costly hospital stays due to 

suboptimal initial triage and site-of-care decisions. For the 

purpose of this work, the Manchester Triage System (MTS) 

was used to build a Nursing Software for Emergency Triage 

(NSET) to be used by triage nurses. Our hypothesis is that the 

NSET is better than a triage system without software (TWS) 

to categorize patients at the ER. [1,2] 

Materials and Methods 

Belgrano Hospital is located in the surrounding area of Bue-

nos Aires city, Argentina, South America. It is a medium-level 

acute hospital. There are 200 beds, 8 critical care unit beds 

and 250 physicians. This study is a prospective study. The 

period of data collection for this work was from April 30
th

, 

2014 to November 1
st

, 2014. In this period, we collected 1800 

patients’ data in the ER of the Belgrano Hospital, Buenos 

Aires, Argentina. During the data collection period we includ-

ed patients who were treated in the ER. Twenty eight patients 

in total were excluded from the sample because some of their 

data were missing. The final sample included 1772 patients. 

Fifteen of them belonged to the NEST group and thirteen to 

the control group.  

Results 

The results were as follows: The triage time in the control 

group was 3.7 and in the NSET group 2.5 with a p less than 

0,001. For the Left-without-being-seen index, the results for 

the control group were  4. 76 and for the NSET group 3. 98. 

The difference between the two samples was not significant 

waiting time of patients in the ER waiting room. In this case, 

there was a huge difference between both samples; the control 

group with an average time of 97 minutes against the NSET 

group with just 28 minutes. In the Complaint-index, the dif-

ference between the two groups was significant with the con-

trol group at 42.01 and the NSET at 14.62.  

Discussion 

Results showed that the NSET was of significant help and was 

better than the TWS. NSET allowed solving several problems 

and resulted in a better organization, whereas TWS did not. 

Conclusion 

Treatment priority in the ER may be subject to variation due 

to different levels of patient illness. We must give more im-

portance to determining the risk for each patient in the mo-

ment they enter in the ER which is why triage is critical. The 

NSET improves and helps to assess more accurately the con-

dition of a patient. 
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Abstract 

Information is a key feature that health professionals need to 

exercise their profession with efficiency and quality. This 

study aims to present the experience of the usage of an 

electronic system for clinical documentation in nursing in a 

university hospital. It is a methodological research of 

technology production. The system was developed in four 

phases: Conception, Elaboration, Construction, and 

Transition, and was named Electronic Documentation System 

of the University of São Paulo Nursing Process (PROCEnf-

USP™). The knowledge base of PROCEnf-USP™ was 

organized in hierarchy of domains and classes, according to 

NNN linkages.  

Keywords: 

Nursing Information Systems; Information Systems; Nursing 

Diagnoses; Classification System; Nursing Process.  

Introduction 

Health records are the primary information tool to improve 

clinical communication and evidence based practice. 

Structured documentation produces data that generate more 

meaningful and reliable information than free documentation 

[1]. Classification systems are instruments to improve the 

reliability, validity and usability of the nursing documentation 

[2]. The implementation of the NNN linkages (classifications 

of nursing diagnoses, outcomes and interventions) [2] in 

electronic nursing documentation system encourages nurses to 

adopt the nursing process, proves the diagnostic accuracy and 

the scope of the results obtained from the patients. The 

objective of this study is to present the experience of the 

usage of an electronic system for clinical documentation in 

nursing in a university hospital. 

Methods 

In this methodological research four cyclical phases of 

creation and assessment of technological product were used to 

develop the system, based on project management model in 

the Project Management Institute (PMI) [3]. Phases: 

Conceptualization - project scope was approved and defined. 

Estimated resources, problems and expected benefits were 

identified. Elaboration: problem domain was analyzed in 

order to complement the survey documentation of the use 

cases and modeling of system data. Construction: system 

development (prototype), aiming to refine the requirements, 

build and test their components. Transition: dissemination of 

the new system for the whole nursing team, user training, and 

evaluation of user satisfaction [3]. 

Results 

The system developed is Electronic Documentation System of 

the University of São Paulo Nursing Process (PROCEnf-

USP™). It allows clinical documentation, generates reports of 

the nursing process and provides decision support about 

diagnoses, expected results and nursing interventions [3]. This 

support system for clinical decision has both professional and 

academic environments, and it has been used since 2009 [1].  

Conclusion 

This project was funded by Brazilian government agencies for 

research support. PROCEnf-USP™ generates data for 

scientific research regarding the evaluation, accuracy and 

usability of the system.  
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Abstract 

Hospital administration is very important and many hospitals 

carry out activity-based costing under comprehensive 

medicine. However, nursing cost is unclear, because nursing 

practice is expanding both quantitatively and qualitatively 

and it is difficult to grasp all nursing practices, and nursing 

cost is calculated in many cases comprehensively. On the 

other hand, a nursing information system (NIS) is 

implemented in many hospitals in Japan and we are 

beginning to get nursing practical data.  In this paper, we 

propose a nursing cost accounting model and we simulate a 

cost by nursing contribution using NIS data. 

Keywords: 

Nursing Cost Accouting; Hospital Administration; Nursing 

Information System. 

Introduction 

In many cases, the results of nursing cost accounting are 

unrealistic for nursing staffs. Part of reason that it is difficult 

to adapt to activity-based costing is because it is hard to figure 

out realistic nursing activities [1]. A nursing information 

system (NIS) includes nursing practical data. So we consider 

that we are able to  make a new nursing cost accounting 

model using these data.  

Methods 

Nursing cost accounting model 

We are able to categorize nursing practices into three tasks: 

(a) variable tasks to patients, (b) fixed tasks to patients, and 

(c) other fixed tasks.  

1. Variable tasks to patients include individualized care for 

each patient. For example, tasks such as toilet support, bed 

bath, and so on.  

2. Fixed tasks to patients include basic infomaiton collection, 

orientation of administration, and so on. These tasks are 

performed regardless of  patient.  

3. Other fixed tasks are education, operating report, and so on. 

All nurses have the job of administration in the ward.   

These tasks have some indicators of working. They are  hours, 

payment, skill levels and so on. Therefore we can calculate 

costs about these indicators.  

Data Extraction from NIS 

Hyogo Prefectural Amagasaki Hospital has implemented a 

full EMR system. The EMR system has full NIS and the NIS 

has nursing practical data for each patient. Hyogo Prefectural 

Amagasaki Hospital has 192 categories of nursing practice 

and NIS has all nursing practical data of these categories.  

Results and Discussions 

 

Figure1 – The ratio of three tasks 

We could simulate the amount of nursing practices in the 

ward. For example, we analyzed variable tasks to patient by 

Diagnosis Procedure Combination (Japanese DRG) and we 

could predict nursing tasks and nursing costs.  
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Abstract 

Information technology can help to improve health care 

delivery. The utilisation of informatics principle enhances the 

quality of nursing practices through improved communication, 

documentation and efficiency. The Nursing Profession 

constitutes 34% of the total workforce in the Hong Kong 

Hospital Authority (HA) and includes 21,000 nurses in 2012. 

To enhance the quality of care and patient safety in both 

hospitals and community care setting, it is essential that an 

integrated electronic decision support system for nurses is 

designed to track documentation and support care or service 

including observations, decisions, actions and outcomes 

throughout the care process at each point-of-care. The Patient 

Care Plan project was set up to achieve these objectives. The 

Project adheres to strict documentation information 

architecture to ensure data sharing is freely available.  

Preliminary results showed very promising improvement in 

clinical care. 

Keywords:  

Patient Care Plan; Efficiency; Documentation. 

Introduction 

The Patient Care Plan Project (PCP) is a new nursing function 

in the HA Clinical Management System (CMS) that depicts 

the identified care needs, treatment goals and the progress 

towards meeting the goals. Clear communication and 

appropriate assessment form the basis of providing vital and 

essential information for nursing interventions and initiating 

patient care plan in daily operation. 

Methods 

The HA information architecture was developed in 2002 to 

support a fast, robust and standardised electronic patient 

record (ePR) from data captured from various CMS function 

modules. The Generic Clinical Documentation (GCD) engine 

would manage the lifecycle of various information 

architecture elements such that the semantics of these 

elements (regardless of their source, whether internal or 

external) are preserved from design, creation, capture, use, 

reuse, and analysis. Forms created using this process and 

architecture will be semantic interoperable in different service 

modules. The PCP is constructed using this architecture. 

The PCP is designed to indicate and identifies high risk 

patients based on assessments to provide early notifications to 

medical officers, nurses and allied health professionals. 

Validation rules and auto-calculation were utilised to assist 

and support decisions. System alert and logic are built-in and 

documented to track ongoing assessments, actions and 

responses to the high risk indicators. Risk prevention 

outcomes and standards from the current Nursing Standards 

for Patient Care in HA have been hard-coded in the system. 

 

Figure 1 - Data sharing to support patient care plan 

The project is governed by the Patient Care Plan Working 

Group under the Clinical Informatics Program Steering Group. 

An overview of the PCP has been included in the summary 

page and the care plan will be shared in the ePR for future 

development. Agreement for complete data sharing by 

members in the nursing systems starting from admission to 

hospitalisation and discharge with follow-up in outpatient 

department and community setting will achieve the 

requirements of standardisation of entities and terms (figure 

1).  

Results 

The PCP helps to alert HA healthcare professionals to 

implement relevant, appropriate and specific interventions for 

high-risk patients. Decisions are based on professional 

knowledge supported by a comprehensive and coherent 

assessment which is freely available in the electronic medical 

record system. This co-ordinated flow of structured data and 

care planning processes are essential to all stakeholders in the 

patient’s journey to maximise benefits for the patient.  

� Conclusion 

The information architecture of the PCP excels itself in a 

clinically meaningful way; not only it enables data sharing 

from admission to discharge, data can be reused across 

different CMS function modules, and alerts HA healthcare 

professionals to response to high risk patients in risk reduction 

and prevention. There is pronounced added value in the 

Patient Care when end users are prompted to offer timely and 

appropriate care support to patients.  
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Abstract 

The level of CYP2D6 metabolic activity can be predicted by 

pharmacogenomic testing, and concomitant use of clinical 

decision support has the potential to prevent adverse effects 

from those drugs metabolized by this enzyme. Our initial 

findings after implementation of clinical decision support 

alerts integrated in the electronic health records suggest high 

feasibility, but also identify important challenges. 

Keywords: 

Clinical Decision Support Systems; Pharmacogenomics; 
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Introduction 

Codeine and tramadol are opioid prodrugs commonly used in 

clinical practice to treat moderate pain. They have been 

associated with several adverse effects including respiratory 

depression and death. They are metabolized in the liver by the 

cytochrome P450 2D6 enzyme and transformed to their active 

metabolites which are responsible for their therapeutic effects. 

CYP2D6 enzyme is encoded by the CYP2D6 gene and the 

enzyme activity varies among individuals but this variation 

can be predicted by pharmacogenomic (PGx) testing. In the 

case of codeine, high activity of CYP2D6 produces high 

levels of morphine and increases the risk of adverse effects. 

On the other hand, low activity produces low levels of 

morphine resulting in less pain control. 

We present our initial findings after the implementation of 

PGx clinical decision support (CDS) rules integrated in the 

electronic health records (EHR) to alert on actionable 

polymorphism of CYP2D6 gene to optimize dosing and 

prevent adverse effects from codeine and tramadol. 

Methods 

We developed a series of CDS rules to alert providers based 

on the results of PGx testing for CYP2D6 and the 

documentation of the genotypes and phenotypes in the EHR. 

There were approximately 640 different genotype variations 

that were matched to eight phenotypes based on the level of 

enzyme activity: high metabolic activity (ultrarapid, extensive 

to ultrarapid, intermediate to ultrarapid), relatively normal 

activity (extensive, intermediate to extensive, intermediate) 

and low activity (poor to intermediate, poor). The CDS rules 

displayed alerts only for high or low activity. The CDS rules 

assessed all new CYP2D6 genotype test results, matched them 

to one of the eight phenotypes, and documented the select 

phenotype as a problem in the problem list. Other rules 

assessed all codeine/tramadol orders and reviewed the 

problem list and PGx results. If there was an actionable result, 

the rule displayed a CPOE (Computerized Physician Order 

Entry) screen rule. The system also detected unreadable 

results and sent an email to the implementation team to initiate 

a manual review and documentation. All the alerts had a clear 

message indicating the clinical impact of the specific drug-

gene interaction. They also had links to additional PGx 

education and treatment alternatives. 

Results 

Between 10/27/2013 and 7/31/2014 a total of 206 events were 

triggered by the CPOE screen rule and 45 (21.8%) of them 

were unreadable. The main cause of unreadable result was 

lack of discrete values on the PGx reports. The other 161 

events displayed alerts due to increased activity (121, 75%) or 

decreased activity (40, 25%), see Table 1. The number of 

events was higher than the number of patients and providers, 

indicating that the same alert displayed multiple times for the 

same drug/patient/provider interaction.  

Table 1 – CDS Events Based on CYP2D6 Phenotypes  

Phenotypes Events   

(n) 

Patients       

(n, female %) 

Providers 

(n) 

Ultrarapid 49 18,   67% 27 

Extensive to 

ultrarapid 

 

72 

 

24,   46% 

 

39 

Intermediate 

to ultrarapid 

 

0 

 

0 

 

0 

Poor to     

intermediate 

 

15 

 

12,   42% 

 

14 

Poor 25 13,   69% 17 

Unreadable 45   

Conclusion 

Implementation of CDS integrated in the EHR to selectively 

prevent CYP2D6 related drug-gene interactions is feasible, 

but encounters significant challenges. The PGx Lab reports 

are still evolving and they are in need of additional 

standardization to support stable electronic data integration 

with the EHR and to facilitate execution of CDS 

interventions.  Provider understanding of drug-gene alerts and 

immediate response to the alerts requires additional analysis, 

seeking to prevent unnecessary and repetitive alerts. 
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Abstract 

Clinical Decision Support systems (CDSS) have reached a fair 

level of sophistication and have emerged as the popular 

system of choice for their aid in clinical decision making.  

These decision support systems are based on rule engines 

navigate through a repertoire of clinical rules and multitudes 

of facts to assist a clinical expert to decide on the set of 

actuations in response to a medical situation. In this paper, 

we present the design of a scalable architecture for a rule 

engine based clinical decision system. 

Keywords: 

Clinical decision support, Rule engine 

Introduction 

The core component of CDSS [1] consists of a rule 

inferencing system where characteristics of an individual 

patient are matched to a clinical knowledge base, and then 

patient-specific assessments or recommendations are 

presented to the clinician(s) and/or the patient for a decision. 

Commercial rule engines such as Drools [2] and ILOG [3] 

have shown to satisfy most needs of a CDSS. An evaluation of 

the performance of ILOG showed that the overall performance 

was generally satisfactory for small rule sets. However, 

hundreds of rule sets are possible in a real-time surveillence 

system and rule engines do not perform very well on large rule 

sets. In this paper, we propose an efficient and scalable 

framework for a rule engine based CDSS. 

The Proposed Framework 

The key idea behind the framework is a cache-based lazy 

loading mechanism that consists of rule clustering and hashing 

kernel, coupled with a prediction based technique for rule 

evaluation and faster actuation. The main motivation for rule 

clustering is to save the memory requirement for rule loading 

and to expedite rule firing by the rule prediction strategy. If 

we can efficiently and accurately predict the set of rules that 

are expected to be evaluated to truth based on the arriving 

facts, we can improve the rule firing time by triggering the 

actuations beforehand. The rule clustering step is done during 

preprocessing, whereas prediction is done at runtime. In the 

clustering step, two rules that have a common fact variable in 

their antecedents are put in the same cluster. The clusters are 

mutually disjoint. This ensures that only the rules in one 

cluster are affected by a fact and only that cluster gets loaded 

into production memory based on the matching facts at once. 

The prediction mechanism at run time only stores the last 

evaluation outcome of a rule in history. In this work, we 

experiment with two different prediction schemes: a 

deterministic scheme, in which a rule R is predicted to be true 

if it was true in the previous session, and a probabilistic  

 

scheme, in which the prediction is done with a certain 

probability. 

Experimental Results 

We implemented the framework with JRuleEngine [4] and 

evaluated its performance with a dataset of 16 rules defined 

over 32 fact variables. The rule base contains 5 clusters. 

Performance evaluation experiments were done using 

randomly generated sets of facts. Table 1 shows the memory 

gain (in %), the amount of memory saved using lazy loading 

of rules and used more intelligently for larger rule bases, with 

lazy loading of rules.  

Table 1. No. of facts vs memory gain (in %) 

Cardinality of Facts 1 5 10 15 30 

Memory Gain(%) 87.5 18.75 5.56 3.94 1.125 

 

Figure 1 shows the actuation time required in normal mode of 

operation, i.e., without prediction and with different prediction 

algorithms discussed above, against the number of facts. Our 

prediction based approaches for rule evaluation gains 

consistently over the normal mode of operation. 

 

 

Figure 1. Number of facts vs actuation time 

Conclusion 

Despite all the benefits of rule engine based CDSS, they suffer 

from some performance bottlenecks. We propose a framework 

for improving the overall performance of the rule engine in 

terms of memory utilization and execution time. Experimental 

results show promising performance gain that can be 

leveraged for large-scale operations. In future, we plan to take 

up the evaluation of our proposed architecture for industry 

grade performance benchmarks. 
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Abstract 

Clinical decision making is non-trivial given the amounts of 

data and knowledge that needs to be considered. So far, 

medical knowledge, biological knowledge and patient data are 

separated from each other and need to be integrated mentally 

by a physician to form an overarching patient model.  In this 

paper, we describe a vision for future decision support 

systems that link knowledge about organ functions, biological 

processes, treatment decisions and clinical data represented 

in repsective models. Requirements and challenges for 

realizing this vision will be collected. 

Keywords: 

Clinical decision support system; Digital patient model; 

Medical informatics applications; Health information system. 

Introduction 

The challenges we face nowadays in clinical settings, are that 

clinical data is distributed in several systems and available in 

multiple formats. Best practices and information about treat-

ment plans and options are captured in biomedical literature or 

clinical practice guidelines. Not only the access to this data 

during diagnosis and treatment is a challenge, also its manual 

or automatic integration, analysis and interpretation. To ad-

dress these problems, we consider the concept of model-based 

decision support. A digital patient model integrates various 

information entities that need to be considered within therapy 

planning and clinical decision making.  It further describes 

relations between clinical parameters and sociological factors 

related to a specific clinical pathology. The medical knowl-

edge can be modelled in different ways, and reflects different 

aspects, e.g. as functional, geometric or probabilistic graphical 

model. Our vision of model-based decision support is to inte-

grate these different models in a clinical decision support sys-

tem. Such integration will lead to an evidence- and model-

based decision making. It is still unclear, how to integrate 

these models. In this work, we will describe the general idea 

and collect the requirements as well as challenges to be ad-

dressed for realising the vision.  

Methods 

Our concept of model-based decision support foresees three 

types of models: (1) A decision model or predictive model 

(e.g. realized as probabilistic graph) encompasses the medical 

knowledge on the diagnostic of the disease, the therapy deci-

sion including the therapy options, their risks for the patient 

and their relations to single information items relevant in deci-

sion making. (2) A geometric or functional model models an 

organ or organ function, and (3) A patient specific data 

model includes and integrates the relevant patient data (labor 

tests, examination results, medical report, signal and image 

data) in a standardized format. 

Results 

In order to realize a three layer model-based decision support 

technologies in three main areas are necessary: (1) Modelling 

of processes, diseases and clinical decision making, (2) Meth-

ods for linking data and models, (3) Ontologies and classifica-

tion systems for describing the concepts of the models and 

providing the relations for inferencing. From the requirements 

result the following challenges:   

• Modelling the decision processes in form of a digital pa-

tient information model is still time-consuming. To en-

sure a high quality of the models, human interaction is 

necessary in the modelling process. The challenge is to 

find the right balance between automatic model genera-

tion through data and text mining (at least for probabilis-

tic graphical models) and manual generation. Geometric 

modelling requires segmentation which can be partially 

done automatically so far. The challenge is to improve au-

tomatic segmentation.   

• Collecting all relevant patient data from the multiple in-

formation systems (situation description) is difficult due 

to vendor-lock and a broad landscape of information sys-

tems in use.  

• Linking data semantically requires corresponding meth-

ods for data linking and semantic annotations.   

• Missing common data models and use of different vocab-

ularies complicate the integration of domain theory (mod-

el) and situation description (real patient data).  

Conclusions 

The main benefit of the presented approach is that functional-

ities of current information or clinical decision support sys-

tems are extended by:  

• bridging the gap between system biological models and 

patient and clinical data (patient model) as well as medi-

cal knowledge data (decision model) – in order to make 

justified, well-grounded therapeutic decisions, and by  

• improving semantic annotation and linking of the hetero-

geneous data – in order to support users with an inte-

grated view on patient data and on knowledge about dis-

ease development and treatment.  
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Abstract 

Alerts in potassium(K
+

)-increasing drug-drug interactions 

(DDIs) are often ignored due to their low specificity. Although 

different approaches have been implemented to address DDIs, 

subsequent clinical studies revealed poor adherence to such 

alerts. We therefore suggest a novel alert concept currently 

being evaluated in a randomized clinical trial in a large 

teaching hospital. Highly specific reminders (to monitor K
+

) 

and alerts (of hyperkalaemia) are displayed to the physicians 

of the intervention group, whereas reminders and alerts are 

suppressed in the control group. Preliminary analysis shows a 

high alert specificity. Furthermore, the physicians of the inter-

vention group reacted significantly faster to a problematic 

situation arising during a K
+

-increasing DDI compared to the 

physicians of the control group, indicating that this concept 

has an impact on physician behaviour. 

Keywords 

Decision Support Systems, Clinical; Drug Interactions; Hy-

perkalaemia; Randomized Controlled Trial 

Introduction 

Alerts in the context of potassium(K
+

)-increasing drug-drug 

interactions (DDIs) are often ignored due to their low specific-

ity, thus inducing alert fatigue. Approaches addressing this 

issue include (a) displaying relevant laboratory data in alerts, 

(b) suppressing less significant alerts by taking into account 

patient data, (c) removing alerts when the initiating conditions 

are no longer met, and (d) focussing on high-priority DDIs. 

However, the clinical studies examining the impact of these 

approaches showed poor adherence to DDI alerts. Therefore, 

we combined these approaches, determined the optimal 

thresholds by analysing patient data, and are now evaluating 

the impact of this novel alert concept in a clinical trial. 

Methods 

A 12-month cluster randomized trial including all inpatients of 

a large teaching hospital (37,000 inpatients per year) was 

started in January 2014. Fourteen clinics were randomized to 

the intervention group and 15 to the control group. ICU stays 

were excluded. Both, at onset and during a K
+

-increasing DDI, 

the physicians of the intervention group were (a) reminded to 

monitor K
+

, if the current serum K
+

 is unknown and no K
+

 

level measurement has been ordered, (b) warned against hy-

perkalaemia risk (when serum K
+

 ≥4.9mEq/l), and (c) alerted 

of hyperkalaemia (when serum K
+

 ≥5.5mEq/l). All reminders 

and alerts were non-interruptive, displayed in the electronic 

health records of the intervention group only, and were re-

moved when the triggering conditions were no longer met. 

The adherence of physicians to reminders and alerts was re-

flected by the time elapsed between the reminder or alert acti-

vation and its deactivation due to a modification of the K
+

-

increasing DDI or ordering of a new serum K
+

 measurement. 

The Mann-Whitney-Wilcoxon test was used for statistics. A p-

value of ≤0.05 was considered to be statistically significant. 

Results 

We analysed 1,964 alerts and reminders triggered in the first 

10 months of the trial (1,262 displayed in the intervention 

group, 702 suppressed in the control group). On average 32.2 

potentially severe K
+

-increasing DDIs occurred per day in the 

intervention group. However, the physicians of the interven-

tion group were only exposed to 2.8 reminders for K
+

 moni-

toring, 1.1 warnings against increased hyperkalaemia risk, and 

0.2 alerts of hyperkalaemia per day. 

The physicians of the intervention group reacted significantly 

faster to an inadequate K
+

 monitoring and to an elevated se-

rum K
+

 level compared to the physicians of the control group 

(Table 1). 

Table 1 – Reaction time following reminders and alerts 

Alert / Re-

minder 

Reason for 

termination 

Intervent-

ion group

a

 

Control 

group

a,b

p 

K
+

 monitor-

ing reminder 

K
+

 monitor-

ing 

11.2 h 18.0 h 0.04 

Alert of ele-

vated K
+

 

or hyper-

kalaemia 

K
+

 monitor-

ing 

  8.0 h 16.0 h 0.01 

K
+

 increasing 

DDI stopped 

  4.0 h   6.0 h 0.05 

a

 median; 
b

 alert / reminder displayed, but not logged 

Conclusion 

This preliminary analysis of our ongoing cluster randomized 

trial underlines the high specificity of the implemented con-

cept (4.1 reminders and alerts compared to 32.2 K
+

-increasing 

DDIs per day). Moreover, reaction time following reminders 

and alerts were shorter in the intervention group compared to 

the control group, i.e. physicians of the intervention group 

reacted significantly faster to a problem arising during a K
+

-

increasing DDI compared to the physicians of the control 

group. Therefore, this novel alert concept has an impact on 

physician behaviour and may increase patient safety. 

The clinical outcome parameters will be analysed after the 

completion of the study in January 2015 to be presented at 

MEDINFO2015.  
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Abstract 

The detection of adverse drug events (ADEs) is an important 

aspect of improving patient safety. The iMedication system 

employs predefined triggers associated with significant events 

in a patient’s clinical data to automatically detect possible 

ADEs. We defined four clinically relevant conditions: 

hyperkalemia, hyponatremia, renal failure, and over-

anticoagulation. These are some of the most relevant ADEs in 

internal medical and geriatric wards. For each patient, ADE 

risk scores for all four situations are calculated, compared 

against a threshold, and judged to be monitored, or reported. 

A ward-based cockpit view summarizes the results. 

Keywords: 

Adverse drug events;Arden Syntax rule engine;clinical 

decision support;drug monitoring; pharmacovigilance. 

Introduction 

The increasing use of medical drugs has raised the risk of 

drug-related damage, especially in elderly patients. Although 

a legal obligation to report adverse drug events (ADEs) has 

been instituted in several countries, the number of reported 

cases remains low. Only about 10–20% of medication errors 

and 1–13% of detected ADEs are reported. ADE detection 

and reporting is a time-consuming and expensive task. 

Hospitals need an efficient way to quantify the numbers and 

severity of ADEs before corrective action can be taken by 

pharmacists and physicians.  

Methods 

An ADE cockpit for detecting, monitoring, and reporting 

possible ADEs has been developed in the iMedication project 

[1]. The core of the software implementation is a decision 

support system employing a hybrid approach, combining the 

IHI Global Trigger Tool method and Morimoto’s 

classification to detect suspected ADEs. The system's 

knowledge base consists of medical logic modules which 

encode medical expert knowledge in Arden Syntax [2], and 

the modules are executed by an Arden Syntax rule engine on a 

server. The data to be processed are derived from various 

sources—the hospital information system, an electronic health 

record, and entered information—and divided into six 

categories: demographic data, laboratory test results, the 

patient’s symptoms, diagnoses, medications, and hospital 

events. The aggregated information of a single patient is 

delivered to the Arden Syntax server, which returns a detailed 

interpretative summary for each identified ADE consisting of 

a) an ADE risk score which reflects the degree and severity of 

the ADE, b) the institutions to be informed, depending on the 

severity of the ADE, c) the triggers having fired, and d) the 

complete patient information used for interpretation. 

Results 

Four clinically relevant situations (hyperkalemia, 

hyponatremia, renal failure, and over-anticoagulation) were 

selected as exemplary conditions. The corresponding 

knowledge bases containing the respective ADE triggers 

together with their significance, expressed as scores between 1 

and 3, were established in close collaboration between 

experienced clinicians and medical knowledge engineers. All 

four possible ADEs were analyzed for 100 patients. The test 

yielded a sensitivity of 88% (3 false negatives out of 25) and a 

specificity of 87.7% (46 false positives out of 375). 

Conclusion 

The proposed system is suitable for: (a) quality assurance by 

retrospective evaluation of clinical data in regard of suspected 

ADEs, (b) active feedback for clinicians during patient 

treatment, and (c) pharmacovigilance reporting. 
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Abstract 

Systems medicine is a current approach trying to improve 

treatment for patients with complex diseases by analyzing as 

much phenotype and genotype data as possible for the disease 

in question. For individualized treatment decisions in clinical 

practice, this task has to be supported by an application sys-

tem with decision support component. For a research project 

on systems medicine we reviewed methods for decision sup-

port. Criteria for selecting a method are derived from charac-

teristics of the data and the diseases. They include, among 

others: dimensionality of data and existence of a priori models 

for diseases. As a result we decided to implement a prototype 

system with a case-based reasoning component for systems 

medicine on multiple myeloma. 

Keywords: 

Systems Medicine, Clinical Decision Support Systems, 

Multiple Myeloma, Case-based Reasoning 

Introduction 

For complex diseases like cancer, it is known that frequently 

only a fraction of patients will benefit from a treatment and 

some will experience more side effects than others. Factors 

causing response to therapy or side effects are hardly known. 

In systems medicine, these problems are addressed by using as 

many data sources as possible for the treatment decision. This 

does not only include data on an individual patient, but also 

data on other patients suffering from the same disease. Data 

types include genotype data, as they are measured by microar-

rays and next-generation sequencing, as well as phenotype 

data. However, to draw clinically relevant conclusions from 

such a huge amount of data, support through information 

technology (IT) is inevitable. A decision support component is 

a key element of an IT system for systems medicine. 

Currently, we have built an IT system for the systems medi-

cine research project: “Clinically-applicable, omics-based as-

sessment of survival, side effects, and targets in multiple mye-

loma” (CLIOMMICS). As part of this work we reviewed deci-

sion support methods for applicability in systems medicine. 

Methods 

We analyzed literature on rule-based and experience-based 

methods for decision support systems; especially with respect 

to our reference disease multiple myeloma. Criteria for this 

assessment included the capability of the approach to handle: 

• high dimensional data, especially genomic data 

• lack of comprehensive formal a priori knowledge like 

genomic pathways about multiple myeloma 

• uncertainty in source data 

Based on these factors we selected a decision support method 

for our prototype implementation. 

Results 

Rule-based approaches such as rules engines and deductive 

classifiers are based on the availability of a formal representa-

tion of knowledge such as an ontology. Decisions are inferred 

by analyzing relations modelled into the knowledge base. In 

contrast, approaches like machine learning or case-based rea-

soning (CBR) are based on prior experiences made in treat-

ment of the disease. In such an approach, no prior formal rep-

resentation of knowledge is necessary. 

For multiple myeloma, we currently do not have a comprehen-

sive model of the disease available. Thus, we decided to im-

plement the IT system for CLIOMMICS with a CBR decision 

support system. Publications suggest that CBR is applicable to 

genomic data despite their high dimensionality [1–3].  

Currently, a prototype decision support system based on CBR 

has been developed for CLIOMMICS. A case basis of about 

3000 patients with clinical and genomic data is available. 

Discussion 

A major challenge in this approach is the adequate definition 

of similarity functions reflecting the heterogeneous character 

of the parameter set. Especially in genomic data, significant 

noise is expected. In the future we may investigate a hybrid 

system combining CBR and a rule-based approach to add 

medical knowledge from sources like medical guidelines. 

Conclusion 

CBR seems to be a promising approach to implement decision 

support for systems medicine. 
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Abstract 

The lack of a unique, standardized format for representing 

data and knowledge is one of the existing difficulties to inte-

grating decision support into Electronic Health Records 

(EHRs). Objective: Propose an archetype-based model to al-

low the integration of Clinical Practice Guidelines (CPG) and 

EHRs; design and implement this proposed model. Results: A 

generic model was designed for the integration of CPG into 

EHRs, and an archetype-based EHR for Chronic Kidney Dis-

ease Prevention based on rules from CPGs, was made as a 

proof of concept of this novel integration. 

Keywords:  
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Introduction 

Archetypes and SNOMED-CT terminology have been used to 

integrate Electronic Health Record (EHR) and Clinical Deci-

sion Support Systems (CDSS), typically to represent infor-

mation [1]. Although archetype architectures have been used 

in CDSS development [2], until now, no work has presented 

or described a model integrated with an EHR. Based on this, 

the goal of this study is to propose a model of an archetype-

based EHR that allows this integration, and is implemented 

using the Clinical Practice Guideline (CPG) for Chronic Kid-

ney Disease (CKD) prevention. 

Methods 

To integrate CPGs into an EHR using archetypes it is neces-

sary that the system handles archetypes, rules and EHR data. 

To provide low coupling between components and system, we 

used independent services for each one of these three types of 

resources. To collect data based on archetypes structure we 

used an EHR with a component that automatically generates 

forms from archetype. To provide decision support, it was 

necessary to incorporate an inference engine for the developed 

EHR. 

The implementation of the proposed model was carried out as 

a proof of concept to demonstrate the applicability of the 

model.  

Results 

The main result of this work is the implementation of the in-

formation level of the archetype dual-level architecture of the 

proposed model. It consisted of seven components for han-

dling archetypes, rules and EHR data: three repositories, three 

services and the forms generator. The components were im-

plemented using Java technology and a PostgreSQL Database 

Management System (DBMS). Representational State Trans-

fer (REST) architectural style was used to implement the ser-

vices. Also, openEHR Java Reference Implementation (RI), 

provided by openEHR Foundation, and GDL libraries were 

used to parse archetypes and rules content. The EHR was im-

plemented as a Java Server Faces (JSF) application containing 

a component to automatically generate forms to collect data 

based on archetypes definitions. It was necessary to imple-

ment the openEHR specification using standards required by 

the JSF Application. JBoss Drools Expert was used as infer-

ence engine to provide decision support capabilities. 

The validation of the components was conducted using exist-

ing archetypes to validate the archetype, EHR data repository 

and service, and the forms generator. It used openEHR and 

ISO/EN 13606 archetypes. All openEHR archetypes were 

successfully processed and forms were generated. However, 

the forms generator was unable to process ISO/EN 13606 ar-

chetypes as the main class of clinical archetypes (Entry) as 

they are more generic in this model. To validate the execution 

of the rules, data based on archetypes structure were collected 

and the EHR detected the rules contained in the rules reposito-

ry that were applicable to them. The rules were executed and 

the resulting data were in compliance with the CPG. 

Conclusion 

This study presented a model of an archetype-based EHR with 

CPG integration that bridges the gap between these systems. 

The EHR was able to provide decision support based on rules 

and data structured in archetypes, demonstrating the feasibility 

and applicability of the proposed model. Along with the pro-

posed model, the implementation of the components is also 

one of the contributions of this study as there are few works 

reporting this step, particularly the component that automati-

cally generates forms from archetypes, which is a problem that 

hinders the implementation of archetype-based EHR. 
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Abstract 

There are a variety of authoring tools and methods for pro-

ducing computer-interpretable clinical guideline (CIG). This 

work is a review of the evaluation of tools and methods cur-

rently in use to author CIGs. The aim of this paper is to pre-

sent the results of a literature review on the evaluation crite-

ria. Both controlled database search and a subsequent snow-

balling were used to identify relevant literature. The evalua-

tion criteria and evaluation methods of CIG-related themes 

were manually identified in the found literature. Based on the 

32 relevant papers found, 68 evaluation criteria were identi-

fied which were then classified into ten themes. We identified 

the most and least frequently mentioned areas of concern in 

evaluation which indicate areas that have been neglected in 

system evaluation.  

Keywords:  

Computer-interpretable clinical guidelines; Evaluation criteria.  

Introduction 

A multitude of tools and methods have been developed to 

support authoring of computer-interpretable clinical guidelines 

(CIGs) [1]. The tools that are designed for encoding guidelines 

have been evaluated in numerous studies [2]. The criteria they 

have chosen in their evaluation methodologies are based on 

these authors’ desire to ensure effective implementation and to 

assess the impact of the tools. This paper reviews the themes, 

criteria found in a selection of reported research on CIG. The 

review covers evaluation studies as well as comparative stud-

ies. The scope of this paper is limited to research describing 

modelling languages and the modelling/encoding process. 

Papers related to application of CIGs, systems for executing 

CIGs or clinician’s compliance with recommendations are out 

of the scope.  

Methods 

Our research method was literature review in the Journal of 

Biomedical Informatics, Journal of the American Medical 

Informatics Associations, Methods of Information in Medi-

cine, International Journal of Medical Informatics, Artificial 

Intelligence in Medicine and Digital Bibliographic Library 

Browser. A total number of 131 papers were included based 

on title and abstract. In a second phase, other related papers 

for review were selected based on snowballing method to the 

identified articles in addition to the searches in the databases.  

Results 

From the 32 fully reviewed papers, we identified a total of 68 

evaluation criteria. We identified similar evaluated criteria and 

grouped them in order to generate the evaluation themes cov-

ered in research studies. The evaluation themes were subdi-

vided into 10 main categories: knowledge extraction perform-

ance, tool functionality, modelling perspective, user’s effect 

on modelling, didactic support, usability, guideline verifica-

tion and validation, integration, maintenance features and 

comparative analysis on encoding process.  

Discussion 

The themes receiving most attention based on the results and 

the numbers of identified criteria were tool functionality and 

evaluation on modelling perspective. At the other end, the 

themes given least attention were knowledge extraction per-

formance, verification and validation, and maintenance fea-

tures. The limited number of studies in the domain of usability 

indicates the least concern in the evaluation of the tools and 

methods in the literature. Based on the number of proposed 

tools and methods in the domain of CIG, we expected to find 

more articles on usability testing of the tools.  

Conclusion 

Overall the results of this review shows that the field of CIG is 

still mainly concerned with technical and functional aspects of 

the technology and has yet to move to a stronger focus on its 

users. A comprehensive overview of appropriate evaluation 

methods and criteria which consider different aspects is neces-

sary to facilitate further work in the field. The results motivate 

the development of a comprehensive evaluation framework 

covering more aspects of tool and method properties and 

qualities. 
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Abstract 

We demonstrate the concept of Arden Syntax, which is like 

Domain Specific Language (DSL), for describing decision 

support rules that take advantage of modern programming 

language concepts. Using object relational mapper and meta 

programming enables the conceptualization of FHIR 

resources from various data sources, and reduces the 

complexity of knowledge retrieval in decision rules. 

Keywords:  

CDSS, Arden Syntax, FHIR, DSL, ESB, DWH 

Introduction 

The HL7 International Arden Syntax (AS) for Medical Logic 

Modules (MLMs) [1] was developed to standardize the 

representation of medical knowledge for clinical decision 

support. However, the widespread adoption of AS has been a 

problem because of two issues. First, it is difficult to supply 

skilled developers because AS is an external domain-specific 

language (DSL), thereby limiting learning opportunities. 

Second, there is no standardization of data access methods in 

AS, and every healthcare entity has to implement specific 

queries for their data source. There is no unified method to 

manage bulk messages from a variety of data sources, such as 

the enterprise service bus (ESB) or data warehouse (DWH). 

This has become known as the curly braces problem. These 

issues decrease the portability of clinical decision rules. In this 

study, we developed a novel scheme to overcome these issues.  

Methods 

We used Ruby meta programming to implement internal DSL 

[2] that closely conformed to the AS specification. Mapping 

between DWH and Fast Healthcare Interoperability Resources 

(FHIR was developed with Ruby on Rails (RoR) to absorb 

various database structures (Fig. 1). HL7 messages exchanged 

between systems were converted into FHIR objects through 

ESB. To manipulate medical knowledge from DSL, we 

extended the FHIR object so that it was able to transparently 

query against DWH to retrieve historical medical records. 

Results 

We were able to translate the clinical decision support rule 

written in AS into our developed DSL with equivalence and 

expressivity. We avoided using custom SQL queries against 

the specific schema of the database, and retrieved information 

using a standardized concept and query method. HL7 

messages, as transaction data and historical medical records, 

were unified into FHIR objects, so we were able to describe a 

rule for inquires about events from past to present, and from 

every data source in a unified way. This significantly reduced 

the amount of data query code and made simple rules. 

�

Figure 1. CDSS DSL framework with FHIR Objects�

Discussion 

Compared to a pure AS DSL, our approach has the advantage 

of availability of a modern development environment; for 

example, test-driven development may contribute to building 

solid rules representing complex clinical guidelines. And we 

can take advantage of the many developers, and entry-level 

work for implementing clinical decision rules may be reduced. 
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Table 1 – Agreement between DIC scoring systems (SS): Overlapping periods of time (Overlapping Cases) 

Numerator 

Denominator 
ISTH JMHLW JAAM KSTH 

ISTH 100% (100%)  83,3% (85,6%) 92,8% (94,3%) 61,5% (66,5%) 

JMHLW 28,7% (54,4%) 100% (100%) 96.2% (99,0%) 34.3% (47,9%) 

JAAM 8,2% (24,5%) 24.7% (40,5%) 100% (100%) 9.0% (22,0%) 

KSTH 52,0% (74,2%) 84.4% (84,2%) 86.1% (94,5%) 100% (100%) 

Computationally Comparing and Analyzing All Published Scoring Systems for Diagnosis 

of Disseminated Intravascular Coagulation 

Fabrício S. P. Kury, M.D., James J. Cimino, MD
 

National Library of Medicine, US National Institutes of Health, Bethesda, Maryland, USA
 

 

 

Abstract 

The clinical literature presents four different scoring systems 

(SS) for the diagnosis of disseminated intravascular 

coagulation (DIC) by four institutions: ISTH, JMHLW, JAAM 

and KSTH. In this study a Java program was written to 

retrieve medical records from the MIMIC-II database and 

apply the criteria of all four. The program then quantified the 

agreement of each DIC SS with each other and demonstrated 

notorious dissent. Furthermore, the average internal 

composition of each score was also quantified. All source 

code produced is available for download at 

https://github.com/fabkury/hedicim. 

Keywords: 

Disseminated intravascular coagulation; EHR databases; 

MIMIC-II; Clinical Decision Support Systems 

Introduction and Methods 

Disseminated intravascular coagulation is a condition with 

reported mortalities above 40% [1] for which four different 

organizations have published diagnostic criteria (scoring 

systems – SS): the International Society of Thrombosis and 

Hemostasis (ISTH), the Japanese Ministry of Health, Labour 

and Welfare (JMHLW), the Japanese Association for Acute 

Medicine (JAAM), and the Korean Society of Thrombosis and 

Hemostasis (KSTH) [1]. All patient data required by these SS 

are available in structured form in the MIMIC-II database, 

permitting a computer program to readily apply the clinical 

logic and establish diagnosis of DIC. 

A Java program was written to retrieve, from MIMIC-II, 

hospital admissions of non-neonates containing an ICD-9 

code of a condition known to predispose the patient to DIC 

[2]; read all needed patient data; then apply each DIC SS, 

thereby identifying the moments of start and end of diagnosis 

as per each DIC SS. The program calculated the periods of 

time and cases of agreement between the DIC SS, and, 

additionally, reported the average proportion that each 

individual criteria inside each DIC SS represented towards 

their final scores. 

 

 

Results and Discussion 

A total of 36 different data elements were found to be needed 

from MIMIC-II. From 8284 hospital admissions of non-

neonates found eligible, 1584 cases were identified with at 

least one DIC SS affirming a diagnosis earlier than 12 hours 

before patient death. Table 1 demonstrates how much each SS 

agreed with each other. The conclusion from our study is a 

great disagreement among seemingly similar clinical 

diagnostic criteria. In accordance with the previous literature, 

the JAAM SS was found to be the most sensitive, and the 

ISTH SS the most specific. Moreover, only 171 (10,8%) of 

the hospital admissions with any DIC diagnosis had been 

ICD-9-coded for DIC (code 286.6). The average internal 

composition of the scores is presented in the poster, which 

also demonstrates some encountered caveats to the conversion 

of a paper guideline into a computer, and exposes some 

difficulties which we faced that are inherent to retrospective 

analyses of EHR databases. This study exemplifies the 

enabling power of structured data for clinical decision support 

systems, because our computerized analyses would be much 

less feasible if the DIC scoring systems were not mostly based 

on data that are commonly available in structured form in 

EHRs. 
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Abstract 

This poster describes the results of promising research in the 

field of clinical processes management and decision making 

support. The authors formulated common scientific problems 

connected with the modelling of treatment processes. The 

research is supported by grants from the Ministry of 

Education and Science of the Russian Federation (the project 

RFMEFI60714X0089). 
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Introduction 

For a long time, the attempts to use mathematical methods in 

medicine, in particular for solving the problems of 

establishing the right diagnosis, forecasting the development 

and the outcome of clinical processes, preventing any critical 

situations, making decisions and managing clinical processes 

in general, lead to partial results that only had practical 

meaning in limited contexts of a particular nosology. Multiple 

difficulties connected with construction of the clinical process 

for a particular nosology, as well as the difficulty of 

identification of parameters for such models, did not allow for 

a wide adoption of clinical process models in MIS. It may 

look like the model approach would prevail but there is 

another approach to the same problems which may come 

forward, namely the precedent approach, and there are 

sufficient grounds to take it into consideration. 

Methods 

A recognized and experienced Russian specialist in the field 

of data processing methods N.G. Zagoruyko recognizes that 

there are two common application-oriented approaches for 

building systems for decision making support based either on 

precedents or on models. Both approaches are considered of 

equal worth, and both have their advantages and 

shortcomings. In the model approach, “just as is the case 

about any generalization, some features of the system 

behavior are lost at each particular point of decision space. 

When decision is based on precedent, as our experience 

shows, local specifics are taken into account, which allows for 

more correct decisions (N.G. Zagoruyko).  

Results 

Malyh et al. [1] offer precedent approach for building a model 

of clinical processes of the class of controlled stochastic 

processes with memory. The model is based on two 

postulates: modeling in the class of stochastic processes and 

the precedential effect of decision-making in medicine. The 

conceptual basis of the model has a clear, meaningful 

interpretation for medical professionals. 

Conclusion 

As a conclusion, we present a plan of tasks to be addressed in 

order to implement this large project aiming at decision 

making support in clinical processes: (1) Development of a 

model that could be used as a standard theory of the 

knowledge system and diagnostic and treatment process. (2) 

Development of methodology for formalization and 

normalization of clinical facts ensuring fast changes of the 

evaluation system and terminologies, and standardization of 

language describing facts. (3) Development of a scaled 

architecture of the clinical data bank that could be used in 

separate medical facilities and nationwide as a national 

standard. (4) Development of methods for relevant search of 

clinical precedents. (5) Development of methods ensuring the 

relevance and integrity of the clinical data bank for long 

periods of time. (6) Development of software tools for 

decision making support based on the precedent approach. 
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Abstract 

The interoperability of Clinical Decision Support (CDS) 

systems with other health information systems has become one 

of the main limitations to their broad adoption. Semantic 

interoperability must be granted in order to share CDS 

modules across different health information systems. 

Currently, numerous standards for different purposes are 

available to enable the interoperability of CDS systems. We 

performed a literature review to identify and provide an 

overview of the available standards that enable CDS 

interoperability in the areas of clinical information, decision 

logic, terminology, and web service interfaces. 

Keywords:  

Clinical Decision Support Systems; Semantic Interoperability; 

Terminologies; Clinical Models; Ontologies. 

Introduction 

The interoperability and reuse of Clinical Decision Support 

(CDS) systems with other health information systems has 

become one of the main limitations to their broad adoption[1–

3]. Definition of the standards for EHR interoperability, 

decision logic, and terminologies has represented a step 

towards CDS systems’ reuse. For the CDS systems to be 

reusable across organizational boundaries a high degree of 

semantic interoperability (SiOp) is needed. We aim to provide 

an overview of the main types of standards covered in the lit-

erature, facilitating a clearer picture of the available standards 

to the CDS community for building interoperable systems.  

Methods 

We searched PubMed, IEEE Xplore, and ScienceDirect for the 

SiOp approaches in CDS. . Inclusion criteria were: (a) Study 

describing a CDS with SiOp capabilities with other systems; 

(b) paper covering mechanisms for the CDS reuse by means of 

its information, knowledge, or logic representation. 

Results 

We includeed 26 papers in the review available in [4]. 23% 

(n=6) covered the application of medical decission logic and 

guidelines representation formalisms; 62% (n=16)  presented 

the use of clinical information standards; 38% (n=10) made 

use of semantic web technologies such as ontologies; 42% 

(n=11) covered the use of standard terminologies; and 19% 

(n=5) proposed the use of web services for CDS encapsulation 

or new techniques for the discovery and provenance 

specification of systems.  

Discussion 

The results show that the most popular terminologies were – 

SNOMED-CT covered in 82% (n=9) of the studies reviewed; 

LOINC in 55% (n=6) of the studies; RxNorm in 36% (n=4); 

and UMLS in 27% (n=3). NDF-RT was one of the less com-

monly used terminologies. With regards to the information 

standards, we found that 37% of the studies covered HL7 

RIM, 31% openEHR, 25% HL7 CDA/CCR and 12% covered 

other standards like Intermountain CEMs or HL7 VMR. 

Among the studies covering the use of semantic web technol-

ogies 30% (n=3) used the ontologies for knowledge represen-

tation; 30% (n=3) used the ontologies as integration mecha-

nisms between different conceptual models or between the 

EHR and the CDS logic; and 20% (n=2) used logic specifica-

tion mechanism with SWRL. 

Conclusion 

Among all the papers we identified five main fields of work 

that contributed to address SiOp of the CDS systems: 

information standards with HL7 RIM as the most extended, 

SNOMED-CT as the most covered terminology, medical logic 

specification formalisms with the Arden syntax the most 

spread, knowledge management using semantic web 

technologies, and web services.  
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Abstract 

The structure of public and primary healthcare in Brazil is 

organized in a way to provide decentralized services. In 

theory, this scenario could enable the usage of mobile devices 

integrated with information systems of several purposes. In 

addition, there is a need of decision-support tools that are 

based on collected evidences, once the professional of 

primary healthcare, which essentially has general knowledge 

(non-specialist). Therefore there is a need of information that 

support the decision-making process on more specific 

contexts. This paper presents the proposal, experience of 

development and application of the InteliMED, a decision-

support system to asthma diagnosis of children and 

adolescents through decision-trees and mobile devices 

(smartphones and tablets).  

Keywords: 
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Introduction 

Services of primary public healthcare in Brazil are essentially 

decentralized and performed by professionals that have 

general knowledge, once this kind of service is focused on 

preventive actions to the population. Considering the context 

of primary healthcare in Brazil, we realize that there is an 

organizational structure that allows the usage of mobile 

devices, because it works on distributed healthcare centers, in 

which the teams of professionals are responsible by a small 

part of the population and,they can perform homecare.  

In this light, this work presents a proposal of medical 

decision-support system decentralized through the usage of 

mobile devices – InteliMED [1], the experience of the 

development of this system including a case study.  

InteliMED 

InteliMED is a decision-support system whose goal is to 

provide assistance to the primary healthcare centers for a 

remote support of medical diagnosis. InteliMED system aims 

to use decision-tree artificial intelligence technique applied to 

programs of communities’ assistance [1].  

Case Study 

To evaluate the InteliMED system and its decision-tree, we 

performed a case study with two objectives: 

1. To verify the hit rate of the generated decision-tree on the 

mobile application; 

2.To identify points of improvement on the whole system. 

InteliMED were evaluated in the ambulatory of allergy of 

Hospital das Clínicas from Universidade Federal de 

Pernambuco (HC/UFPE). The ambulatory of allergy of 

HC/UFPE is a specialized center of allergy and has many 

cases of breath allergies in children and adolescents, including 

Asthma. This case study was performed between June 15th 

and October 25th 2012 with the support of specialist doctors, 

in which 43 patients with ages from 5 to 18 years were 

consulted. 

Main Results and Ongoing Work 

From a total of 43 patients, the InteliMED got 36 correct and 

7 wrong diagnoses (i.e., a hit rate of approximately 83,72%), 

which is an acceptable result. According to the opinion of the 

doctors, we got 25 asthmatics and 18 non-asthmatics patients. 

Another interesting result is: in all the wrong diagnoses the 

system informed that the patient had Asthma, in which the 

correct result (the doctor opinion) is “No Asthma”. This 

means that the InteliMED has been successful in all cases of 

non-asthmatics patients. InteliMED system brings the 

importance of decision-support tools in primary healthcare, 

concerning assistance and permanent education of healthcare 

professionals that work in this field. 

Currently we are working on the development of educational 

resource for mobile devices for physical educators for older 

adults assessment. An initial work was developed with a 

group of older adults and now we are raising the system 

requirements. 
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Abstract 

Discrete Event Simulation (DES) is a powerful factor in the 

design of clinical facilities. DES enables facilities to be built 

or adapted to achieve the expected Key Performance 

Indicators (KPI´s) such as average waiting times according to 

acuity, average stay  times and others. Our computational 

model was built and validated using expert judgment and 

supporting statistical data. One scenario studied resulted in a 

50% decrease in the average cycle time of patients compared 

to the original model, mainly by modifying the patient´s 

attention model. 

Keywords: 
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Introduction 

The performance of an Emergency Department (ED) is 

affected by the integration of its physical design, staffing, and 

the equipment and service model. Inadequate design of any of 

these factors may result in poor future performance of the 

facility. Because of the complexity among the different 

processes and the variability present in EDs, this situation can 

be studied by using a DES model.  

Our study was based on the use of DES tools, which are used 

to study KPI´s such as average cycle time, time to first 

medical evaluation, and utilization factor of the different 

rooms and resources. The model was developed using the 

simulation software Flexsim Healthcare. The methodology of 

the study followed seven steps: Problem formulation, 

Construction and validation of the conceptual model, Model 

construction, Verification and validation of the computer 

model, Design of experiments, Analysis of results and finally 

Documentation and presentation of results.  

The flow of patients through the ED, also called 

carepathways, depends on the type of patient and activities 

which may include: admission, triage, medical assessment, 

treatments/procedures, diagnostic support and discharge from 

the ED.  

A total of fourteen carepathways for the patients were defined. 

1.  EKG, hydration, sampling, observation 

2.  Nebulization 

3. Intramuscular treatment, hydration, sampling 

4. EKG, observation 

5. hydration and sampling 

6. Imaging, cast 

7. Hydration, minor surgery, imaging 

8. Hydration, minor surgery 

9. Minor surgery, nurse procedure 

10. Imaging, nurse procedure 

11. Breath analysis (Example in Figure 1) 

12. Medical procedure, wound treatment 

13. Sampling, imaging 

14. Nurse procedure 

 

Figure 1– Sample carepathway for a breath analysis  

To estimate the demand to be used in the model, the data was 

extracted from the database of a nearby hospital, located in the 

metropolitan region of Chile.  

Results 

The original average cycle time of patients was approximately 

15 hours. The examination room was the utilization factor 

with the highest percentage, due to the fact all carepathways 

analyzed  passed through this room. Additional places that 

showed a high utilization factor were the procedure and 

observation rooms, which in practice are used to perform 

similar activities as the examination room. Additionally, 

eleven of the fourteen patient carepathways passed through 

these rooms. 

Conclusions 

The simulation study conducted to analyze the future ED 

aided the decision making of the hospital management by 

allowing them to generate scenarios and analyze the possible 

results before implementing them. These scenarios were 

defined by changing the amount of stretchers in two areas and 

changing the attention model. Afterwards these scenarios were 

evaluated according to the average cycle time of the patients. 

The optimal reduction of cycle time of patients was the 

scenario where a stretcher was added in the procedure room 

and the attention model was changed. This decreased the cycle 

time from 14.8 hours to 3.7 hours in scenario 1 and the time to 

doctor from 11.5 hours to 1.1 hours. 

References are available on request 

Address for correspondence 

Francisco Ramis Lanyon; E-mail: framis@ubiobio.cl; Phone:  +56-

41-3111755 

MEDINFO 2015: eHealth-enabled Health
I.N. Sarkar et al. (Eds.)

© 2015 IMIA and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License.
doi:10.3233/978-1-61499-564-7-960

960



Clinical Decision Support Using Electronic Medical Records: For the Improvement of 

Diabetes Care and Proper Use of Insulin for Inpatients 

Ryoma Seto
a

, Susumu Wakabayashi
b

 

a 

Division of Healthcare Informatics, Faculty of Healthcare, Tokyo Healthcare Informatics, Tokyo, Japan 

b 

Division of Drug Information, Department of Pharmacy, Kyorin University Hospital, Tokyo, Japan 

 

Abstract 

The aim of the study is to develop a scheme of a decision support 

system concerning insulin intervention for inpatients. Transaction 

data for 32,637 inpatients were collected from the EMR. As a result, 

antidiabetic agents were not taken by 38.9%–41.7% of patients with 

a Disease Complicated by DM. It is recommended that the EMR 

should provide a suggestion about insulin level for diseases with DM 

as a complicating factor. 

Keywords:  
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Introduction 

Diabetes prevalence is increasing in Japan, from 7.4 million in 

2002 to 9.5 million in 2012. All aged ≥40 are required to have 

a medical checkup that includes a diabetes test. However, 

some patients ignore this and their condition deteriorates. The 

aim of this study is to develop a framework of medical 

information and a decision support system concerning insulin 

intervention for inpatients based on electronic medical records 

(EMR), for the purpose of preventing diabetes (DM) patients 

from progressing towards hemotoxic dialysis (HD). 

Methods 

The development was based on 3 major hospitals around 

Tokyo. Transaction data for 32,637 inpatients between 2009 

and 2011 with regard to prescription  and medical procedures 

related to DM were collected from EMR. Based on the data, 

the drug use recommendations were assessed.  

Results 

1) Prevalence of DM: Among the inpatients, 2.0%–3.3% had 

their disease registered as DM. Of all patients with DM, 

21.8%–78.0% had DM, 12.6%–54.1% had a disease 

complicated with DM (e.g. CKD) and 9.3%–26.1% had other 

diseases (e.g. cancer) associated with DM.  

2) Usage of Insulin and Oral Hypoglycemic Agents for all 

Patients with DM: Of patients with DM, 67.3%–84.3% were 

using insulin and/or oral hypoglycemic agents, 22.7%–28.8% 

of them were using only insulin, 11.0%–46.2% of them were 

using only insulin, and 19.2%–27.3% of them were using both 

insulin and oral hypoglycemic agents. 

3) Drug Use of Diabetic Patients: Among the patients, 21.4%–

38.9% were using only insulin, 22.7%–35.4% of them were 

using oral hypoglycemic agents and 32.8%–33.3% of them 

were using both. No antidiabetic agents were taken by only 

5.6%–9.9% of patients. 

4) Drug Use of Patients with a Disease Complicated by DM: 

33.3% of patients were using only insulin, 16.6% of them 

were using oral hypoglycemic agents and 8.3%–11.1% of 

them were using both. Antidiabetic agents were not taken by 

38.9%–41.7% of patients and 49.6% of them were not 

implementing self-measurement of blood glucose (SMBG). 

5) Drug Use of other Disease Patients: Of patients registered 

as having DM, 11.5%–22.7% of them were using only insulin, 

17.6%–25.0% of them were using oral hypoglycemic agents 

and 6.3%–47.1% of them were using both. No antidiabetic 

agents were being used by 43.8%–76.5% and 67.1% of them 

were not implementing SMBG. 

6) Possibility of Uncertain Disease Registration: Of the 

patients implementing SMBG, those patients having DM or 

complications related to DM was 10.6%–29.0%.  

Discussion 

1) Proper Use on Antidiabetic Agent for Patients with DM: 

Most patients with DM were given oral hypoglycemic agents 

and/or insulin. The situation is a natural one because the 

physicians in charge are mostly specialized endocrinologists.  

2) Proper Use on Antidiabetic Agent for Patients with a 

Disease Complicated by DM: Of patients with a disease 

complicated by DM, the percentage using insulin was lower 

than in patients with DM. However, the pathological 

conditions of patients with a DM complicated disease are 

more serious than in patients with only DM.  

3) Proper Use of Other Disease Patients: With regard to 

patients with other diseases, some patients ignored the use of 

oral hypoglycemic agents, insulin and SMBG. This situation 

may arise from the physicians’ specialty.  

Conclusion 

As a result of this study, we suggest that intervention via EMR 

is necessary to provide recommendations of insulin level for 

diseases with DM as a complicating factor, and any 

antidiabetic agents and SMBG for patients with other diseases. 

Information may be provided in two ways. The first is the 

caution in EMR for suggesting the proper use. The second is 

the distribution of information to physicians, pharmacists and 

medical officer assistants to use antidiabetic agents with the 

aim that more inpatients may be given antidiabetic agents. 

Based on the 2012 national health and nutrition examination, 

26.8%–30.4% of people with suspected DM did not have DM 

care.  
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Abstract 

Applying the Technology Acceptance Model, the end user 

intentions to use technology applications is studied. The study 

finds the end users negative perception of the usefulness of the 

application as a major factor in its suboptimal utilisation.  

Keywords:  

Technology Acceptance; Health information Technology;  

Introduction 

Health Information Technology (HIT) and its applications 

have been promoted as a solution to the problems of 

inefficiencies, medical errors, and rising costs in delivery of 

health care [1]. However the benefits of the HIT on health 

outcomes are a product of its actual and efficient use by the 

clinicians [2].This research enquires into the factors 

influencing the clinician’s intentions in the utilisation of the 

HIT applications. Applying Technology Acceptance Model 

(TAM), the extensively used model in technology acceptance 

studies [3], the use of the Central Line Associated 

Bacteraemia (CLAB) application is studied.  

Methods 

This study is designed as a cross-sectional quantitative study, 

using paper based self-completed survey questionnaire. The 

questionnaire is based on the instrument used by Brown, 

Massey, Montoya-Weiss and Burkman [4], and validated by 

Davis 1989 [5]. Accordingly, four variables, namely, PU, 

PEOU, Attitude, and intention to use the application were 

measured. Responses were graded on 5point Likert scale, 1 

being extremely negative and 5being extremely positive. The 

data gathered was analysed using descriptive analyses.  

Results 

 

Fig.1. Average responses for all variables 

Discussion 

The overall findings and trends of all average responses are 

plotted into one graph (Fig. 1). This graph displays that the 

PU is the only striking outlier of all the variables with most 

negative responses along with a mostly neutral perception of 

the attitude of the users towards the application. The negative 

perception of the usefulness of the CLAB application and a 

neutral attitude towards the use of the application. The 

empirical evidence shows that the PU and the attitude towards 

use as the main factors influencing the actual use of 

technology [3], [5]. 

Conclusion 

Understanding the key drivers of user acceptance of the 

technology and its optimal use is crucial in successful 

implementation of information technology, including HIT. As 

with other HIT applications, in order to achieve optimal use of 

the CLAB application it is essential to foster a positive 

perception of the usefulness of the application through 

effectively disseminating the information of its utility in 

achieving safer and better delivery of patient care. 
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Abstract 

The ‘care at home’ study focused on a Scottish telehealth 

service, which was designed to support children with 

palliative and complex care needs. Using the diffusion of 

innovation theory, this poster highlights the differences 

between the way telehealth is used in the public sector and in 

a third sector or a voluntary organization. Analysis of the 

data, taken from interviews with key stakeholders, illuminate 

barriers and solutions as noted by clinicians who see the clear 

benefits and potential risks of telehealth use at home. In 

conclusion, it is argued that a strategic steer towards a 

culture of innovation is needed to support effective use of 

telehealth in clinical practice. Senior managers in the 

National Health Service in the United Kingdom need to 

‘unleash’ the goodwill of staff who are eager to exploit 

innovation in clinical practice.  

Keywords: 
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Introduction.  

The stated aims of the study were to trial telehealth 

technology, setup the infrastructure and associated clinical 

pathways, and study the care outcomes of the children with 

complex and palliative care needs. We intended to explore 

remote care in a context where often ‘high touch’ rather than 

‘high tech’ is most appropriate. The palliative care arm of the 

study was conducted with Paediatric Oncology Outreach 

teams, working in the National Health Service (NHS). The 

phase concerning children and young people with complex 

needs was supported by a third sector organisation, the 

Scottish Spina Bifida Association (SSBA). Whilst elements 

from each section of the study have been reported elsewhere 

(1) (2), this poster compares the outcomes of each segment 

and identifies potential barriers and enablers to the adoption 

of telehealth. The cultural differences between the 

organisations involved, and the impact they have on the 

diffusion of innovation, are considered in this study.    

Methods 

Clinicians across four specialist care locations were involved 

in data collection for this study. These included oncology 

healthcare teams in three NHS paediatric hospitals and a 

nursing team at the SSBA. At the end of the study the clinical 

teams were asked to reflect on their overall experience, 

lessons learned, and their perceptions on the way the service 

could be further developed. This final engagment was 

conducted as a face to face semi structured interview which 

lasted up to one hour. Interviewees included seven peadiatric 

outreach oncology nurses, four medical consultants, as well as 

two specialist nurses and an outreach worker from the SSBA. 

Interviews were recorded, transcribed, and analyzed for 

common themes, and the findings are reported here.  

Results 

Relative Advantage: Telehealth was introduced as a tool to 

enhance current services, rather than replacing them. In the 

NHS the potential advantages were also seen as a possible 

threat to future roles for staff. By contrast, the staff at the 

SSBA perceived the new remote service as an opportunity to 

affirm their key role within the organisation and cement the 

commitment of the organisation to continue to offer specialist 

nursing support to users. Complexity: In the NHS there is a 

low tolerance to the failure of clinical technology. Many 

interviewees noted their frustration with rigid clinical IT 

systems and the level of support they recived from their 

dedicated IT helpdesk. Trialability: Staff in the NHS were 

limited to the approved and avilable set-up, within their 

clinical areas, which often was a large Video Conferencing 

(VC) suite. SSBA staff trialed a number of technologies and 

opted to use SKYPE which they found easy to use. This 

meant that many more users were able to download the 

software on their own machines at home.  

Conclusion 

A number of attributes, aligned with the diffusion of 

innovation theory, served to illustrate the findings from data 

gathered in both the public and the third sector organizations. 

The plan of introducing telehealth in the complex 

organizations, such as the NHS in the UK, would require 

development of a calture of innovation. It needs a shift in 

organizational mindset, and a significant change in the 

perceptions of risks and attitudes towards failure.  
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Abstract 

Integrating sensor systems within the home can be a tedious 

process due to the challenges of deploying systems across 

multiple environments, customizing applications, and 

connecting across various devices. We demonstrate the 

deployment of sensors using the Lab of Things platform within 

a residence over a 3 month period. We developed a real time 

visualization application from the generated sensor data, and 

evaluated it through a survey with 19 older adults and 

caregivers. Findings can be a valuable guide to scale a study 

across multiple settings, and to create personalized interfaces. 
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Introduction 

In the field of gerontology, the use of smart home sensor 

systems is growing primarily due to the appeal of 

unobtrusively monitoring older adult health and wellness. 

However, the deployment of sensor systems has often been 

limited to academic or laboratory settings. This is due to the 

challenges of managing multiple simultaneous installations, 

integrating different types of sensors, and disseminating 

meaningful information back to consumers. We describe the 

deployment of sensors within a multi-person residence using 

the Lab of Things platform for connected devices [1], a 

software platform that reduces the burden of deploying sensor 

systems across different environments while also serving as a 

central hub to manage connected devices, store data and 

analyze data. We developed a prototype using data collected 

from a smart home and integrated it into a real time 

visualization application. 

Materials and Methods 

We deployed the Lab of Things platform in a house of 11 

residents as a demonstration of feasibility over the course of 3 

months. The system consisted of one multi-sensor and two 

door/window sensors. These sensors included two Aeon Labs 

Z-wave Door/Window sensors and an Aeon Labs Multi-

sensor that collected data on motion, temperature, luminosity, 

and humidity. We applied a Rapid Iterative Testing and 

Evaluation (RITE) approach in designing the visualizations. 

This involved two rounds of iterative prototyping with 

gerontological experts. We presented early mockups to a 

group of 10 gerontology experts to gather feedback and 

design guidelines. We then conducted a third evaluation 

through a survey with older adult- and caregiver stakeholders 

to inform further revisions to the designs. We developed the 

application through a combination of HTML, CSS, and 

JavaScript for the client side. We used a service-oriented 

architecture to communicate with the server machine, 

represented by the HomeHub on the Lab of Things platform. 

We evaluated the resulting application through an online 

survey with family members/caregivers and older adults. The 

survey consisted of static displays of the visualization with 

questions asking to rate the importance of different 

components of the display; such as type of data presented, 

ability to switch amongst different views by spatial location, 

and privacy concerns. 

Results 

Our initial mockups consisted of a bar chart representing 

activity level over time. A “Norm Activity Index” was 

provided as a reference for average activity level. We used 

color as an encoding for activity level relative to the norm in 

the bar chart. Nineteen participants completed the online 

survey. Family members/caregivers felt comfortable using the 

application indicating that they could quickly learn to use the 

application and would not need the support of a technical 

person. Older adults, however, indicated it would be difficult 

to learn to use the application, and had trouble identifying its 

utility. A key for older adults provided information on how 

the data collected could be utilized by their family members, 

physicians, or caregivers. 

Conclusion 

The evaluation of our application with stakeholders 

highlighted significant differences between how family 

members/ caregivers perceived of the application compared to 

older adults. Though family members found the application 

easy to learn and identified value in having the information 

available to monitor older adult wellness, older adults did not 

share this same view. Instead, they found the visualization 

complex and difficult to learn; partially confounded by an 

unclear sense of how the information could be used. This lack 

of perceived usability can be a significant barrier to 

engagement. 
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Abstract 

Evaluating the correctness of medical software usage is 

critically important in healthcare system management. Turf[1] 

is a software that can effectively collect interactions between 

user and computer. In this paper, we propose an algorithm to 

compare the recorded human-computer interaction events 

with a predefined path. Based on the pass/fail results, 

statistical analysis methods are proposed for two 

applications: to identify training effects and to compare 

products of the same functionality. 

Keywords: 

Human-Computer Interaction, TURF, Usability 

Introduction 

National Institute of Standards and Technology has published 

guidance to improve the usability of Electronic Health 

Records (EHR)[2], but practical software tools to archive this 

goal are still in the preliminary stage. Our work here was 

intended to provide practitioners a module of functions within 

TURF (task, user, representation and function), a software 

aiming to measure usability objectively. The current version 

of TURF can record user interaction such as mouse clicks and 

keyboard typing. The complexity of the medical applications, 

including EHR, usually demands a series of tasks to be 

completed in a pre-specified way. We defined a path as a 

sequence of human-computer interaction steps taking place in 

order while each step can contain possibly unordered events. 

An automated algorithm comparing the recorded events with a 

predefined standard or alternative path was needed. It saves 

the burden for human to watch the operation process and 

decide whether a user completes a task successfully or not. To 

analyze the results, we devised appropriate statistical methods. 

Materials and Methods 

Raw data were processed as following: keyboard strokes were 

grouped into strings, mouse clicks were associated with a 

widget (or window/module), and all events were indexed by 

their event types, element contents and attributes. Then an 

experiment runner could define a standard path in the 

following way: (1) Put several tokens into group in which 

order may or may not matter; (2) Insert, remove or adjust the 

order of steps/groups; and (3) Specify mandatory steps.We 

described the algorithm to compare the recorded path from a 

user with the standard path. To ensure the robustness of the 

algorithm, we dichotomized the steps into “mandatory” and 

“non-mandatory”. The events within the mandatory steps have 

to take place in order and the events within the non-mandatory 

steps can take place without the requirement on ordering. For 

the non-mandatory steps, some missing events can be 

tolerated. Formally, a user failed if the order of steps did not 

match the standard path, or any mandatory step was missed. 

Consider two application senarios: the first could quantify 

how much a training session improved the average rate of 

correctly operating the software. To make more accurate 

inference, bootstrap [3] is used to estimate the variance of the 

log odds ratio estimator. The second scenario is to compare 

two EHRs that serve the same purpose but operate on two 

different platforms. A typical setting is one in which groups of 

users are randomly assigned to product A product B and then 

the Generalized Linear Model is applied [4]. We adjusted for 

other covariates using the collected demographic information.  

Results 

We converted system events data into a readable series of 

steps. A binary indicator (“pass” or “fail”) to the end user was 

produced for the task. For users who failed the test, we 

highlighted the problematic area for their future improvement 

as well as the percentage of completing the task. Finally, an 

estimate of training effects or the difference of products could 

be given, as well as the uncertainty and statistical significance.  

Conclusion 

The automated evaluation algorithm we proposed makes large 

scale usability tests accessible to TURF users. Our in house 

statistical functions can quantify the training effects and 

product differences. The contribution we wish to make is 

offering the usability improvement community a ready-to-use 

software, rather than developing a new theory. 
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Abstract 

To improve UX of EMR/EHR, the screen design principles for 

the visualization are required. Through the study of common 

attributes of medical records, we present four principles and 

show three screen designs by applying them. 

Keywords: 

Information visualization, UX, electronic medical records. 

Introduction 

Improving User Experience (UX) of EMR/EHR is important 

for the performance and safety of the medicine. The 

visualization of medical records is a pivotal problem for the 

implementation [1], and it should be improved by the 

establishment of principles based on information 

visualization. We discuss the screen design principles for 

visualizing medical records and their practical use. 

Methods 

Information visualization is based on the common attributes of 

data [2][3][4]. What are them in medical records? Each 

medical record has the patient whom it is about. If it loses its 

patient attribute, it is not clinically useful. Time is 

fundamental for medical care, and all medical records have 

their own time attribute. Types of medical records constitute 

the hierarchical structure in toto. First hierarchy of types is 

most efficient for categorizing all records. We name it primary 

type which is a comon attribute of medical records.  

How useful these common attributes are for the screen 

design? To avoid confusing patients, multiple patients should 

not display simultaneously. In information visualization, 

medical records are categorized into temporal data which are 

frequently visualized by time-series as it is usually most 

efficient [2][3]. The hierarchical structure is visualized by the 

tree which needs two dimensions for visualization and is 

difficult to coexist with time-series on screen. It is not suitable 

that medical records are visualized by the whole types of 

them. But primary type is not hierarchical and can combine 

with time-series. 

Also, information visualization can be achieved by 

transforming and abstracting data [4]. Thus detailed medical 

data should be shown by other views such as popups. 

Results 

From the above discussion, we propose following screen 

design principles for visualizing medical records. First, one 

view should contain single patient’s data. Second, data should 

be deployed in time-series. Third, data should be categorized 

by primary type. Fourth, data should be abstracted for 

overview and details should be given on-demand. 

By applying these principles, at least three screen designs are 

plausible (see Figure1). Design1: Data are arranged in the 

time-series and labeled by primary type. Design2: Data are 

arranged in matrix that has two axis: time-series and primary 

type. Design3: Data are arranged in the time-series, and 

selecting one of the points of time-series, data at the selected 

point of time are shown as popup which is categorized by 

primary type. 

 

Figure1 – Three screen designs 

Conclusion 

The discussion clearly tells that medical records have the 

common structure for visualization. This fact gives us 

expectation for the universal UX of EMR/EHR. To prove the 

assumption, it is necessary to apply above mentioned designs 

to existing EMR/EHR and evaluate the feasibility of the 

information visualizations. 
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Abstract 

User-centered design is mentioned by Norman as “the need 

for a design that uses the natural properties of the individuals, 

exploiting the relationships and constraints and focusing on 

the needs and interests of the user, in order to make the final 

products usable and understandable”. This is also important 

in health developments. The objective of this paper is to 

search and analyze articles in the healthcare field where user-

centered design principles have been applied. We describe 

findings in this topic from articles published between January 

1995 and September 2014. 

Keywords:  

User center design, electronic health  record, Health 

information systems, Usability. 

Introduction 

The concept of user-centered design (UCD) has become 

popular in recent years due to the importance and impact that 

its application has had on creating more usable products.  

UCD is about the need for a design that uses the natural 

properties of the individuals, exploiting the relationships and 

constraints, and focusing on the needs and interests of the 

user, in order to make the final products usable and 

understandable. The difficulty and complexity in the design of 

software tools for the health field has generated the need for 

specially trained teams to handle the particular domain. The 

objective of this paper is to search and analyze articles in the 

healthcare field where user-centered design principles have 

been applied. 

Materials and Methods 

Pubmed, Lilacs, and ACM Digital Library were used. 

Inclusion criteria: Publications that reviewed the domain 

related to health applications and that referred to pieces of 

software. Also, if human, social, and behavioral principles 

were taken into account in designing the user interface. 

Exclusion criteria: Domain not related to health care, 

development of hardware that does not include software 

development, and no description in the article of the process 

and the techniques used. Search strategy: We decided to use 

truncation strategies. The search – whenever possible – was 

performed using the term “user center* + design”. In instances 

where it was not possible to use truncation strategies, we 

performed the search using key phrases (“User center design” 

/ “user centered design”). Search was conducted for 

publications in PubMed, Lilacs, and ACM Digital Library. 

We established a time frame for articles published between 

January 1995 and September 2014. 

Results 

 

Figure 1: Flowchart with items founded. 

For more detailed in the artiles analyzed see Annex 1. 

Conclusion 

UCD can increase the adoption and efficient use of IT tools in 

the field of health, reducing support, development, and 

maintenance cost, and ultimately increase user satisfaction and 

patient safety. 
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Abstract 

Consumer eHealth products are often used by people in their 

own homes or other settings without dedicated clinical 

supervision, and often with minimal training and limited 

support – much as eCommerce and eGovernment applications 

are currently deployed.  Internet based self-care systems have 

been advocated for over a decade as a way to reduce costs 

and allow more convenient care, and – because of the 

expectation that they will be used to reduced health cost –, by 

increasing self-care and avoiding hospitalization. 

However, the history of consumer eHealth interventions is 

mixed, with many unsuccessful implementations. Many 

consumer eHealth products will form part of a broader 

complex intervention, with many possible benefits and effects 

on both individuals and society.  

This poster describes a model of consumer eHealth 

assessment based on multiple methods of usability evaluation 

at different stages in the design and fielding of eHealth 

systems. We argue that different methods of usability 

evaluation are able to give valuable insights into the likely 

effects of an intervention in a way that is congruent with 

software development processes. 

Keywords: 

Consumer eHealth; Usability; Evaluation 

Introduction 

This paper argues that usability evaluation – in particular, 

observation based approaches that include investigation of the 

goals and characteristics of the users, and their responses to 

the intervention, along with the socio-technical aspects of the 

application – can form part of a structured trial and 

development approach. Frameworks for complex 

interventions to improve health have been defined previously. 

Complex clinical interventions may include software artefacts 

along with system redesign and behavioral change elements. 

Multiple methods of usability evaluation have been shown to 

be effective in detecting usability issues that arise in eHealth 

applications. Moreover, usability evaluation before, during, 

and after implementation of eHealth systems has been shown 

to be important and useful. The usability of so-called 

“consumer” health products is particularly important. 

Consumer products are often used by people in their own 

homes or other settings without dedicated clinical supervision. 

The use of phases in usability evaluation, just as with 

pharmaceutical development, emphasises the use of low-cost 

evaluation methods at early stages, often reducing the number 

of candidate interventions drastically. 

Materials and Methods 

TABLE 1: SEQUENCING OF ACTIVITY 

Stage 

Domains 

Pharma [19] Complex Inter-

vention[1] 

Usability  

Pre-

clinical 

Animal testing Theory Requirement 

gathering 

Phase I Toxicity testing Modelling Pre-artefact 

testing.  

Phase 

II 

Efficacy testing Exploratory In vitro  

Phase 

III 

Comparison with 

existing treatment 

Definitive Ran-

domized Con-

trolled trial 

In vivo Exper-

iments 

Phase 

IV 

Post- Licensing -   Long term 

Implementation 

Benefits  Rede-

sign 

A phased evaluation model should allow the early 

abandonment of unsuccessful designs, and the refinement of 

early designs before they enter the next phase. Table 1 

demonstrates the analogous phases of pharmaceutical trials, 

complex interventions, and usability evaluation. Table 2 

illustrates the corresponding usability activities during these 

phases. 

TABLE 2 

Stage 

Usability activity 

Evaluation tech-

niques 

Expected out-

come 

Usability task 

Preclinical Interviews, obser-

vation 

Types of users, 

Goals, tasks 

Requirement 

gathering 

Phase I Lo-fi prototyping, 

Heuristics 

Interface design Pre-artefact 

testing.  

Phase II Usability experi-

ments 

Task comple-

tion 

In vitro  

Phase III Experiments and 

ethnographic 

approaches 

Practical issues In vivo Exper-

iments 

Phase IV Surveys, feedback Usefulness, 

effectiveness 

Benefits, 

Redesign 

Results 

We are currently evaluating these approaches in the context of 

internet- and mobile-based approaches for reduction of 

intimate partner violence. 
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Abstract 

The University of Missouri’s population health management 

pilot employs 22 Nurse Care Managers (NCM) to manage 

medical casework for approximately 10,000 patients. We 

studied the NCMs’ documentation system to identify 

interruptions to their clinical workflow, and identify missing 

functionality. We used an interview script and Morae software 

to observe and record five NCMs at work, measuring time on 

task, click counts, and task completion. We also documented 

quantitative and qualitative responses to a directed interview. 

All tasks were completed satisfactorily, with completion times 

of 443±275 seconds and click counts of 58±23. Surveys on a 

scale of 1 (worst) to 5 (best) scored “ease of use” at 3.4±1.1, 

“integration of functions” at 3.0±1.2, and “ease of learning” 

at 2.6±1.5. Overall, the system is functional and reliable but 

could be improved to support workflow.  

Keywords:  

Nursing Informatics; Computer Systems Evaluation; Managed 

Care. 

Introduction 

The University of Missouri’s population health management 

pilot employs 22 Nurse Care Managers (NCM) to manage 

medical casework for approximately 10,000 patients. Halfway 

through the three-year pilot project, questions had begun to 

arise about the usability of the NCM documentation system. 

We conducted formal usability testing in order to identify 

specific workflow impediments and identify missing 

functionality. 

Methods 

We observed six Nurse Care Managers at their work and used 

Morae usability testing software to record their keystrokes, 

mouse movements, and mouse clicks. We also used an 

interview script to gather qualitative results, and five of the 

volunteers completed a three-item questionnaire after the test. 

Results 

Time on task and clicks needed 

Statistic Time (sec)  Clicks 

Minimum 180 25 

Maximum 920 108 

Mean 443 58 

Standard Deviation 275 23 

 

 

Survey results (from 1=worst to 5=best) 

Statistic 

 

Q1 (ease  

of use) 

Q2 (integration  

of functions)  

Q3 (ease  

of learning) 

Minimum 2 2 1 

Maximum 5 5 5 

Mean 3.4 3.0 2.6 

Std. Dev. 1.1 1.2 1.5 

Conclusion 

Overall, the LIGHT^2 NCM Documentation system was 

functional and reliable, but we found these specific problems: 

• Organization: the screen order often didn’t reflect the 

variation in clinical encounters.  

• Functionality: needed functions were present, but users 

had to exit the system to view related records. 

• Usefulness: the users didn’t find the system to be 

clinically useful, but saw this is a consequence of its 

purpose rather than a design flaw. 

We can also make these general recommendations, which may 

be generalizable to other population-management system 

documentation systems: 

1. Consult system users on content organization, size of 

fields, and order of screens.  

2. Allow flexibility in re-ordering screens when appropriate. 

3. Link the nursing documentation system to the related 

electronic medical record without exiting and re-entering. 

4. Enable notes to be labeled, dated, and searched. 

5. Improve performance to decrease the initial load time. 

6. Add auto-correction or spell-check to text-entry fields.  
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Abstract 

Nowadays, we are living in an interdependent and 

interconnected world during an age that is driven by 

technological progress. It has extraordinary potential to 

improve the quality of later life: creating social networks to 

tackle isolation and loneliness; transforming services to help 

people live independently at home for longer; empowering 

consumers; and enabling civil participation. In light of this, 

this poster aims to present the development process of a 

digital booklet for mobile devices – smartphones and tablets 

that illustrate the benefits of doing physical exercises for older 

adults aiming to improve life quality and minimizing digital 

exclusion. 

Keywords: 

Older Adults; Physical Exercises; Digital Inclusion. 

Introduction 

The main barrier of using computers and the internet among 

older people appears to be a lack of understanding and 

confidence with ‘how it works’. People struggle to 

comprehend how to use the actual equipment and require 

explanation as to ‘what to press and when’ [1].  

The benefits of physical activity practice are not restricted to 

physical-functional and mental field of individuals, but also to  

social, improving functional performance, maintaining and 

promoting the independence and autonomy of the older 

people. Especially among the elderly, it has been found that 

physical activity decreases the risk of institutionalization and 

the use of health services and medications [2]. 

Despite a low level of understanding about how information 

and communications technology (ICT) can be used, 

knowledge of its potential benefits is surprisingly high in older 

people population. From this perspective, this poster presents 

a project about the development of a digital booklet that will 

be used to allow older people technological initiation and 

digital inclusion approaching information about the gains of 

physical exercise. 

Materials and Methods 

All methodological actions were planned for integration with 

extension activities to academic proposals and involved a 

group of students (undergraduate and posgraduate).   

1. Literature review: for understanding the state and progress 

of current literature on older people health and well being by 

organizing, integrating, and evaluating previously published 

books and articles, specially from Brazilian Ministry of 

Health. 

2. Practical habilities: visits were made to the older people 

group who practice physical activities under Professor 

Carmelo Pina’s supervision. The group consisted of about 50 

elderly women, 60 to 90 years, who are under regular medical 

supervision. The main goal of this phase was to integrate the 

theoretiical versus practical concepts. All the students attended 

the activities and contributed to a technical report. 

3. Questionnaire application: the questionnaire was applied 

to a group of 30 elderly women. The main results were: (i) 

average age: 68,7; (ii) previously read booklets (26); (iii) 

information gathering location: newspapers (18), magazines 

(10), and internet (13); (iv) how difficult was it to use new 

technologies: very easy (1), easy (8), medium (9), hard (10), 

or very hard (3); (v) internet usage: daily (6), weekly (10), 

biweekly (2), monthly (1), or almost never (5); (vi) favorite 

colors: blue and red; (vii) not favorite color: black. 

4. Booklet development and testing: the process involved: (i) 

booklet content writing: after analysis of the group, we 

selected the following subjects: Mobility, Resistance, Balance 

and Motor Coordination. (ii) graphic design: using the 

questionnaires results for the definition of booklet layout; and 

(iii) user interfaces and application engine: development of the 

digital booklet through web technologies (HTML5). 

Partial Results and Ongoing Work 

The use of mobile technologies universalizes and stimulates 

people's access to health practices. In this case, the elderly 

population for which it is to exercise more, greatly improving 

their quality of life. Thus, through the application of 

educational, older people will be presented with the 

opportunity to: (i) review concepts and fundamentals of 

situations and teaching and learning conditions, inserting them 

and acclimatizing them in the current and future reality of the 

elderly; and (ii) work the social, psychological, and health 

(physical and mental) of the elderly. 
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Abstract 

In a world with rising focus on the use of eHealth, the match 

between the competences of the individual and the demands of 

eHealth systems becomes increasingly important, thus making 

assessment of eHealth literacy as a measure of user 

competences a vital element.  

We propose the eHealth Literacy Assessment toolkit, eHLA, 

evaluating the user by seven scales: computer familiarity, 

confidence, incentive and performance as well as functional 

health literacy, health literacy self-assessment and health 

literacy performance, as a first step toward development of  

technology that accommodates the literacy level of the user. 

Keywords:  

Self-Assessment; Ehealth; Telemedicine; Computer Literacy; 

Health Literacy; Information Literacy; Patient Participation. 

Introduction 

Digital health services have become an integrated part of 

modern healthcare, exposing a growing range of individuals to 

the challenges of using and benefitting from such systems.  

For eHealth to be valuable, it is imperative to look at the 

match between the abilities of the intended user and the skills 

needed for relevant use of the technology. If a mismatch is to 

be met, an assessment of user competences, as embraced by 

the concept of eHealth literacy, must be made. The objective 

of this project was to develop an assessment tool for this 

purpose. Health literacy is described as the ability to manage 

health information in order to maintain and promote good 

health [1], and eHealth literacy expands the term to include 

the digital aspect of  seeking, finding, understanding, 

appriasing and applying health information [1]. The Lily 

Model of eHealth literacy as proposed by Norman and Skinner 

in 2006 [1] defines the concept by six sub-literacies: 

traditional, information, media, health, computer and scientific 

literacy, together providing a frame for describing many of the 

aspects of competences needed. Since this model, the way we 

use digital services has changed, and communication, 

collaboration and content generation takes a larger part. The 

model of eHealth Literacy by Norgaard [2] is created through 

a grounded approach taking in both the user and the system 

perspective. Five out of seven domains hold the view of the 

user; including knowlegde about one’s own health, ability to 

interact with information and with technology, drive to engage 

with technology and feeling in control and secure when using 

technology.  

Methods 

The foundation of eHLA is an appraisal of predominant 

methods of assessing health literacy and digital literacy, and 

the aspects evaluated. eHLA originates from a toolkit used by 

Knudsen et Vang [3] for eHealth literacy and usability 

assessment of COPD patients, and was expanded to map up to  

the Lily model and the Norgaard model, as frameworks of 

eHealth literacy. The iterative development process included 

workshops, cognitive interviews and a small scale pilot test of 

the toolkit.  

Results 

The seven tools included in eHLA, as seen in Table 1, take 

care to evaluate self-assessed competences, drive for 

engagement and comfort, as well as performance, thus 

sculpting the toolkit around the two models. 

Table 1 – Tools included in eHLA 

The 7 eHLA tools 

Digital literacy tools  

    Computer Familiarity   

    Computer Confidence 

    Computer Incentive  

    Computer Performance  

Health literacy tools  

    Functional Health Literacy  

    Health literacy Self-assessment 

    Health Literacy Performance  

Conclusion 

The eHLA toolkit showed promising preliminary results for 

all but one tool, Computer Performance, making it ready for 

further testing and adjustment, which is now underway.  

eHLA and eHealth literacy assessment will enhance the 

knowledge of user abilities, thereby aiding digital health 

services in being applicable and beneficial to all patients, thus 

contributing to the bridging of the social divide in health. 
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Abstract 

Knowing what the conversation on Twitter regarding type 1 

diabetes (T1D) is about can help in understanding the kind of 

information relevant to the individuals affected by the disease. 

The profile of Twitter users posting on T1D was collected and 

classified. The number of re-tweets was also registered. The 

tweets posted by non-governmental organizations (NGOs), 

communication media, and individuals affected by T1D had 

higher number of potential readers. More than a half of the 

tweets were posted by individuals affected by T1D, and their 

tweets were the most re-tweeted. The next most active users 

were NGOs and healthcare professionals. However, while 

tweets soliciting for research funds posted by the NGOs were 

the next most re-tweeted messages, tweets posted by 

healthcare professionals were the least re-tweeted. Twitter 

could be used more actively by healthcare professionals to 

disseminate correct information about T1D. 

Keywords: 

Type 1 Diabetes Mellitus; Social Media; Twitter Messaging. 

Introduction 

Prevalence studies estimate around 500,000 children aged 

under 15 years have type 1 diabetes (T1D) worldwide [1]. 

These children and their parents might be looking for 

information on the disease online, especially on social media, 

since it has become one of the first sources of information 

about health [2]. As other diseases, T1D is one of the widely 

discussed topics on social media.  

The aim of this study is to describe the profile of Twitter users 

posting about T1D, and the potential relevance of the tweets, 

based on the number of re-tweets and followers.  

Materials and Methods 

In December 2014, we searched Twitter to sample in total 300 

random tweets containing the hashtags #type1diabetes, #t1d, 

or #type1. Information regarding the tweets emitters, as well 

as the number of re-tweets were collected. The tweet emitters 

were classified into six categories: individuals affected by 

T1D (either patients or parents of children with T1D); 

healthcare professionals; non-governmental organizations 

(NGOs); information websites; journalists or communication 

media; and private companies. 

Results 

The 300 downloaded tweets on T1D were potentially read by 

549,676 readers, according to the number of followers of the 

emitters at the moment the tweets were posted. Tweets posted 

by NGOs, communication media and individuals affected by 

T1D had higher number of potential readers: 210,086; 

122,232; and 90,084 respectively. 

Most of the tweets from individuals affected by T1D were 

personal experiences or reccomendations; while tweets from 

NGO solicited funds for research. Details on the number of 

tweets per type of emitter, as well as the frequency of re-

tweeted messages are summarized in Table 1.  

Table 1 – Tweets and re-tweets by user profile 

Tweet emitter nature 

Tweets on 

T1D Re-tweets 

Individuals affected by T1D 160 (53.3%) 241 (47.8%)

Non-governmental organizations 37 (12.3%) 139 (27.6%)

Healthcare professionals 36 (12.0%) 14 (2.8%) 

Private companies 32 (10.7%) 46 (9.1%) 

Communication media 19 (6.3%) 36 (7.1%) 

Information site 16 (5.3%) 28 (5.6%) 

TOTAL 300 (100%) 504 (100%)

Conclusion 

Individuals affected by T1D are the main group of Twitter 

users posting about the disease. The personal experiences and 

reccommendations shared by individuals affected by T1D 

seems to be the most interesting topic for other Twitter users. 
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Abstract 

Consumer Health Informatics (ConsHI) involves patients in 

health care through ICT, with Low and Middle Income 

Countries recently entering the field. Compelling successes 

and complete failures call for the identification of success 

factors. Of 1092 automatically retrieved articles, 85 were 

classified as ConsHI. Their service characteristics and the 

economic and societal factors of the countries of origin were 

classified. Descriptive statistics were applied in the search for 

clusters of features that together appear as driving factors. 

Most factors (financial endowment, number of languages 

spoken etc) showed no or paradoxical effects. Societal maturi-

ty and low population density appear as enabling factors.  

Keywords: 

Consumer Health Informatics, Low and Middle Income Countries 

Introduction 

ConsHI offers preventive or medical services through ICT and 

patient empowerment, driven by the shortage of clinical work-

force, opportunities to reach underserved populations at dis-

tant locations and the benefits of patient buy in. In a 2014 in-

vestigation [1] we looked at the expectations for ConsHI in 

Low and Middle Income Countries (LMIC). Drawing on 

paradigmatic examples, we suggested project-internal and 

environmental success factors. [1] pointed to tentative factors 

now addressed more broadly.  

Material and Methods 

PubMed articles were searched with a “Core” process as in [1] 

for SMS, cell phone, etc. and then manually sifted. For active 

countries with >= 1 confirmed finds, we added a “Ceiling” 

search with advanced tech terms Internet, smart phone, etc. 

and checked the sifted finds for features (medical problem, 

service type). Active countries’ features were taken from the 

World Bank web site. A 5-tier classification of the 125 poorest 

countries (per capita Gross Domestic Product, pcGDP) was 

applied as in [1] (tier 1 = poorest). In tier analysis, hypotheses 

for low activity in tiers 3/4 were tested. Next, correlations 

between numbers of articles and country features were calcu-

lated using ranks (r) for clearly non-Gaussian features.  

Results 

Of 1092 retrieved articles, 85 were considered ConsHI in Core 

or Ceiling. 31 from India and China are excluded in Table 1b 

due to their huge populations’ distorting effects, leaving 24 

countries. A paradox from [1] of lowest activity in tiers 3 and 

4 is confirmed for Core (Table 1a). Adding Ceiling makes 3 

the single lowest. 7 countries in tiers 3/4 are one of the 15 for-

mer USSR republics. Table 1b shows the strongest correlat-

ions with article numbers in PubMed (subsequently: Activity). 

The negative correlations insinuate that low geographical 

latitude and low population density are enabling factors.  

Table 1a – Activity by tier        Table 1b – Activity vs feature 

Tier Core Ceiling Country Feature Corr. Coeff.

5 16 2 Distance to equator -0.36 

4 9 13 Internet users (r) 0.36 

3 5 0 Female literacy 0.30 

2 25 1 Population density -0.27 

1 11 3 Languages 0.26 

Table 2a – Service types          Table 2b – Medical problems 

Service type Core Ceiling Condition # Art.

Prevention 21 2 HIV 28

Therapy 17 12 Mental disorder 11

Follow up 11 0 Bacteria/Parasites 9

Education 4 8 Diabetes mellitus 2 9

Prevention ranges from dental hygene to safe sex. Many thera-

pies are drug reminders. Depression and suicide lead the Men-

tal list. Richer media in Ceiling benefit Education (Table 2).  

Discussion 

The small sample size limits the validity of conclusions and 

the results resist easy explanations. Closeness to the equator 

and thus attracting development aid suggests itself. More 

widely, if money helps, International investment or Increase in 

pcGDP should correlate with Activity. Number of cell phones 

should also correlate, but neither does. Internet usage, Female 

literacy and Tourism suggest a societal maturity “Gestalt”. 

Low population density fosters services that cover distances. 

Method as in [2] may substantiate such claims.  

Conclusion 

The lack of common success factors found here supports the 

service-to-context fit proclaimed in [1] as prevailing factor. 
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Abstract 

Adequate cardiopulmonary resuscitation (CPR) skill is 

essential in improving survival rate of sudden cardiac arrest 

(SCA). However, the skill deteriorates rapidly following CPR 

training. We developed a computer game by using 3-

Dimensional virtual technology (3-D CPR game) for 

laypersons in the purpose to improve skill retention. As the 

testing phase, a randomized control trial, in which we 

recruited 97 freshman medical students who had no prior 

CPR training experience, was used to test its effect on 3-

month CPR Skill retention. The usability of the game was also 

tested using a 33 item questionnaire rated with 5-point Likert 

scale. Three months after the initial CPR training, the 

retention rate of CPR skill in the game group was significantly 

higher compared with the control (p<0.05) and the average 

score on 4 dimensions of usability were 3.99-4.05. Overall, 

using 3-D CPR game in improving CPR skill retention is 

feasible and effective.  

Keywords: 

CPR; 3-D computer game; skill retention; Cardiac arrest 

Introduction 

SCAs are usually occurred in out-of-hospital settings 

(OHCA). Bystander CPR is an effective way of improving the 

outcome of OHCA. However, the survival rate depends on the 

quality of bystander’s CPR skill which could deteriorate 

quickly even at 2 weeks after training 
[1]

. Although our previ-

ous study showed that remote supervised reinforcement of 

CPR skills by telephone could improve CPR skill retention, 

adherence was poor. Because game can provide a learning-by-

playing environment and motivate trainees, we designed a 3-D 

CPR game for laypersons to refresh CPR skills and improve 

skill retention. This pilot study was to test the effect and the 

usability of the game by recruiting freshman medical students 

who had no prior CPR training experience, therefore provide 

evidence for further usage of CPR game in improving skill 

retention among a larger population of laypersons. 

Materials and Methods 

3-Dimensional virtual technology and real-world scenario 

were used to develop a CPR computer game. After repeated 

modification and trial use, freshman medical students who had 

no prior CPR training experience were recruited and randomly 

assigned into game or control group using sealed envelopes if 

they pass the test after AHA basic life support Heartsaver 

course. Subjects in the game group were instructed to play the 

game to approach a victim and provide resuscitation according 

to the CPR skill they learned, while control group were told to 

refresh their skills frequently. Three months (±2 weeks) fol-

lowing the CPR training, all the subjects who had passed the 

initial examination were invited to return for re-examination 

on Resusci Anne manikins which can printout data on volume 

of ventilation, rate and depth of compression, and compression 

site. The usability of the game was also evaluated on a 5-point 

Likert scale questionnaire, which was developed according to 

Technology Acceptance Model of Davis, F. D. (1989). The 

content validity for the total scale was 0.95 and the Cronbach's 

alpha was 0.98. 

Results 

The interfaces of the final CPR game are shown in Figure.1. 

There are two avatars (one SCA victim and one rescuer). The 

player can control the rescuer avatar by computer mouse and 

keyboard to act as a rescuer to perform CPR as learned during 

the CPR training course.  

During the testing phase, 97 subjects were recruited and fin-

ished the study. The 3-month retention rates of overall per-

formance, compression depth, airway opening, and ventilation 

volume were higher in the game group compared to the con-

trol (p<0.05). The average score on 4 dimensions of usability 

scale for this game were 3.99-4.05. 

�

Figure.1  - Resuscitation game interfaces 

Conclusion 

Using 3-D CPR game in improving CPR skill retention is fea-

sible and effective among freshman medical students who had 

no prior CPR training experience, and the effect for laypersons 

needs to be further investigated in a wider range of population. 
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Abstract 

The residents of several cities and villages in Bangladesh 

underwent e-health checkups. The distribution of Hb 

increased from the first hemoglobin (Hb) measurement to the 

second, and some women recovered from severe anemia. A 

strong effect was observed in subjects who were prescribed 

iron supplements. The mean blood pressure improved after 

the first health examination, and the blood sugar level 

increased. In countries with shortages of health practitioners 

and health care providers, e-health examinations and 

instructions may be useful interventions because they make 

people health conscious and improve their health status. 

Keywords: 

Preventive medicine; E-health; Health examination; 

Hemoglobin (Hb); Women; Developing countries 

Introduction 

In developing countries, low hemoglobin (Hb) suggests 

inferior health and nutritional status and indicates risks for 

increased maternal and child mortality. If Hb information is 

provided it may help prevent disease development and death. 

In this study we checked Hb level as part of a general health 

examination in Bangladesh. The objective of this study was to 

assess the effect of the health examination and the subsequent 

health instructions on Hb levels in women. 

Methods 

E-health checkups were provided for the residents of Dhaka, 

five villages, and employees in several factories/offices in 

Bangladesh during 2012 and 2013. Individual health 

measurements were recorded automatically and diagnosed 

based on international diagnostic standards. Tele-consultation 

and tele-prescription were provided [1]. 

The first checkup at several venues of six cities in 2013 

included 10,575 subjects (5,043 women, 48%). The study 

subjects were the 1,205 women who had abnormal Hb levels 

at their first checkups. Two months later, a second checkup 

was conducted in five cities and some venues, and 348 women 

returned. 

Results 

The mean baseline Hb of the returning group (n = 348) was 

10.8 ± 1.7 g/dL and it did not differ significantly from that in 

women seen only at the first visit (n = 857, 11.0 g/dL). The 

mean Hb at the second checkup among the returning group 

increased to 11.5 ± 1.3 g/dL (Figure 1). Blood pressure 

decreased by 4–5 mmHg. Body mass index (BMI) did not 

differ significantly between checkups, and blood sugar 

increased significantly when comapred with the first visit. 

To confirm the effect of health instructions following the first 

checkup, several interventions were assessed, including 

suggested prescription drugs, prescribed iron (Fe) 

supplements, dietary instructions, and referrals to specialists. 

The standardized partial regression coefficient adjusted for 

age, job, and place of checkup showed that the prescription of 

Fe supplements had a significant positive effect on Hb (beta = 

0.325, p < 0.001). 

Conclusion 

Repeated health examinations and subsequent health 

instructions were useful interventions that improved Hb and 

other health indicators among women in Bangladesh.  

 

Figure 1 – Change in the distribution of measured Hb 

References 

[1] Nohara Y, Kai E, Ghosh PP, Islam R, Ahmed A, et al. 

Health Checkup and Telemedical Intervention Program for 

Preventive Medicine in Developing Countries: 

Verification Study. J Med Internet Res 2015: 17(1);e2. 

Address for correspondence: 

CollaboII-122, 3-1-1 Maidashi, Higashi-ku Fukuoka 812-8582, 

Japan. makorin@med.kyushu-u.ac.jp 

MEDINFO 2015: eHealth-enabled Health
I.N. Sarkar et al. (Eds.)
© 2015 IMIA and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License.
doi:10.3233/978-1-61499-564-7-975

975



Cardiac auscultation simulator embedded in virtual learning environment to support 

medical teaching 

Isaias Oliveiraª, Zilma Silveira N Reisª, Marilene M Araújo

b

, Claudia Maria V Freire

b

 

a 

School of Medicine, Universidade Federal de Minas Gerais, Belo Horizonte, Brazil 

ª Prenatal care service for cardiac diseases, Hospital das Clínicas, Universidade Federal de Minas Gerais, Belo Horizonte, Brazil 

 

Abstract 

Heart auscultation remains as an important clinical tool in 

heart disease diagnostics. A prototype was developed, using 

an existing database of clinical and cardiac sounds of 

pregnant women [1]. The context for virtual learning is 

cardiac disease during pregnancy (Partum and Post Partum 

situations). Based on real histories, cardiac sounds, and 

complementary exams, this pilot presents the most frequent 

diagnosis of cardiac diseases during pregnancy. 

Keywords:  

Heart Auscultation; Digital Stethoscope; Cardiovascular 

Pregnancy Complications; Medical Informatics, Teaching 

Materials. 

Introduction 

Heart auscultation is a highly important clinical tool in 

diagnosing hearts diseases [2]. However, this detection is still 

a challenge for professionals who work directly in prenatal 

health care. It is estimated that most internal medicine and 

family practice physicians are not able to recognize common 

heart sounds and murmurs that could be diagnosed using a 

stethoscope [3].  

This study presents a cardiac auscultation simulator using 

virtual learning environment.  

Methods 

The simulator was projected to support teaching of cardiac 

auscultation. The institution’s Ethics Committee approved the 

study, and all volunteers signed a letter of consent. 

From the methodological approach of problem-based learning, 

real clinical patients are the starting point. The purpose is 

intended to cause the student to be challenged, and therefore 

active in the learning process, encouraging them to study the 

desired content. The interface was developed to be intuitive 

and self-explanatory, with minimal adaptation time.  

Results 

The system model has a main screen with a female thorax 

(Figure 1), data collection, and an interactive area interface. 

Heart sounds sequence took place in the classic areas of 

auscultation. 

While listening to the audio, the student can choose to view 

patient data. The challenge for students is to reach the true 

diagnosis of a cardiac disease, choosing from a list of four 

options.  

Discussion/Conclusion 

Simulation environments can contribute by allowing repetitive 

and individualized oriented training in support of learning in 

real scenarios [4]. 

In this work, we present a functional prototype system of 

learning to provide training for normal and abnormal cardiac 

auscultation.  

 

Figure 1 - Female chest and classical points of auscultation 
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Abstract 

People-centered health care seeks an active role for the patient 

while empowering all other members of the health care team. 

By promoting greater patient responsibility and optimal usage, 

patient-centered health care leads to improved health 

outcomes, quality of life and optimal value for health care 

investment. This paper reviews some definitions of people-

centered health care and various e-health approaches around 

the world used to implement this vision. The barriers and 

enablers to implementation this type of approach are explored. 

This paper provides a proposed research agenda for future 

implementations of people-centered e-health. 

Keywords:  

Person-centred health care; participatory health; health 

services research; individualized care; complex systems; 

transdisciplinary research; people-centered e-health. 

Introduction 

It has been long argued that “the largest and yet least used 

health care resource, worldwide, is the patient or prospective 

patient” [1-4]. In recent years, technology has helped to 

provide patients a greater voice in how health care is accessed 

and delivered. People-Centered Health Care medicine [5] is a 

model of medical care in which the active role of the patient is 

emphasized. The overall vision for people-centered health care 

is one in which individuals, families, and communities can 

participate in trusted health systems that respond to their needs 

in humane and holistic ways. People-centered health care is an 

umbrella term that better encapsulates the foremost 

consideration of the patient across all levels of health systems. 

The definition of people-centered health care has shifted over 

the years, and the implementation has also shifted; however, 

the core values have remained the same. 

Methods 

We searched the PubMed using the search query (“people-

centered” or “patient-centered” or “people-centred” or 

“patient-centred” or “participatory medicine”) and (“patient 

empowerment” or “patient participation” or “family 

engagement” or “social justice”) in titles and abstract, 

searched the Internet with the same terms. We then reviewed 

websites and publications and summarized the objectives, 

approaches and outcomes of some of the frequently cited 

programs in the areas of patient empowerment, patient 

participation, family engagement, and social access. 

Conclusions 

People-centered health care programs [1-9] provide an 

opportunity to promote patient empowerment, patient 

participation, family engagement, and social justice. Some 

programs have shown some promising results by showing 

increasing numbers of patients using the programs but the 

evidence on outcomes is still limited. Most of the programs 

are in developed countries. Some international guidelines have 

been developed for these programs.  This paper has proposed 

some strategies for the design and implementation of 

programs in developing countries. More research is needed for 

how to design and evaluate these programs in different 

settings and cultures. Patient representatives should be part of 

product design teams, health care provider committees, and in 

government policy committees so that programs that are 

created support patient priorities. 
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Abstract 

The personal health information management (PHIM) of 

older adults is poorly understood. We describe initial results 

from the SOARING (Studying Older Adults & Researching 

Information Needs and Goals) study at the University of 

Washington, a particpatory design investigation of PHIM in 

older adults. We conducted in-depth interviews with older 

adults (n=71) living in a variety of residential settings. A 

surprising 21% of participants reported using patient portals. 

Another 17% of participants reported prior use or anticipated 

use of portals in the future. We identified preferences and 

needs as well as barriers and facilitators to portal use. Our 

findings indicate that patient portals designed to target the 

specific needs for older adults can suport PHIM. We offer 

recommendations for expanded research.  

Keywords: 

Patient portals; Older adults; Health information management.  

Introduction 

Older adults have been slow to adopt technologies such as 

patient portals for managing their personal health information 

(PHI). A patient portal is a secure website through which 

patients access information from an electronic health record. 

These technologies are largely designed without consideration 

of older adult needs and preferences. Understanding the 

barriers and uses of technology by older adults for PHIM can 

inform design imporvements. In the context of a broader 

project to investigate PHIM in older adults, we report on 

general computer use and the use of patient portals among 

older adults across different residential settings. 

Methods 

We conducted 71 in-depth interviews with older adults aged 

60 years (yrs) and recruited from adult residential centers, 

assisted living, and independent residences in King County, 

WA USA. We used purposive sampling to ensure diverse rep-

resentation of gender, socio-economic status (SES), and racial 

backgrounds. The interviews assessed participant de-

mographics, health, social networks and technology use, fol-

lowed by open-ended questions regarding PHIM practices. We 

transcribed and coded interviews for emergent themes. 

Results 

Participants described PHIM practices ranging from complex 

systems of medication tracking to discarding all but the most  

 

critical health information. Of all participants, 65% (46/71)  

reported using a computer at least 2-3 days/week, and a 

majority, 79% (56/71), reported access to the Internet. A 

portion of participants, 21% (15/71), mentioned current use of 

patient portals, while another 17% (12/71) of participants had 

previously used a portal, used a portal through a family 

member, or indicated potential future use. Current portal users 

ranged from age 61 to 93 yrs, most lived independently, and 

responses indicated middle to high SES. The majority felt 

positive about the specific portal they used, which were 

primarily versions of Epic MyChart™ (Epic Systems Corp, 

Verona, WI). Several participants mentioned a dramatic 

reduction in their health information record keeping because 

of the portal. One participant reported disconituation of the 

portal due to log-in frustrations.  

Discussion 

Despite reports of barriers to the use of PHI technologies by 

older adults, 21% of the older adult participants use patient 

portals to manage personal health information. This trend is 

encouraging for the future. However, the small number of 

participants who use portals (n=15) in this study limits our 

ability to analyze the effect of age and living situation on por-

tal adoption. Expanded research is needed to determine the 

general penetration of patient portals in this population, fac-

tors that contribute to portal use by older adults, and associa-

tions between portal use, age, and living situation.  

Conclusion 

Study findings highlight the small, but substantial, role of 

patient portals as a platform to facilitate management of PHI. 

The use of patient portals demonstrates their potential role in 

helping older adults to maintain wellness and independence. 
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Abstract 

There is an unmet need for Chinese language health materials 

in the USA. We investigated the use of machine translation 

(MT) plus human post-editing (PE) to produce Chinese 

translations of public health materials. We collected 60 

documents that had been manually translated from English to 

traditional Chinese. The English versions were translated to 

Chinese using MT and assessed for errors and time required 

to correct via PE. Results suggest poor initial translation may 

explain the lack of quality translations despite PE.  

Keywords: 

Public health informatics; natural language processing; 

machine translation, Chinese language, health promotion. 

Introduction 

Chinese is the second most common language among limited 

English proficient (LEP) individuals in the USA. LEP status 

has been associated with negative health consequences, 

including poorer health outcomes and poorer access to health 

care. Unfortunately, due to the time and costs of producing 

quality translations, very few health materials are available in 

languages other than English. Our previous research indicates 

that free online translation engines, such as Google Translate, 

can be used in conjunction with human post-editing (PE), to 

produce quality English to Spanish translation quickly and at 

low cost. To investigate the usefulness of MT in translating 

health materials for a more difficult language pair, we 

investigated the types of errors in English-to-Chinese machine 

translations, the PE time to correct them, and the quality of  

MT plus PE compared to manual translation. 

Methods 

We collected 60 health promotion documents from various 

public health websites and conducted three stages of 

experiments with them: linguistic error analysis, PE, and  

quality rating. Five native Chinese participants with health 

experience performed PE. We recorded the time taken to PE 

each document. Two bilingual public health professionals 

then independently, blindly rated a subset of 20 pairs of 

manually translated and MT-plus-PE documents to indicate 

which they preferred and why.  

Results 

The linguistic error analysis found that word sense errors were 

most common (40%), followed by word order errors (22%) 

and missing words (16%).  

PE time as measured by the mean charaters/min CPM per 

document varied from 18.5 to 79.6 CPM (SD = 0.03-38.7). 

The  mean CPM across all documents was 38.9 (SD = 9.9); 

thus, on average a post-editor can correct approximately 39 

CPMs with a variation of around 10 CPMs. There was no 

relationship between document length and post-editing time. 

PE participants rated the adequacy of the MT output at 3.6, 

suggesting that  “much” to “most” of the original meaning of 

the source text was preserved with MT. The average fluency 

was rated 3.4, which indicates a level of grammar quality 

between “non-native Chinese” and “good Chinese”. There 

were large differences in PE speed between post-editors, 

ranging from 18 to 41 CPM. 

In the blind comparison of MT plus PE and manual human 

translations, both quality raters preferred the manually 

translated document in all 20 cases. Reasons given for the 

preference were better word order, professional reading level, 

flow, word accuracy, and cultural appropriateness.  

Discussion 

Although our prior research using English to Spanish 

translation indicated that MT with PE could produce a 

translation equivalent in quality for less time and cost,  

translation from English to traditional Chinese showed that 

maintaining quality through post-editing was more 

problematic.  The final post-edited translations still contained 

errors that made the quality rater prefer manual translations. 

There are several possible reasons for this difference 

including:  differences in MT quality for this language pair; 

differences in instructions provided to post-editors; linguistic 

expertise of post-editors; engagement of post-editors; and 

subtleties of cultural appropriateness. 

Conclusion 

Despite great need, there are few health promotion materials 

available in Chinese. Our investigation of the use of MT plus 

PE to produce translations indicated that using the methods 

that worked for English-Spanish translations were not as 

effective for English-Chinese. Multiple factors, including the 

quality of the MT and the expertise of the post-editors, may 

contribute to this result. We are performing additional studies 

to determine how best to improve translation from English to 

Chinese in order to ensure quality translation at low cost.  
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Abstract 

Representation of clinical guidelines in a computer 

interpretable format is an active area of research. Various 

methods and tools have been proposed which have been 

evaluated based on different evaluation criteria. The 

evaluation results in the literature and their lessons learnt can 

be a valuable learning resource in order to redesign and 

improve the tools. Therefore, this research investigates the 

lessons learnt from the evaluation studies. Broad search in 

literature together with a purposeful snowball method were 

performed to identify the related papers that report any type of 

evaluation or comparison. We reviewed and analysed the 

lessons learnt from the evaluation results and classified them 

into 17 themes which reflect the suggestion concerns. The 

results indicate that the lessons learnt are more focused on 

tool functionalities, integration, sharing and maintenance 

domain. We provide suggestions for the area which had less 

attention.  

Keywords:  

Computer interpretable clinical guidelines; Evaluation; 

Lessons learnt. 

Introduction 

Clinical guidelines mostly are written in a free-text format 

from which it is hard to search and retrieve recommendations 

during medication in a short period of time. Several 

improvements with respect to computer interpretable clinical 

guidelines (CIGs) have been reported [1]. Some of the tools 

and methods were evaluated based on sets of criteria 

independently in order to assess the extent to which the tool 

can satisfy certain aspects [2]. As each of the evaluations and 

their results are valuable and much can be learned by 

comparing the findings, the main goal of this research was 

reviewing the results of evaluations studies and their lessons 

learnt regarding both technical and sociotechnical aspects in 

the domain of CIGs.  

Methods 

The research method was literature review in the domain of 

CIGs. We searched in the Journal of Biomedical Informatics, 

Journal of the American Medical Informatics Association, 

Methods of Information in medicine, International Journal of 

Medical Informatics, Artificial Intelligence in Medicine and 

Digital Bibliographic Library Browser to find the relevant 

papers. The search keywords were “computer interpretable 

guidelines”, “clinical guideline formal representation”, “elec-

tronic clinical guideline”, and “computerized clinical guide-

line”. In addition, a purposeful “snowball” sampling method 

enabled us to gain more relevant papers which were cited in 

the full-text of the reviewed papers.  

Results 

A total number of 27 papers identified as relevant for full-text 

review. We grouped similar results into 17 thematic 

categories. The similarities are identified based on their 

suggestions for improvement in specific domain. The 

identified themes are: user support in modelling and encoding 

process, standard terminology and data model, consistency 

checking, knowledge specification step, guideline content and 

dimensions, visual support and editor features, variation, 

ontology and semantic tagging, macros, representation on 

different level of abstraction, representation primitives, 

automatic knowledge extraction, concurrent guideline 

development and formalization, configurable component-

based modelling constructs, required skill levels, tool 

functionality, didactic and maintenance support.  

Discussion 

The results indicate that lessons learnt are more focused on 

functionalities that a tool needs to support, as well as 

integration, sharing and maintenance considerations (i.e. 

standard terminology and data model). In addition, factors that 

reduce variability and improve consistency of the encoded 

guidelines are another area of concern. We see fewer 

suggestions related to visualization support, especially 

regarding adaptation to the encoder’s skill level. Based on the 

results, visualization support with provided didactic material 

that is adapted based on user’s skills can improve usability and 

reduce variability in encoding clinical guidelines. 

Conclusion 

The results of this paper are valuable for researchers and 

designers of the tools in the domain of CIGs. To our best 

knowledge, this is the only broad literature review on the 

results and evaluation lessons in the domain of CIGs.  
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Abstract 

Cost and benefit analyses are crucial for eHealth 

interventions, especially in low and middle income countries 

(LMIC). We performed a scoping review, with goals to 

acquire an overview of cost-benefit studies and to collect 

indicators that are being used for costs and savings with 

respect to eHealth. Of all retrieved articles, 29 were included 

in our analysis and 21 contained cost/savings indicators 

which we categorized into outcome measures with respect to 

providers, patients and other stakeholders. Nearly all authors 

stated that more evidence from economic analyses by health 

economists are urgently needed and that pilot projects should 

collect cost related data for evaluation.  

Keywords: E-health; cost-benefit; efficiency; low-income 

Introduction 

Many LMIC face the challenge of providing medical care 

with limited resources. During the last decade there has been 

an increase in the use of health information technology (HIT) 

to support medical work [1]. However, if LMIC want to 

empirically decide on which eHealth application is 

worthwhile for countrywide use, they are largely dependent 

on small and scattered pilot installations, oftentimes without 

thorough evaluations. Many of the pilot studies that are being 

conducted report on the feasibility of the implemented 

systems, but analyses on impact and cost efficiency are largely 

missing [2]. Despite this clear deficit, in a setting in which 

there is insufficient funding to provide adequate medical 

staffing for basic medical care, the decision to use resources 

for IT must be well-justified. Our objective in this study 

therefore is to provide an overview on current research about 

eHealth interventions in LMIC with respect to cost-benefit 

analyses.  

Materials and Methods 

We conducted a scoping review by searching the PubMed 

database and respective reference lists. In the analysis we 

collected all direct or indirect mentioned cost and savings 

indicators. The indicators were mapped according to 

Schweitzer et al.’s outcome measures for mhealth (originally 

derived from Davalos et al. [3]) [4]. 

Results 

Our search resulted in 90 articles, of which 29 were included 

according to our inclusion criteria. Of the 29 articles, 15 were 

evaluation studies, 10 review papers, 3 lessons learned and 1 

use case. Not all analysed articles explicitely named cost and 

savings indicators. From 21 we were able to extract a total of 

50 measures. In a consensus process we removed redundant 

indicators, while renaming and merging common variables. 

This process resulted in 32 distinct cost and saving indicators. 

We then compared the collected indicators with Schweitzer et 

al.’s measures of clinical and social outcomes from patient, 

provider and stakeholder perspectives [4].  

The results show that eHealth applications primarily benefit 

healthcare providers in terms of data quality, service 

improvement and paper cost savings. Second, they benefit 

other healthcare stakeholders by improving communication,  

and reporting, and remote patient monitoring. Third, they 

benefit the patient by  reducing travel and and waiting times, 

in addition to improving diagnostic accuracy and clinical 

efficiency. 

Discussion & Conclusion 

Although the number of implementations, and consequently 

evaluations and review papers on eHealth in LMIC are 

increasing, evidence on cost-benefit, particularly from a 

patient’s perspective, is lacking.  There is an urgent need to 

perform economic analyses to effectively use the limited 

available resources in LMIC. A validated framework for 

economic analyses of eHealth interventions is still lacking. In 

order to develop suitable methodologies and validate HIT 

evaluation frameworks in the context of developing countries, 

the HIT community should join forces with economists. 
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Abstract 

Electronic prescriptions affect pharmacy workflows. In this 

study, we measure the workflow efficiency in pharmacies in 

2006 and 2012: both, in traditional workflow when electronic 

prescription was not in use, and in new direct delivery 

workflow, which is the mandated workflow model in the case 

of electronic prescriptions.   
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Introduction 

Electronic prescriptions have been widely used in Finland 

during 2012 – 2014.  A switch to electronic prescription 

changes the counter delivery in the pharmacies from a 

workflow that we call “traditional model” to a new one that 

we call “direct delivery model”.  In this research we study 

what this change means to the productivity of the Finnish 

pharmacies. 

Methods 

In the research, we measured the interaction time needed to 

take care of one prescription at the counter of retail 

pharmacies.  The process started from the customer entering at 

the counter, and ended with the handout of the medicine.  

Payment time for the medicine was not included. 

Measurements were taken at two timepoints: in years 2006 

and 2012.The year 2006 results have been reported elsewhere 

[1], and are not a topic of this presentation. The detailed 

results of the 2012 study are reported in [2]. Methodologically 

our research is quite close to traditional Taylorism. 

Results 

Detailed data on the delivery processes is in Table 1. 

Table 1. Number of prescription delivery processes analyzed 

in 2006 and 2012 

 Paper 

prescriptio

n 2006 

Paper 

prescripti

on 2012 

Electronic 

prescriptio

n 2012 

Customer sessions 123 347  162  

Number of prescrip-

tions handled 

190 573  275  

Number of packets 

delivered 

234 704  322  

 

Table 2 contains the needed times for medicine delivery.  

Table 2. Total times of delivery for different prescriptions in 

2006 and 2012 

 Paper 

prescription 

2006 

Paper 

prescription 

2012 

Electronic 

prescription 

2012 

median time 2 min 38 s  1 min 43 s  2 min 4 s  

average time 2 min 48 s  1 min 58 s  2 min 26 s  

standard devia-

tion 

1 min 34 s  57 s  1 min 17 s  

minimum time 34 s  32 s  36 s  

maximum time 12 min 40 s  6 min 22 s  9 min 15 s  

In general, medicine delivery process in pharmacies has 

improved during the timespan of 2006 – 2012, making the 

prescription handling times faster.  

Discussion 

E-prescriptions have not increased pharmacy productivity.  

Time needed to handle an electronic prescription is down by 

13% from year 2006 figures. However, the improvement in 

handling time is even better (30%) for the paper prescriptions.  

Conclusion 

In the Finnish environment, the results show that with the 

electronic prescription, the delivery time for a single 

medication over the counter was cut by 13%. In other words, 

the pharmacists are able to deliver 10 prescriptions in the same 

time that previously allowed nine prescriptions to be handled. 

This Indicates that productivity in pharmacies has grown a lot 

during the studied time period in Finnish pharmacies. 
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Abstract 

 The term definition "Smart City" still allows various interpre-

tations, and this causes some difficulty in establishing para-

meters to measure how smart the cities can be. This paper 

presents a Maturity Model that uses a set of minimum do-

mains and indicators that aim to encourage cities of different 

sizes to identify their potential and improve processes and 

public policies.  
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Introduction 

The concept of Smart Cities is still confused. Some authors 

suggest the use of scenarios related to transportation, health, 

technology, infrastructure, stability and others [1,2]. The 

purpose of this work is to present a way to measure how smart 

a city can be. In addition, to propose an incentive mechanism 

for cities to come to the ranking of the Smart Cities 

emphasizing the domain Health of these cities; and what 

indicators can be used to make this comparison between 

municipalities.  

Methods 

To create the rating for smart cities, the attention on creating 

minimum measures which may be affected by these smaller 

municipalities is needed. Therefore, this work proposes to 

create a model composed of ten areas called "Domains Basic" 

where each domain has its respective "Basic Indicator" [3]. 

Table 1 – Basic Domains and Indicators 

Basic domains  Basic Indicators 

A. Water 

B. Education 

C. Energy 

D. Governance 

E. Housing 

F. Environment 

G. Health 

H. Security 

I. Technology 

J. Transportation 

Piped water 

HDI-Education 

Access to energy 

HDI Employment 

Private residence 

Garbage collected 

HDI, ISO37120 

Homicides per 1000 

Computer at home 

Mass transit 

Results 

The model proposed in this work was called Br-SCMM   

(Brazilian Smart Cities Maturity Model). It uses the domains 

and indicators presented in results of this study to measure the 

first level on a scale from 1 to 5 to identify possible areas for 

improvement before that the following levels are adopted. The 

levels are divided into five categories that compose the word 

(SMART): Simplified, Managed, Applied, Measured and 

Transformed. All Brazilian capitals were measured using the S 

level of this model. 

Conclusion 

This work presented the domains and indicators that will be 

used to measure the capacity optimization and improvement of 

municipal resources and processes. The model (Br-SCMM) is 

being developed in partnership with three Brazilian universi-

ties and the municipalities where these institutions are located 

so that you can implement and test the following levels of this 

model. 
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Abstract 

Communication between users and technicians is crucial for 

improving Help Desk performance. The objective of this study 

is to know and understand perceptions, and needs of users and 

help desk technicians. A qualitative study based on interviews 

was performed. The emergent topics were communication, 

workload and misperceptions between end-users and 

technicians. There are false perceptions between them that 

affect their interaction and work dynamics. 

Keywords:  

Qualitative research; perceptions; service support; Health 

information system  

Introduction 

End-users of Health Information Systems (HIS) must have 

adequate support and training to ensure proper HIS use. 

Adequate support requires human and technological resources 

capable of serving, managing and solving all of the possible 

problems, and good interpersonal communication skills 

between users and technicians is needed. Support and training 

are important components of HIS implementation but 

procedures, challenges and lessons learned are under-

represented in the literature. A lack of support in complex 

scenarios like health care organizations may interrupt 

workflow causing dissatisfaction and impact in patient care. 

However, little is known about how end-users and technicians 

perceive their roles, their commitment and how they face 

communications challenges using a Help Desk (HD). The 

objective of this research is to understand end-users and 

technicians insight about their role in the support process. 

Methods 

Setting 

In 1998 the Health Informatics Department (HID) of Hospital 

Italiano de Buenos Aires (HIBA) started the development and 

implementation of an HIS. The HID has 150 members from 

different disciplines. The computational infrastructure consists 

of 4,000 personal computers and 1,500 devices (printers, 

scanners, tablets) available for almost 8,000 users. Users can 

request support using an online HD. Each request generates a 

ticket that facilitates problem tracking. When the problem is 

solved, the user receives a survey by email to give feedback 

about the support. 

 

Design  

A Qualitative study based on in-depth interviews was 

conducted between March and September of 2014. Content 

analysis was performed using Grounded Theory and NVivo 

10.  

Results 

Eighteen users (nurses, physicians, other professionals and 

administrative personnel) and fifteen HD technicians were 

interviewed. The emergent topics were: communication, 

workload (including perception of workload, priority of tasks, 

type of problem, type of end-user, feedback), and 

misperceptions between end-users and technicians. The most 

important are communication and misperceptions.  

Technicians say they need to contact the user who made the 

request due to lack of information in the ticket description; 

highlighting the importance of verbal communication with the 

user. Users also believe it is better to communicate by 

telephone with technicians before requesting support because 

they doubt that it is well written or they feel there is a lack of 

information to explain the problem.  

The technicians have the perception that users: (1) think their 

requests have high priority; (2) do not cooperate to be located 

easily; (3) are dissatisfied with the delay on ticket resolution; 

(4) do not value the technicians’ work, because users do not 

give any feedback. On the other hand, users have the 

perception that the technicians do not try to communicate with 

users. However, users recognize that is difficult to be found 

because of the work dynamics, and understand that the delay 

in resolution is due to the HD workload. Finally, users admit 

that they do not value the technicians’ work enough.  

Conclusion 

Users and technicians are the main actors in the HD process. 

To ensure good support of an HIS, it is necessary to 

implement communication strategies to remove barriers that 

create false perceptions. 
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Abstract  

Our aim is to assess speech therapy teleconsultations 

performed by the Telehealth Network of Minas Gerais, a 

public telehealth service that attends 722 cities in Brazil, to 

demonstrate the importance of the telehealth to support these 

professionals. In this observational retrospective study, 

consecutive speech therapy teleconsultations performed by the 

Telehealth Network of Minas Gerais, Brazil, from February 

2011 to May 2014, were analyzed. Socio-demographic 

characteristics of the cities which requested teleconsultations 

were assessed, and teleconsultations were analyzed based on 

the type of query. Throughout the study, 259 valid speech 

therapy teleconsultations were performed. There were no 

significant differences in socio-demographic characteristics of 

municipalities that requested and did not request speech 

therapy teleconsultations. Speech therapists (65%), nurses 

(27%) and physicians (5%) requested the highest number of 

teleconsultations, mostly related to the area of language 

(47%), oral motor skills (29%), voice (20%), audiology (18%) 

and dysphagia (10%). In conclusion, teleconsultations 

demonstrated to be a potential tool for speech therapists 

working in remote areas.  

Keywords: 

Speech Therapy; Telemedicine; Public Health 

Introduction 

In Brazil, there is a high concentration of the healthcare pro-

fessionals and resources in the largest cities. The Telehealth 

Network of Minas Gerais (TNMG) is a public telehealth 

service  that connects  six university hospitals with primary 

care of 722 remote municipalities performing 

teleconsultations in several health specialties. The speech 

therapy teleconsultations began in TNMG since 2011. The 

objective of this study was to assess speech therapy 

teleconsultations performed by the Telehealth Network of 

Minas Gerais. A public telehealth service which attends 722 

cities in Brazil, to demonstrate the importance of the 

telehealth to support these professionals. 

Materials and Methods 

This retrospective observational study assessed all 

consecutive teleconsultations performed by the TNMG, from 

February 2011 to May 2014. The teleconsultations were 

classified according to the professional who requested and the 

specialist who answered them. Socio-demographic 

characteristics of the cities which requested teleconsultations 

were also assessed.  

Results 

Throughout the study, 259 valid speech therapy 

teleconsultations were performed. Among the 668 cities at-

tended by the TNMG, 81 requested at least one 

teleconsultation (12%). A comparative analysis of socio-

demographic characteristics of users and non -users munici-

palities is shown on Table 1. 

Table 1 – Socio-demographic characteristics of the cities 

Variables Users (n=81) Non users (n=587)

Total  population (x1,000 

inhabitants) 

6.40 (4.21-9.27) 6.724 (4.43-11.80) 

HDI 0.66 (0.62-0.68) 0.66 (0.63-0.70) 

Income per capita (USD) 231.31 (178.54-

306.14) 

252.15 (198.60-

311.24) 

% of poor 17.50(9.69-32.98) 17.53(9.22-26.98) 

   

FHP: family health program, HDI: human development index. P-

value was >0.05 for all variables. 

 

Speech therapists (65%), nurses (27%) and physicians (5%) 

requested the highest number of teleconsultations. Regarding 

the type of query, 19% were educational, and 81% were re-

lated to the assistance of a particular patient. Of these, 35% 

were about diagnosis and 65% for discussion of procedures 

and therapeutic approaches. The questions were mostly re-

lated to the area of language (47%) and oral motor skills 

(29%), followed by voice (20%), audiology (18%), dysphagia 

(10%) and public health (3%). There was no significant rela-

tion between the professional category of the professional 

who requested the teleconsultation and the type of query.  

Conclusion 

Teleconsultations demonstrated to be a potential tool for 

speech therapists working in remote areas. The use of 

teleconsultations in speech therapy is still incipient, and the 

results indicate that there are no socio-demographic differ-

ences that justify the limited use of teleconsultation. We be-

lieve that the service must be more promoted to speech thera-

pists that work in remote municipalities. 
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Abstract 

This observational restrospective study was designed to assess 

teleconsultations performed by a public telehealth service in 

Brazil. A satisfaction survey was used to assess the impact on 

clinical practice. A total of 63,975 teleconsultations were 

performed, from April 2007 to November 2014. Family 

physicians (33%) and dermatologists (19%) answered most 

queries. From January to February 2014 (n=895), the most 

frequent queries were about etiology (30%) and 

pharmacological treatment (25%). The satisfaction survey in 

2014 (n=571) showed that teleconsultations avoided patient 

referal in 78%. This study aims to shows the potential of 

telehealth to provide support to primary care practitioners in 

remote cities.  

Keywords: 

Telehealth, Public Health, Primary Healthcare. 

Introduction 

In Brazil, there is a high concentration of healthcare 

professionals and resources in the largest cities [1]. Telehealth 

was implemented to reduce this inequality in healthcare. The 

Telehealth Network of Minas Gerais (TNMG) is a public 

telehealth service which connects six university hospitals with 

primary care units in remote cities. Since 2007, the network 

has been performing teleconsultations (second opinion) for a 

broad range of medical and non-medical specialties.  The 

TNMG currently attends primary care practitioners in 722 

cities [2].  

The objective of this study is to assess the teleconsultations 

performed by the TNMG, in order to demonstrate the 

importance of telehealth to support these healthcare 

professionals, as well as promote continued education. 

Methods 

In this retrospective observational study, all teleconsultations 

performed between April 2007 and November 2014 were 

assessed and classified by both the requesting professional 

and the responding specialist. The teleconsultations were 

analyzed based on the type of query. A satisfaction survey 

was applied in the end of each teleconsultation to assess the 

impact on clinical practice. 

Results 

The study reviewed 63,975 teleconsultations that were 

performed. The healthcare professionals who requested the 

highest number of teleconsultations in the last 12 months were 

nurses (46%) and physicians (42%). The response time was 

under 24h for professionals on duty (family physicians, 

dermatologists, nurses, speech therapists, physiotherapists, 

dentists, psycologists) and under 48h for subspecialists. 

Family physicians (33%), dermatologists (19%), nurses 

(13%), obstetricians and gynecologists (10%), pediatricians 

(7%) and dentists (4%) answered the most queries. From 

January to February 2014 (n=895), 81% of the queries were 

related to patients’ assistance and 19% were theoretical 

queries. The most frequent queries were about etiology (30%), 

pharmacologic treatment (25%), propedeutics (12%), non-

pharmacologic treatment (12%). According to the ICD-10 

classification, the majority of the queries were about skin and 

subcutaneous tissue diseases (16%), infectious and parasitic 

diseases (11%), digestive (8%), genitourinary (7%), 

cardiovascular (5%) and endocrine (5%) diseases. The 

satisfaction survey in 2014 (n=571) showed that 

teleconsultations avoided patient referal in 78% of cases, and 

95% of the users were satisfied with the service. 

Conclusion 

This study shows the potential of telehealth to provide support 

and promote continued education for primary care 

practitioners in remote locations, as well as improving the 

access of the Brazilian population to specialized care. 
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Abstract 

The Telehealth Network of Minas Gerais (TNMG) is a public 

telehealth service in Brazil that assists 722 municipalities in 

the state of Minas Gerais. As a large-scale teleconsultation 

service, it was important to implement clinical quality control 

to guarantee the quality of the service. Our aim is to describe 

the audit of the teleconsultation responses performed by 

TNMG. A random sample was selected from teleconsultations 

performed by the specialists from the TNMG between January 

and February 2014. The responses were evaluated regarding 

size, objectivity, quality, ethics, courtesy and grammar. A total 

of 640 teleconsultation responses were assessed, and the 

mean scores were ≥2.45. Objectivity and quality had the 

lowest scores in the different specialities. The methodology 

was useful for evaluating the teleconsultation service and for 

identifying the areas to improve. 

Keywords:  

Telemedicine, Teleconsultation, Public Health, Quality 

Control. 

Introduction 

Telehealth has been growing rapidly worldwide. 

Teleconsultation is an important tool to support healthcare 

professionals in remote municipalities. It has high potential to 

improve access to healthcare and improve quality of care at 

reduced costs. The Telehealth Network of Minas Gerais 

(TNMG) is a public telehealth service in Brazil that assists 

722 municipalities in the state of Minas Gerais. As the service 

expands it is important to perform periodic audits to guarantee 

its quality. The objective of this study is to describe the audit 

of the responses of teleconsultations performed by the TNMG. 

Materials and Methods 

A random sample was selected from teleconsultations 

performed by the specialists from the TNMG between January 

and February 2014. The responses were scored from 1 to 3.  

Different weights were attributed to each variable according 

to its impact on the quality of the teleconsultation. Size was 

weighted by a factor of 0.5, objectivity and quality by 0.3, 

ethics by 0.1, and courtesy and grammar by 0.05. All medical 

and non-medical specialities and subspecialities were 

assessed. For the purpose of this study only the results of the 

professionals who work on duty will be shown. 

Results 

A total of 640 teleconsultation responses were assessed, of 

which 76% were medical and 24% non-medical. Of the non-

medical responses, 65% were nursing, 12% dentistry, 8% 

physiotherapy, 6% pharmacy, 5% psychology, 3% nutrition 

and 2% speech therapy. Table 1 shows the objectivity, quality, 

ethics and courtesy scores for medical and non-medical 

teleconsultation responses. Scores for size ranged from 2.67 to 

3.00 (medical) and 2.74 to 3.00 (non-medical), and for 

grammar ranged from 2.79 to 3.00 (medical) and 2.97 to 3.00 

(non-medical). The final score ranged from 2.74 to 2.98  for 

medical and from 2.75 to 3.00 for non-medical specialities. 

Table 1 – Scores for medical and non-medical 

teleconsultations responses 

 Objectivity Quality Ethics Courtesy 

Medical 2.90 2.71 2.91 2.99 

Dermatology 2.99 2.92 2.75 3.00 

Family medi-

cine 

3.00 2.79 3.00 3.00 

Gynecology 3.00 2.88 2.90 2.98 

Internal  

Medicine 

2.71 2.58 2.96 3.00 

Pediatrics 2.58 2.45 2.93 3.00 

Surgery 2.89 2.44 3.00 3.00 

Non-medical 2.71 2.68 2.97 3.00 

Nursing 2.61 2.64 2.97 3.00 

Dentistry 2.84 2.79 3.00 3.00 

Physiotherapy 2.85 2.54 3.00 3.00 

Pharmacy 2.89 2.78 3.00 3.00 

Psychology 3.00 3.00 3.00 3.00 

Nutrition 3.00 2.75 3.00 3.00 

Speech therapy 3.00 3.00 3.00 3.00 

Conclusion 

The innovative methodology used to audit TNMG 

teleconsultations was useful for identifying aspects to improve 

with corrective actions to guarantee the quality of the service.  
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Abstract 

The Telehealth Network of Minas Gerais (TNMG) is a public 

telehealth service in Brazil that has performed 

electrocardiogram (ECG) analysis since 2005. From 

February to March 2014, 28% of ECGs were classified as 

“emergency” by the primary care tele-health sites. This 

quasi-experimental study aimed to investigate the reasons 

behind the high number of emergency ECGs being sent in, the 

implementation of corrective actions, and an assessment of 

the impact of these actions. In the 1st phase, primary care 

units that sent >70% of ECGs as emergency from February to 

March 2014 were selected. The 2nd phase consisted of the 

intervention. In the 3rd phase, the proportion of ECGs sent as 

an emergency during the 1st and 2nd months post intervention 

were assessed. Of the 63 cities selected during the 1st phase, 

50% of the practitioners did not know the proper definition of 

emergency. After the intervention, 67% of the cities had a 

significant reduction in the proportion of ECGs sent as an 

emergency during the 1st month, and 17% had a significant 

reduction during the 2nd month. 

Keywords: 
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Introduction 

The Telehealth Network of Minas Gerais (TNMG) is a public 

telehealth service that assists 730 municipalities in the State of 

Minas Gerais, Brazil. From February to March 2014, 28% of 

ECG exams performed by the primary care telehealth sites 

were classified as “emergency”. Our hypothesis was that a 

great number of ECGs were incorrectly classified as 

“emergency”. This is potentially harmful, as it delays the 

assessment of the true emergency ECGs. The objective of this 

study was to investigate the reasons for the primary care 

telehealth sites sending a higher number of emergency ECGs 

than expected, and to implement corrective actions in order to 

reduce the proportion of ECGs incorrectly classified as 

emergency.  

Materials and Methods 

In the first phase of this quasi-experimental study, primary 

care units that sent >70% of ECGs as emergency from 

February to March 2014 were selected to participate. The 2nd 

phase consisted of open question telephone calls to the 63 

telehealth sites selected to investigate the criteria adopted to 

classify a case as an emergency. Primary care practitioners 

were informed about the criteria to classify an ECG as 

emergency using Brazil’s Federal Council of Medicine. An e-

mail with reinforcement information was also sent to each 

practitioner. In the 3rd phase, the proportion of ECGs sent as 

an emergency during the 1st and 2nd months after the 

intervention were assessed. Chi-square tests were performed 

to compare baseline, 1st and 2nd months. 

Results 

Of the 63 telehealth sites, nurses and nursing technicians were 

responsible for 92% of the ECGs performed. 50% of the 

practitioners did not know the proper definition of an 

emergency. All exams were sent as emergency by 16% of 

primary care professionals. 

After the intervention, 67% of the sites had a significant 

reduction (p <0,05) in the proportion of ECGs sent as an 

emergency during the 1st month post intervention, and 17% 

had a significant reduction during the 2nd month (Figure 1).  

 

Figure 1- Proportion of ECGs classified as emergency at 

baseline, 1 month and second month post intervention 

Conclusion 

This study demonstrated that many medical professionals 

responsible for ECG exams at the primary care units in remote 

cities did not know the correct criteria definition of 

emergency, and that interventions as simple as a telephone 

call and email may be effective in reducing the proportion of 

ECGs incorrectly classified as an emergency. 
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Abstract 

This paper presents results of an assessment of the quality 

research of endocrinology referrals in the public health sys-

tem in the state of Rio Grande do Sul. From the analysis of 

4,458 requests for endocrinology referrals, it was found that 

15% of referrals had insufficient information for evaluation 

and 71% showed no clinical justification for authorization of 

referencing. The partial results of the study indicated that the 

lack of information makes it impossible to clinically regulate 

these requests. The use of referencing protocols associated 

with telemedicine tools can assist doctors in primary health 

care in the clinical management and make access to special-

ized services more equitable and timely. 

Keywords: 

Endocrinology; Telemedicine; Telehealth. 

Introduction 

The project Regulasus is a partnership between the core 

TelessaúdeRS / UFRGS, of the Federal University of Rio 

Grande do Sul (UFRGS), and the State Government of Rio 

Grande do Sul, that qualifies and reduces medical specialty 

referrals [1]. One of the biggest barriers in the internal 

medicine regulatory process is the lack of clinical information, 

which makes it difficult to evaluate the need for consultation 

and priority of access to health care in various specialties [2, 

3]. This study aims to evaluate the quality of clinical 

information of endocrinology referrals. It is based on 

referencing protocols approved by the State Complex 

Governor of Rio Grande do Sul. 

Materials and Methods 

TelessaúdeRS / UFRGS researchers have developed referral 

protocols for the six most common medical conditions in the 

area of endocrinology (diabetes mellitus, hypothyroidism, 

hyperthyroidism, thyroid nodules, multinodular goiter and 

obesity). Based on these protocols, a medical regulator 

reviewed the requests, between November 2013 and 

December 2014, using the following classification:  

• Reference with clinical justification for consultation 

with an endocrinologist (authorized request); 

• reference without clinical justification for 

consultation with an endocrinologist (TelessaúdeRS 

consulting); 

• reference without sufficient clinical information to 

regulation (pending for lack of information). 

Results  

There was a total of 4,363 regulated requests for 

Endocrinology. Of this total, only 621 (14%) were considered 

appropriate and sent for consultation, 3081 cases (71%) were 

referred for teleconsulting with TelessaúdeRS/UFRGS team, 

and 634 requests (15%) were returned to municipalities. 

 

Figure 1 - Application of Endocrinology Protocols  

Conclusion 

The partial results of this study indicate that the lack of 

information makes regulation of clinical referrals difficult. 

Patients whose clinical management can be performed in 

Primary Health Care make the demand much greater than the 

supply, and hinder access to other patients for consultation in 

specialized services. The use of referral protocols can help 

primary health doctors by making access to care faster and 

more equitable.  
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Abstract 

Our aim is to describe the evolution of the telediagnostic 

service of the Telehealth Network of Minas Gerais (TNMG), a 

public telehealth service in Brazil. It started in 2006 with 82 

cities, restricted to electrocardiography analysis. Currently it 

extends to 772 cities - performing also Holter, ambulatory 

blood pressure monitoring and retinography analysis - and 48 

ambulances in the north of the state, as part of a myocardial 

infarction system of care. Using low-cost equipment and 

simple technology, TNMG has employed various strategies to 

increase telehealth use. The number of ECGs performed by 

TNMG has progressively increased. It was expected to 

achieve 2 million in February 2015. The utilization rates were 

around 90%. It proved to be economically sound, promoting 

savings of 45M USD for an investment of 10.2M USD. It is 

currently  a regular health service in the state, integrated into 

the healthcare system. In conclusion, the telehealth model 

developed in Minas Gerais produced good clinical and 

economical results.  

Keywords: 
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Introduction 

Minas Gerais is a Brazilian state with important social, 

cultural, economic, infrastructural and geographical contrasts. 

The Telehealth Network of Minas Gerais (TNMG) is a public 

telehealth service formed by 6 public universities. It performs 

teleconsultation and telediagnostic services, to help improve 

healthcare for the population who live in distant and poor 

regions. The objective of this study is to describe the 

evolution of the telediagnostic service provided by the 

TNMG. 

Materials and Methods 

This is a descriptive study. The TNMG started in 2006 in 

primary care services of 82 cities. It was restricted to 

electrocardiography analysis in primary care.  Using low-cost 

equipment and simple technology, TNMG has employed 

various strategies to improve/increase telehealth use. Financial 

support is provided by federal, state and municipal 

government. The service keeps an online technical support for 

the villages. The utilization rates are monitored by a 

specialized team. Progressive expansions were performed to 

other cities and other levels of care. New applications were 

developed and validated, to increase the exams performed - 

such  as Holter, ambulatory blood pressure monitoring and 

retinography analysis. A new tele-electrocardiology 

application to use in Androids was also developed,  to 

increase usability in ambulances. All applications are in Java, 

interoperable, and data is compacted into a database 

(PostgreSQL). Technology and maintenance methodology are 

constantly evaluated and improved. Periodic audit is 

implemented to assure quality of the ECG analysis. 

Results 

The TNMG currently extends to 772 of the 853 cities of the 

state, including 4 secondary care units, 7 emergency care units 

in Belo Horizonte, the state’s capital, and 48 ambulances in 

the north of the state, as part of a myocardial infarction system 

of care. The number of ECGs performedwere expected to 

reach 2 million in February 2015. During the whole period, 

the monthly ECG service utilization rates were around 90%. 

This showed that the service was well accepted by 

practitioners and incorporated to the health system of the 

municipalities. Therefore, the telecardiology is nowadays a 

regular health service in the state, integrated into the 

healthcare system.  

The service proved to be economically sound, promoting 

savings of 45M USD for an investment of 10.2M USD; an 

outstanding achievement for telehealth in Brazil (return of 

investment = 4.4 and benefit-cost ratio = 5.3).  

The tele-elctrocardiography in the ambulances and the 

organization of the services in the north of the state are 

expected to decrease myocardial infarction mortality. 

Conclusion 

The telehealth model developed in Minas Gerais, Brazil, has 

produced good clinical and economical results. As a 

consequence, it is now a regular health service in the State, 

covering 722 of the 853 municipalities and integrated into the 

healthcare system. The model and technology characteristics 

permit replication in other parts of the world.  
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Abstract 

Despite many attempts to support stroke patients, there is still 

room for improvement. The aim of this study is to gain insight 

into care professionals’ perceived usefulness of an online care 

and rehabilitation planning tool. A functional prototype was 

developed and presented to a neurology team in a primary 

care centre in Stockholm. Three focus group meetings were 

conducted. The data were analysed based on the unified 

theory of acceptance and use of technology. The results 

indicate that the care professionals were positive towards the 

tool and described potential usefulness such as ease of 

understanding the rehabilitation process and support for 

collaboration among care providers and also cooperation 

between the patient and the team. They also identified 

challenges such as time limitation in daily care.  
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Introduction 

Stroke rehabilitation is a cyclical process of identifying 

patients’ problems, defining goals and activities and assessing 

patients’ progress towards the agreed goals [1]. Post-discharge 

stroke patients in Stockholm County Council receive home-

based rehabilitation from neurology teams up to one year. The 

teams establish a paper-based rehabilitation plan together with 

patients and possibly their next-of-kin. We designed a web-

based prototype which provides a care and rehabilitation plan 

that includes problems, goals, activities, and outcomes. Other 

features are a calendar, reminders, list of disabilities, care 

providers, assistive tools etc. Patients can identify problems, 

set goals, and plan activities together with the neurology team 

or independently. As using the tool will affect the care 

professionals’ work routines and job performance, we in this 

study explore their perceived usefulness of the prototype.  

Materials and Methods 

Three focus group meetings with members of a neuro team 

(speech therapist, occupational therapist, counsellor, and 

physiotherapist) were performed. A short description of the 

study was given in the beginning of each meeting, and the 

prototype was introduced. Each focus group meeting lasted 

about one hour. The meetings were audio recorded, 

transcribed verbatim and analysed deductively based on the 

Unified Theory of Acceptance and Use of Technology 

(UTAUT) [2] as it has been reported to explain 70% of the 

variance in intention to use information technology.  

Results 

The participants believed that the tool would be useful in their 

work and it would support the cooperation between the patient 

and the team; however, they believed that they would not be 

able to use it themselves due to time limitation (Performance 

expectancy). “I just think that we all are working MI 

[motivational interviewing] based today and this [the tool] 

gives the patient control of his/her own rehabilitation and we 

have the opportunity to work even more on MI…” 

(Occupational therapist) “If we want to work with this, there 

will not be much time over for training, so we will get stuck 

with it and with the computer.” (Physio therapist) 

Participants mentioned that the connection between problems, 

goals and activities would lead to a better understanding of the 

rehabilitation process (Effort expectancy) “It is good to 

connect them, then you understand why you do the exercises. 

It can sometimes affect the motivation.” (Speech therapist) 

Participants also believed that the information content in the 

tool is imperative for patients to understand their journey. 

Social influence was not identified as an important factor in 

this study. 

Participants wished the program was available through mobile 

devices and integrated with the patient record system 

(Facilitating conditions). “Mobile applications would be 

great. It is something that the patient always has with 

him/her…” (Occupational therapist). Another important 

facilitating condition was the availability of technical support, 

both for healthcare professionals and for patients.  

Conclusion 

The care professionals were cautiously positive towards the 

tool stressing their limited time with the patients. Their 

acceptance was mainly dependent on the usefulness of the tool 

for team work and relationship between care professionals and 

the patient. Technical support played an important role in their 

decision about the acceptance of the tool. 
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Abstract 

A recurring theme in published studies is the need for the 

appropriate human and other resources to support routine 

health information system (RHIS) implementation. While 

training in the use of specific RHIS and the availability of the 

required resources for implementation are essential for all 

users, other factors such as managers’ understanding of the 

role of RHIS in supporting health services; the ability to 

interpret RHIS data; and a focus on data quality are further 

requirements for effective RHIS implementation.  

Keywords: 

Data quality, Routine health information system (RHIS), 

Health information system (HIS), Human resources, 
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Introduction 

Two reviews of progress made towards strengthening South 

African health information systems (HIS) in the context of 

current health sector policy initiatives identified multiple 

challenges which have persisted over the years due to factors 

including managers’ inability to translate key health 

regulations and policies into practice; inadequate human 

resources; insufficient capacity of health information 

personnel; inadequate training; lack of resources such as 

registers, computers, and printers; limited HIS development 

planning; and lack of established HIS career paths and 

accredited training programmes[1][2]. 

Methods 

Four studies on the evaluation of South African HIS by staff 

of the South African Medical Research Council published 

between 2010 and 2013 [3-6] were reviewed and the results 

synthesised to identify opportunities for strengthening existing 

RHIS performance and for improving future RHIS 

implementations. The foci of the respective studies were the 

effective use of computerised hospital information systems 

(CHIS) [4], RHIS resources [3], data quality challenges [5], 

and factors affecting data quality, such as RHIS competence 

and knowledge of RHIS rationale [6].   

Results 

The following key recommendations are made, based on the 

results of the review: 

• Continue and strengthen efforts to ensure the effective 

use of existing RHIS, including the District health 

information system (DHIS) and other RHIS in use at 

patient, facility, district and provincial level.  

• Strengthen management commitment and support, 

including appropriate resource allocation for RHIS 

[3][4]. 

• Focus on data quality, including allocation of required 

personnel and other resources to enable active 

monitoring of RHIS use and RHIS reports [4][5][6]. 

• Allocate, train and support management and end users 

in the use of RHIS. Multiple approaches and content 

are required. Include interpretation and analysis of 

data from the RHIS in management training [4][6]. 

Conclusion 

This review has documented challenges of RHIS implementa-

tion in South Africa, and has identified opportunities for im-

proving effectiveness of existing and future implementations.  
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Abstract 

Audits of data quality in a Latin America HIV research 

network revealed that study sites collected weight measure-

ments, laboratory results, and medication data of inconsistent 

quality. We surveyed site personnel about perceived drivers of 

their high or low quality data. Most sites reported their 

research teams contained no data specialists and that missing 

data stemmed primarily from incomplete patient assessments 

at the point of care rather than inconsistent data recording. 

The root causes of data errors resulted from limited clinic 

resources (e.g., broken scales, limited record storage space), 

workflow complications, or the indifference of external 

participants towards research activities. Understanding these 

factors supports targeted quality improvement processes.  

Keywords: 
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Introduction 

The Caribbean, Central, and South America Network for HIV 

research (CCASAnet), a network of HIV clinics in Latin 

America, conducts on-site reviews of routine clinical care data 

submitted for research by study sites. During a data audit, data 

coordinating center personnel check data submitted for re-

search against the contents of paper clinical records (source 

documents), flagging data mismatches, missing data, and data 

with no documented origin. This source document verification 

helps quantify data quality to ensure meaningful research 

findings [1]. The audits revealed many discrepancies in 

CCASAnet sites’ data. We investigated the causes of data 

quality differences across sites through a data quality survey. 

Materials and Methods 

We developed a survey that asked site personnel about the 

presumed causes of their high or low quality data. We focused 

on 3 high-error categories: weights, lab values, and medication 

history. The survey was approved by the Vanderbilt IRB, 

implemented in REDCap (projectredcap.org), and distributed 

by coordinators at each site. Survey responses were grouped 

by site, but anonymous within sites. The project ran March-

June 2009. Two researchers independently selected recurrent 

themes through iterative, bottom-up analysis. Conclusions 

were harmonized through group discussion. A third researcher 

was appointed to resolve any conflicting interpretations.  

Results 

We received 18 survey responses, representing 6/7 CCASAnet 

sites. Respondents reported that clinicians conducted data ab- 

straction rather than data personnel, and teams included on 

average 3-5 people. Reported reasons for missing weight data 

included broken scales and providers’ perception that weight 

measurements were unimportant for clinical care. Two sites 

with high quality weight data described reducing missingness 

via multiple data capture opportunities 

Auditors often could not find source documentation for the 

laboratory data sent for research. Survey responses described 

oversized laboratory printouts that didn’t fit into medical 

record folders, a lack of shelf space in the record room, and 

the practice of giving lab reports to patients as reasons for 

missing paper documents. The one site with high quality lab 

data received direct data exports from the laboratory system. 

Sites with low quality medication data agreed that brief drug 

regimens were easily overlooked during data abstraction and 

delays between when a physician prescribes treatment, the 

government approves the treatment, and the pharmacy 

dispenses the drugs resulted in multiple, conflicting dates 

recorded in the patient chart. Collaborative work with local 

clinic pharmacies was reported as a reason for higher quality 

data, and sites benefitted from having access to pharmacy 

records as a secondary source of information.  

Discussion 

The responses of survey participants revealed that higher 

quality research data was the result of complementary 

processes (e.g., parallel laboratory or pharmacy workflow) or 

automated data imports, which reflects well-documented 

quality improvements when reducing manual transcription [2]. 

Most on-site data preparation roles were filled by clinicians 

although trained data clerks may conduct accurate and more 

cost-effective abstraction of basic data [3]. Respondent 

feedback informed potential approaches to reduce errors in 

HIV research data abstracted from patient care records.  
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Abstract 

This work raises questions about telehealth in Brazil, 

especially the areas of diagnosis, treatment and monitoring at 

distance, emphasizing its importance for the improvement of 

health conditions. It was based on a literature review. Three  

successful experiences were selected as examples: The Minas 

Gerais Project Telecardio, the São Paulo University 

Teleaudiology and Telerehabilitiation of UnB. Despite the 

increase of telehealth experiences in Brazil, much remains to 

be done in regard to diagnosis, treatment and follow-up, with 

potential positive effects on health.  

Keywords: 

Telehealth; Diagnosis; Treatment ; Monitoring. 

Introduction 

Internet technology has produced impacts on society and 

therefore, in health. The telehealth field, where 

communication for healthcare technologies is incorporated, is 

an important example for our country, due its geographical 

size and inequalities of distribution of health care resources. 

This study is a literature review that aims to show the level of 

development of telehealth in Brazil, focusing on experiences 

related to diagnosis, treatment and monitoring.  

Materials and Methods 

A literature search was conducted using the  PubMed, SciELO 

and Scopus databases. The search terms were “internet” and 

“health,” using the free form, selected for all levels, from 

2010 to 2014. We found more than 200 articles and by 

reading the titles, we selected 73 texts for a full-content 

review. We observed just a few experiences in diagnosis, 

treatment and follow-up in Brazil. We selected three 

successful experiences to demonstrate the advances and 

challenges in the area.  

Results 

In the late 80s, telehealth began in Brazil, mainly at 

universities and research centers, increasing access to health 

care for residents of remote areas and reducing inequalities of 

health services. In 2010, the Ministry of Health created the 

Telehealth Program Brazil, which was redefined and 

expanded in 2011 with the goal of supporting the 

consolidation of the Health Care Networks in SUS. Although 

we have in Brazil, just a few experiences of diagnosis, 

treatment and follow-up, this paper selected three successful 

experiences as examples of improvement to the Brazilian 

heath system.   

The Telecardio Project implemented a low cost telecardiology 

system in the small cities of Minas Gerais state. This enabled 

diagnosis in cardiology support for primary care physicians 

and improved referrals of complex cases, in addition to 

assisting the permanent education of municipalities’ 

professionals. Today it is a permanent government program in 

the state of Minas Gerais. 

The experience in Teleaudiology from São Paulo University 

was characterized by adapting individual hearing aids at 

distance. It was observed that in addition to adaptation, it 

allowed the training and preparation of professionals from a 

remote center using a specific hearing amplification software.  

The Brasilia’s University Telerehabilitation investigated the 

use of Internet for people with spinal cord injury. It proposed 

the improvement of care in rehabilitation services routines 

using the Internet as a tool for the well-being of patients.  

Conclusion 

Despite the growth of telehealth practices in Brazil, a lot still 

needs to be done. Telehealth is an important tool to support 

health actions, facilitating access to early diagnosis and 

decreasing the time to start of treatment, so the prognosis of 

the disease tends to be improved and the health cost 

decreased. On the other hand, Brazilian telehealth requires 

more infrastructure investment and stimulus as shown by the 

success cases, for early diagnosis, treatment and follow-up at 

a distance.  
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Abstract 

The internet has replaced physicians as primary health 

information source for cancer-survivors.It is important to 

uncover barriers/facilitators to cancer information seeking, 

particularly on-line.Asian Americans are the fastest growing 

U.S racial/ethnic minority, 2) cancer is the leading cause of r 

death and 3) cancer knowledge is low among them and little 

research is done on their cancer information seeking 

strategies. This study aims to examine qualitatively cancer 

information-seeking patterns of  the Asian American group, 

South Asians, using in-depth interview methods. Family 

members and social networks are highly engaged in providing 

informational support to South Asian cancer survivors. such 

collaborative information seeking is limited by stigma related 

to cancer and must be taken into consideration when 

developing culturally appropriate cancer health information 

seeking interventions in such communities. 

Keywords: 

Health information seeking; cancer survivors; Asian 
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Introduction 

 

As cancer survivorship has become acknowledged as an 

important stage in the cancer continuum of care, health 

information seeking by cancer survivors is a major under- 

addressed area of need. The widespread access to readily 

available on-line health information has been characterized as 

having the potential to level the playing field for all patients, 

particularly for underserved racial and ethnic minority 

populations experiencing health disparities. Yet,  Asian 

American survivors and familiesreceive limited guidance  on 

health information seeking.
1

  

Materials and Methods 

A 90-minutes to 2 hours in- in-depth interviews were 

conducted with a sample of 40 participants, including 20 

dyads of 20 cancer survivors, varying by level of education 

and 20 information-support providing family 

members/friends. South Asians included those having ethnic 

origins in the Indian subcontinent, including India, Pakistan, 

Bangladesh and Sri Lanka. Questions addressed a range of 

domains including expectations, experiences and needs that 

shape cancer health information seeking.  

Results  

Family members and social networks are highly engaged in 

providing informational support to South Asian cancer 

survivors, as is the case for other ethnic and minority 

populations.
2

 In South Asian communities, differences in 

norms about patient autonomy and cultural/family values, 

linguistic challenges and health literacy may result in greater 

reliance of cancer patients on family members and social 

networks, such that they function as a unit, and in some cases, 

family members may conduct all information seeking for the 

cancer survivors. Such family-based information seeking 

behavior and  patterns of communication go against 

assumptions about patient autonomy in the U.S. health care.  

We found that their collaborative information seeking was 

limited by stigma or negative reactions to cancer in the 

community, which led to selective sharing of cancer with 

family and community. Participants characterized cancer 

stigma as: 1) judgment from God; 2) a marker of hereditary 

genetic failing and 3) a marker of lost social status, such as 

mastectomies, where women can be seen as not fully women. 

Conclusions 

To better understand health information seeking of Asian 

Americans, particularly recent immigrants, models of cultural-

ly collaborative or surrogate information seeking are needed 

compared to existing models assuming autonomous individual 

information seeking. For many South Asian cancer survivors, 

the fabric of life is intertwined with that of family/friends due 

to cultural, logistical, and linguistic dependency. Such a con-

ceptualization would allow interventions to adapt health in-

formation resources/channels to  relevantly meet the needs of 

these sub-populations. The explicit stigma against cancer 

points to the value of understanding the sources of such stig-

ma, its impact on cancer health information seeking and de-

veloping appropriate strategies to deliver cancer information 

resources to such populations, particularly those with lan-

guage/health literacy deficits. 
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Abstract 

Patient data stored in Electronic Health Records (EHRs) are 

used during care provision but are also potentially usefully 

reused for other purposes. Data (re)use requires good data 

quality, which necessitates efforts by healthcare professionals 

for proper data registration. However, their commitment 

depends on their perception of the reuse benefits. We 

developed a questionnaire to investigate the perception and 

expectations of end-users on data registration and reuse in 

two university hospitals starting a joint EHR implementation. 

Especially personnel in direct patient care reports to spend 

much time (40%) on data registration and this group is not 

willing to spend more time with the new EHR. Additionally, 

approximately one third of the personnel did not yet have a 

clear view on future developments regarding data registration 

and reuse. We found only small differences between hospitals.  

Keywords:  

Medical Record Systems; Health Personnel; Data 

Registration; Electronic Health Records; Implementation; 

Data Reuse. 

Introduction 

Reuse of patient data stored in an Electronic Health Record 

(EHR) relies on data of sufficient quality and structure. The 

quality is influenced by the EHR and the personnel’s attitude 

towards the importance and benefits of data registration but 

also the amount of time spent on registration. The 

implementation of a new EHR offers an opportunity to 

improve data quality. We investigated 1) how much time the 

personnel thought to spend on registering data now and how 

much they were willing to invest when working with a new 

EHR, and whether this differs between a hospital currently 

working with a legacy EHR versus one currently registering 

on paper, 2) how much faith the personnel has in the (future) 

registration and reuse of patient data. 

Methods 

Based on focus groups and a literature search, we developed 

an online questionnaire to measure the expectations of the 

(future) EHR end-users on data registration and reuse before 

the implementation of a new EHR. We invited for the 

questionnaire approximately 10,000 (future) EHR end-users 

of two university hospitals in the Netherlands (one with a 

legacy EHR, the other registering on paper) currently in the 

process of jointly implementing a new EHR. The majority of 

the personnel was not familiar with the functionality and 

effects of the new EHR.  

Results 

Of our target population 2,960 (30%) people responded. In 

general participants in both hospitals were satisfied with their 

work (mean 7.3-7.8 out of 10 maximum points), but 

satisfaction with the registration process scored lower (mean 

5.1-6.5). The groups least satisfied with data registration were 

physicians, nurses, and scientific researchers (scoring < 5.5). 

There was no significant difference between the two hospitals 

in both work and registration satisfaction.  

The most time spent on data registration was reported by 

nurses (40.2%), administrative staff (38.3%), and physicians 

(37.1%) the lowest was the group of facilitating staff (16.8%). 

We found that researchers, and analytical, facilitating, 

administration and support staff were willing to spend more 

time on registration for the sake of data reuse. Physicians and 

nurses wanted to spend 6.1% less time on registration with the 

new EHR, even when it is beneficial for reuse. In general 

8.8% of the personnel (17% among specialists) expected the 

registration time to increase with the new EHR. About 38% 

do not have a clear view on future developments regarding 

data registration and reuse. In particular, they had no clear 

view on possible benefits of the EHR. 

Conclusion 

We found no statistically significant differences between 

health personnel currently working with a legacy EHR versus 

a patient record on paper. Nurses and medical specialists 

indicated they want to spend less time on data registration, 

even when it might save them time reusing the patient data. 

The majority of the participants was not satisfied with the 

current data registration process. Over one third of the 

participants did not have a clear view of what the new EHR 

will bring regarding data registration and reuse. 
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Abstract 

We recently developed UceWeb, an application for direct 

elicitation of utility coefficients (UCs), i.e. a measure of health 

states quality perceived by patients. UceWeb was used to 

interview a sample of patients affected by spinal cord injury 

(SCI). A standard questionnaire  for measuring quality of life 

(QoL) and another one for the system evaluation were also 

administered to the same patients. The aims of this work are 

to (i) evaluate UceWeb usability; (ii) investigate relationships 

among QoL values elicited with different methods, (iii) create 

a reference set of UCs for the health states experienced by SCI 

patients. We show preliminary results obtained with the first 

20 patients. Despite great variability found among QoL values 

elicited with the different methods, interesting correlations 

with patients’ condition and profile have been found. 

Keywords: 

Quality of life, Utility Theory, Spinal Cord Injuries 

Introduction 

Measuring Quality of Live (QoL) of patients and correlating it 

with their clinical conditions may help to personalize 

treatments. Besides the individual level, specific QoL 

measures, namely the “utility coefficients” (UCs), are 

essential in cost-utility analysis, a technique used to evaluate 

interventions at a population level. UceWeb can be used by 

any physician, during face-to-face visits, to elicit UCs with the 

classical direct methods, i.e. rating scale (RS), time-trade-off 

(TTO), and standard gamble (SG) [1]. For each elicitation, a 

patient’s (anonymous) profile is stored, so that, as the 

repository grows, it will be possible to retrive UCs for target 

populations. Moreover, relationships among UCs elicited with 

different methods could be studied, which also is a research 

issue. In this poster, we illustrate our first application of 

UceWeb, related to patients with SCI; an insult to spinal cord 

usually causing permanent and often devastating neurologic 

deficits and disability. With SCI, the ultimate goal of 

rehabilitation is to enhance QoL. 

Materials and Methods 

Twenty patients were consecutively recruited at the FSM 

Spinal Unit from October to December 2014. They were 

classified by the American Spinal Injury Association (ASIA) 

scale [2], from A (greatest impairment) to E (normal state). 

Using UceWeb, patients were firstly asked to rate their health 

state on a 0-100 scale (RS). Then they were asked to consider  

hypothetical scenarios: whether or not, and at which extent, 

they would give up part of their lifetime but living healthy 

(TTO); and which risk they would take, e.g. for a surgery, in 

order to be cured (SG). UCs were then calculated through 

known formulas. In addition, they answered the SF36 

questionnaire, from which UCs were calculated using Brazier 

formula. A further Likert scaled questionnaire for evaluating 

the interaction with UceWeb was administered.  

Results 

Figure 1 – Some statistics on the elicited utility coefficients. 

Boxplots show median and interquarile range (sc=scalarity) 

All but 2 patients were very collaborative. Patients seem to 

understand RS and TTO methods slightly better than SG, for 

which two patients were not able to answer. While showing 

high variability, all scales are significantly correlated. 

According to past literature, RS values are significanly lower 

(p<0.01) than TTO and SG,  both of which incorporate the 

concept of risk in their definition (Fig.1a). RS and SF36 

values are similar. Chronic phase implies lower UCs than 

acute (Fig.1b), probably due to burden of reintegration in daily 

life. Low scalarity patients had higher UCs (Fig.1c). 

Moreover, even without statistical significance (probably due 

to small sample size), ASIA C patients have higher UCs than 

A and B, and paraplegic patients have higher values than 

tetraplegic.  

Conclusion 

UceWeb is a usable application for collecting UCs in a 

homogeneous way. Results obtained in SCI can be the basis 

for further reasoning on the effect of SCI on the quality of life. 
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Abstract 

Studies show that current modes of psychoeducation (PE) 

cannot be availed of by a substantial population of those in 

need. Mobile health technologies have great potential to serve 

such populations. However converting PE to mobile platforms 

is challenging. We present a methodology for this purpose 

based on existing learning styles theory, and developed PE 

apps successfully, using it. Conclusion: Useful PE apps can 

be developed easily using the proposed method. 

Keywords: 

Psychoeducation;  apps; smart mobiles; rich media. 

Introduction 

Mental disorders affect 26.2% of American adults [1]. 

Although Cognitive Behavior Therapy (CBT) and 

Psychoeducation (PE) are effective, these are under-utilized 

because social (stigma), financial, and time constraints   

prevent many from accessing these therapies [2].   

Mobile health (mHealth) technologies on smart mobiles 

(phones/tablets) offer  great  potential for overcoming these 

barriers. PE content on widely available smart mobiles can 

decrease the need for specially trained therapists. Cost of  PE 

apps is typically less than one-on-one CBT and PE courses. 

Interactions with apps can be done privately, alleviating social 

anxieties in face-to-face settings.   

However, effective adaptation of psycheoeducational content 

to smart mobiles is a challenging informatics problem.  

Existing PE content cannot simply be  copied into  mobiles. 

Greatest benefits can be achieved  only by transducing content  

in ways that enhance usability, learning, and take full 

advantage of the powerful capabilities of smart mobiles. 

We present a methodology, based on the Felder-Silverman 

Learning Style Theory [3], and prior experience with clincal 

practice guidelines on mobile platforms [4] to adapt PE 

content to smart mobiles. The methodology is generalizable to 

various kinds of PE content.    

Methods 

Adaptation of Felder-Silverman Learning Styles theory to 

mobiles yielded requirements that the PE content should be 

Active (quizzes, data intake, communicative), Reflective (self-

paced), Sensing (interactive touch screens), Intuitive, Step-by-

step, and have rich media (text, audio, images, video). To 

achieve these requirements, we converted PE content into an 

information flow model. We enabled  sensing through 

touchscreens; interactivity by providing input modes such as 

sliders, application initiated photo and video taking. Rich 

media were built into every screen of the app, appealing to 

verbal and visual styles of learning. The typical large volume 

of PE content was broken up into smaller lessons in sequential 

order based on major content categories. In effect, the PE 

content was converted into a media rich patient-oriented 

Clinical Practice Guideline (CPG). Such guidelines on smart 

mobiles have high user acceptability and effectiveness in 

enabling adherence to guidelines [4]. Informatics challenges 

encountered include managing complexity of PE content, 

ensuring usability and navigational simplicity, choices of 

colors, fonts, text sizes, etc. App development was done, 

without programming, using the guideVue® system.  

Results 

Several PE apps were developed using the above 

methodology   such as “road map to peace of mind” to 

provide PE to homeless veterans with mental disorders.  

Conclusions 

A broad, well-defined methodology is proposed to transduce 

face-to-face and paper-based PE to smart mobiles. It 

generalizes to any PE content that can follow a CPG format. 

Disclaimer: The second author is part  owner of a company 

aiming to comercialize the guideVue® system. 
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Abstract 

An analysis of roles and decision making structures to 

facilitate routine health information system (RHIS) 

implementation and use in public health facilities in South 

Africa identified a wide range of stakeholders in these 

processes. Two broad categories of RHIS ‘special people’ are 

analysed, i.e. leaders (administrative and/or clinical) and 

bridgers/support staff. In addition to health system personnel 

with specific responsibility for RHIS, users with an interest in 

effective use of RHIS and RHIS outputs, and staff of external 

system and/or service providers, can play significant roles in 

RHIS implementation and use.  

Keywords: 

Routine health information systems (RHIS); Health 

information systems (HIS); Health information system 

personnel; stakeholders; public sector; South Africa  

Introduction 

Ash et al. [1] have described in detail the roles of ‘special 

people’ who are essential to the success of computerised 

physician order entry (CPOE) systems. The focus of this 

analysis is the special people who contribute to the success of 

computerised routine health information systems (RHIS) in 

South Africa.  The environments being considered include a 

wide range of public sector facilities, from primary health care 

(PHC) clinics to tertiary hospitals. In practice, the clinical and 

administrative leadership in many facilities, especially at PHC 

level, is provided by nurses.  

Methods 

The Ash et al. framework published in 2003 [1] identified 

three categories of special people: administrative leadership, 

clinical leadership, and bridgers/support staff. This framework 

has been adapted to reflect the situation for public sector 

RHIS in South Africa. The knowledge gained from detailed 

mixed-method studies of RHIS use in three of the nine South 

African provinces [2,3] was used to map the categories of 

special people identified in South African RHIS against the 

categories identified by Ash et al..  

Results 

The revised framework for special people for RHIS in South 

Africa reflects an overlap between the personnel responsible 

in practice for administrative and clinical leadership, 

especially in primary health care settings, where the facility 

managers, who are responsible for administrative and clinical 

leadership, are likely to be nurses. Due to limited resources, 

including highly skilled resources to support the development, 

acquisition, implementation and use of RHIS, some of the 

roles in the Ash et al. framework are combined or do not exist 

in the RHIS environments studied.   

There are multiple groups of people under the category 

‘bridgers/support staff’. Examples of identified RHIS special 

people indicate that there are additional categories of 

significance, including support people from outside the public 

health services (e.g. employed by health information system 

(HIS) suppliers, or by external service provider organisations 

to provide support to RHIS implementers). A different but 

important category of special people are those users with an 

interest in effective use of RHIS and RHIS outputs, who 

develop influential roles beyond those formally identified in 

their job descriptions, related to support for other users and/or 

in ensuring effective use of the RHIS in their environments. 

Conclusions 

These results highlight the multiple essential roles of people in 

management and at service delivery levels in contributing to 

successful RHIS implementations in South Africa.  
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Objective 

Of all the potential barriers to a successful Electronic Health 

Record (EHR) adoption, the importance of training is often 

underestimated, potentially jeopardizing the implementation
1

. 

Following best practices recommendations, we designed and 

implemented a comprehensive EHR training framework. The 

aim of this poster is to describe our experience with such a 

framework in the implementation of our home-grown 

Emergency Department Information System (EDIS), report 

lessons learned and provide recommendations for other 

institutions facing EHR adoptions in Chile and Latin America. 

Keywords: 

Training; Emergency Department Information System; 

Education; Organizational Implementation. 

Methods 

Clínica Alemana de Santiago (CAS) is a 424 bed private 

hospital. The Emergency department (ED) receives 228,781 

consults per year and has utilized a commercial EDIS since 

2008. We designed and conducted the comprehensive training 

strategy in preparation for the deployment of a completely 

new home-grown EHR. We desigend a three-stage framework 

based on education (3 hours online course with teoretical 

material, short demo videos, and a test), training (45 min. 1-1 

sessions where the clinician follows user stories, recording 

milestones completion and receiving directions if required) 

and on-site support (continuous 24/7 crew of technical and 

clinical experts serving as a personalised support and bug 

reporting system, for three months since the rollout).   

Fourty five days prior to the rollout, we invited all the ED 

clinical staff to access the on-line education system using their 

institutional credentials, and once completed and approved, to 

schedule a training session either via e-mail, phone or walk-in 

(if available). Everybody was expected to complete the 

training before the rollout. After the rollout, reduced capacity 

training was still available for new hires. 

Results 

The described methodology provided the required preparation, 

contributing towards the success in the adoption of the new 

EDIS. We received positive feedback from unit administrators 

who perceived well prepared clinical staff for the 

implementation. Although the model was succesful, 

interesting lessons were learned, which will be addressed 

before the rollout of our new outpatient module of the EHR. 

 

 

Discussion 

Based on an extensive literature review and our experience 

implementing the framework, we have gained valuable 

experience including: 

• Manage timing with the developer team: gain access to 

stable version in advance to prepare training material. 

• Consider also enrolling residents in the training framework. 

• Reduce size of theoretical written material and provide 

more short categorized videos. 

• Online education needs to be differentiated: distinct courses 

with different coverages for distinct clinical entities. 

• Demonstrate the value of your training to clinicians by 

showing how a well-organized chart helps to provide a safer 

and more efficient patient care, and the explain the 

relevance of good quality clinical data for secondary use. 

• Deploy satellite training facilities in the users’ regular 

resting spaces (i.e. physician’s lounge). 

• Provide enhanced training to key clinical stakeholders given 

that peer-to-peer training is usually preferred by clinicians. 

• For newly hired clinicians, integrate the EHR training and 

education within the regular clinical service orientation 

classes, introducing the learner to the complete culture, 

processes and documentation methods of the organization. 

• Avoid implementations during the summer: less crowded 

ED did not compensate for the amount of floating staff and 

the double training effort required when primary staff 

returned to work. Find a low demand period with primary 

staff available. 

• Only provide access to EHR if education module is 

approved. However, be prepared to provide “emergency on-

site training”, for untrained healthcare providers showing up 

for their shifts withouht propper education and training 

• Provide a distinctive uniform that differentiates your 

support staff from usual clinical staff, facilitating their 

location by clinicians, while preventing confused patients 

seeking help from them. 

• Maintain a continuous streamlined feedback and bug 

reporting mechanism. 
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Abstract 

This paper is based on a qualitative study of IT organization 

and clinical practice over a period of 3 years supported by 

additional data during the last 2 years. This paper argues that 

redesign is central to understanding and developing both 

healthcare information systems and organizations. The 

importance of the IT organization is also stressed throughout 

this paper as a pertinent partner and power when considering 

organizational change and learning in hospitals as it can 

serve both as a barrier and a catalyst of change and flexibility 

in the organization through information systems management. 

Therefore it is important to consider and secure appropriate 

forms for redesign and learning in cooperation with the IT 

department. 

Keywords: 

Redesign, Health informatics, Information Systems 

Management, Organizational implementation, Organizational 

change. 

Introduction 

In order for the IT department to accommodate the needs of 

the hospitals there is a need for developing an understanding 

of the complex relationship between the IT department and 

clinical practice. In this paper the complex structures and the 

support organization in hospitals are described. Also, with the 

concept of redesign exemplified through the case study, I will 

show how IS management is an important player in the 

continuous change of organizations and work practices.  

Methods 

The main focus of the case is on different manifestations of 

support-work in the North Denmark Region. The data was 

gathered through qualitative fieldwork in the North Denmark 

Region including interviews, meetings and observations, 

supplemented by insight into a range of documents, reports 

and manuals. In all, 30 interviews, 12 days of observation and 

participation in 10 meetings and 4 workshops were conducted.  

The study method was inspired by ethnomethodology and 

actor-network studies. Following the actors, the interviews 

were semi structured and explorative in nature in order to 

capture the differences in practice and conceptualization of 

support work in the different parts of the hospital.  

Results  

IS-Management and Ongoing Development�

A central set of tasks of the IT department is called ‘systems 

ownership’ which in this paper is termed Information Systems 

(IS) management. IS management involves tasks and 

competencies related to IS support as well as systems 

development in the ongoing maintenance and redesign of the 

information systems. In this sense, IS management is an 

essential part of the ongoing development of systems and 

work practices in the hospitals. 

The Work Tasks of IS-Management 

The task of IS-management involves communication with user 

groups, vendors and other stakeholders of systems that 

interface with the system in question. No real model or 

framework is in place for this kind of work in the timeframe of 

the study. The numerous steps and tasks involved in managing 

information systems are analyzed with a focus on the themes: 

managing and prioritizing requests for changes and handling 

challenges of systems integration and dependencies. 

Managing and Prioritizing Requests for Changes 

The management of information systems in the hospitals 

involves making sure the systems are developed further in 

accordance with and to enable the work practices of the 

hospitals. This involves getting feedback from the 

organization on problems, errors, breakdowns and general 

requests for systems functionality. The importance of 

continuous development of information systems was apparent 

in many cases of the field study.  

Systems Integration and Dependencies 

The information systems in the hospital are not just singular 

and independent applications. They are integrated and 

dependent on other systems and technologies in many 

different ways in order to share data and make different 

systems interact in the work practices. For the CPOE at the 

North Denmark region, the following are integrations and 

dependencies: 

• PAS (Patient administration system) 

• The Danish Medicines Agency (lægemiddelstyrelsen) 

• ApoVision – the hospital pharmacy system 

• Digital bloodsugar transfer system 

• The new EHR – ClinicalSuite 

• New integration to the system MedOnc where cancer 

treatment can be shown in the CPOE  

• The new shared medical card (FMK) 

Conclusion 

The continued redesign of organizational practices in the 

hospital and the need for redesigning both systems and work 

practices are highlighted in the case study. Hence securing 

appropriate and meaningful use of information technology and 

systems in the hospital is of key importance in order to 

provide quality care for patients, as these technologies are core 
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aspects of the hospital work practices. The input from both 

general and local levels are also important for the management 

of information systems, and the changes and development of 

information systems are only brought into use through good 

support and educating structures. Therefore the IT department 

plays an important, yet easily downplayed role in the redesign 

of the organization through the redesign of information 

systems. 
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Abstract 

The maintenance of adequate quantities of antimalarial 

medicines and rapid diagnostic tests (RDTs) at health 

facilities in rural areas of sub-Saharan Africa is a challenging 

task because of poor supply chain management. Antimalarial 

stock-outs in the communities could lead patients (that need to 

travel long distances to get medications) to remain untreated, 

develop severe malaria and die. A prototype to improve the 

management of health commodities in rural Ghana through 

the visualization of current stock levels and the forecasting of 

commodities is proposed. 

Keywords:  

Malaria disease; mHealth for logistics; User centered design; 

Low and Middle Income Countries; Ghana. 

Introduction 

Malaria is a disease transmitted by the bites of infected 

mosquitoes. Every 30 seconds a child dies of malaria in sub-

Saharan Africa [1]. There is a need for reliable healthcare data 

at all levels of provision. The access to timely, complete and 

accurate data could improve decision-making  and healthcare 

delivery at the point of care and improve patients’ outcomes 

[2]. Maintenance of adequate amounts of health commodities 

at the point of care in remote rural areas is a major barrier to 

the successful management of diseases in resource-poor 

settings. Effective information systems in health commodity 

supply chains are necessary to address this challenge. 

Methods 

The theoretical underpinning for this research work is the 

Sittig and Singh 8-dimension socio-technical model, which 

has been used to improve health information systems in 

different settings and stages [3]. A User-Centered Design 

approach was used to design a prototype to improve the 

management of malaria health commodities in rural Ghana. 

This involved focus groups, observations, interviews, and 

participatory design sessions. Qualitative data were analyzed 

using content analysis methods. Two focus group sessions 

were conducted. One with health workers (n=12) to 

collaboratively create supply chain process workflows, and 

one with the managers (n=6) to validate/correct workflows 

developed by the health workers focus group. Challenges and 

opportunities in the supply chain process were investigated in 

the focus groups as well. Observations and interviews were 

performed to verify the findings from the health workers’ and 

managers’ focus groups. Informants included 14 Community 

Health Workers (CHWs), 6 Community Health Nurses 

(CHNs), 3 midwives, 2 enrolled nurses, the supply chain 

manager, the malaria focal person, the CHW manager, the 

health coordinator and the eHealth specialist. A participatory 

design study was performed to identify and refine 

requirements. Using 24 participants, 14 participatory design 

sessions were held. CHNs and CHWs were grouped together 

because they interact closely in their work and have the 

potential to produce a richer set of requirements in a shorter 

period of time. A low fidelity prototype was created and 

evaluated with 5 CHWs, 4 CHNs, 4 midwives, 4 enrolled 

nurses and 3 managers, with the objective of refining 

requirements and obtaining feedback on the user interface. 

Results and Discussion 

Three primary themes emerged from the focus groups that 

identify the following challenges in the malaria health 

commodities supply chain management process: (1) malaria 

health commodities shortages; (2) delays in distribution of 

commodities; and, (3) difficulty managing manual inventory 

of commodities. First, there have been shortages of malaria 

health commodities at MVP Ghana cluster clinics. Further, it 

has been reported that the CHWs have run out of malaria 

commodities at the communities. Second, delays in the 

distribution of the commodities create scenarios where the 

CHWs borrow medication from their peers. Similar problems 

occur between clinics when they are unable to obtain the 

commodities on time. Data quality errors were reported in the 

collection of the inventory of commodities. The following key 

activities of the malaria health commodities supply chain 

process were observed and documented using workflows: 

malaria health commodities stock levels; forecasting of 

malaria health commodities; order of malaria health 

commodities; and dispensing of malaria health commodities. 

Future work includes evaluation of the prototype with experts 

and with the end-users. 
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Abstract 

Interoperability of health information systems is a 

centerpiece of the “E-Health” Brazilian Ministry of Health 

strategy. It aims to solve at least partially the health 

information technology puzzle that we face today. This paper 

describes a health information exchange pilot project in a 

health district of the city of São Paulo. It discusses the results 

of the development of an informed consent form for health 

information exchange. This consent form showed excellent 

results, with median application time of 3 minutes and with 

97.8% of patients feeling fully clarified. The patients’ 

perception when faced with options of consent to share their 

data is also described.  

Keywords: 

Medical Informatics; Health Information Exchange; Informed 

Consent. 

Introduction 

Health information Exchange (HIE) has been proposed by 

health care leaders as an essential tool to improve the quality 

and cost-effectiveness of health care, improve management of 

public health data and obtaining information and assist in 

early detection of disease outbreaks [1]. Without previous 

experience well described in Brazil, a consent form was 

developed in a pilot project in a health district of the city of 

São Paulo.  

Materials and Methods 

A consent form including applicable laws, types of consent, 

patients rights, consent revocation, minor patients autonomy, 

proxies and legal guardians, data audit and data correction was 

created. A draft of a consent form was elaborated. After 

review by a committee, the final version was released. It was 

submitted to patients of Mooca health district in São Paulo, 

between October and November 2014. We also elaborated 

questions to be answered by patients after the consent 

process to evaluate the process and the acceptability to share 

clinical data in an interoperable system. 

Results 

Recording of consent and the study on the consent process 

began in October 2014 and here reported is the initial 

experience with 1235 patients. The average time of 

application of consent was 3.31 minutes and the median was 3 

minutes. The minimum time was one minute and the 

maximum was 10 minutes.  

From the total, 97.8% reported receiving adequate prior 

information for the signature of consent. The type of consent 

granted is showed in table 1. 

Table 1 – Types of consent 

Type of consent Number (%) 

Do not consent to share 
51 (4,1%) 

Consent to share at any health encounter 
1101 (89,2%) 

Consent to share only in emergency situ-

ations 

62 (5%) 

Consent to share only to epidemiological 

control 

21 (1,7%) 

The most remembered risks were wrong data entered in the 

system, invasion of the system and information leakage. 

Conclusions 

Initially we were afraid that the patients would not consent. 

This project showed that this is not the case. Of the total initial 

sample of 1235 patients, 94.1% showed confidence in the 

system and chose to share clinical information. Our perception 

is that the time invested is highly rewarding and we suggest 

that the consent process is maintained on a large scale. Even in 

a relatively short period of time, 97.8% of participants felt that 

the process was complete and appropriate decisions were 

made in participating. 
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Abstract 

Disasters either natural or man-made are inevitable, and 

therefore disaster management has always been an important 

function of government. Since during a disaster healthcare is 

often adversely affected, a lot of effort has been made in terms 

of researching effective responses and ways of improving the 

quality of delivered care to direct casualties and the rest of 

the community. In this regard, information technology plays 

an important role to help healthcare systems achieve this 

goal. One of these technologies that has become popular 

recently is Radio-Frequency Identification (RFID). This paper 

explores the relationship between emergency management 

and disaster healthcare and examines the role of RFID.  It is 

suggested that RFID will become an integral part of disaster 

healthcare and a means of improving response performance.  

Keywords: 

Healthcare; RFID technology; Patient Safety; Disaster 

Response 

 Introduction 

No society can claim immunity to disasters, thus planned 

disaster management – including the four phases of 

mitigation, preparedness, response, recovery – is an essential 

requirement. If enacted properly, it can lessen the harmful 

effects of disasters to a great extent. During disasters, 

healthcare plays an important part in responding to the needs of 

disaster casualties. In the Haiti earthquake, for example, 

estimates showed that the number of immediate quake-related 

deaths was around 200,000 and the number of injured survivors 

was about 300,000. 

Two crucial challenges in disasters are patient identification and 

medical history. During disasters, medical staff deals with casu-

alties who are unconscious and unaccompanied, and with chil-

dren without their parents, none of whom can explain their cur-

rent medical situation and needs, or their previous history. Pa-

tients can also be transferred among field hospitals with little 

more than a short medical summary written on their casts.  

Materials and Methods 

RFID in Today’s Health Environment 

The primary goal of RFID in healthcare is the enhancement of 

patient safety by reducing errors in patient care, including 

adverse drug effects, allergies, patient–medication mismatches 

and medication dosage errors.  

RFID can reduce the inherent human errors and consequent 

risk by automating the communication process and delivering 

relevant and accurate information to responsible organizations 

that can employ medical resources rapidly and efficiently.  

RFID in Disaster Response  

The considerations noted above apply to normal, non-disaster 

situations, but they are even more pertinent to catastrophes 

where reducing loss of life and rapid recovery in the 

immediate aftermath of a disaster are priorities.  

These attributes mean that the use of RFID technology in 

disasters has recently attracted a lot of attention. Central to 

this interest are the three fundamental characteristics of RFID: 

identification (who is the patient?), location (where is the 

patient?), and status (what is the patient’s condition?). 

These characteristics are of paramount importance in 

emergencies, as there is a 72-hour "golden" rescue period 

following an earthquake during which the efficiency of 

emergency response procedures is key to the rescue operation. 

If accurate and real-time information is accessible during this 

period, disaster management teams can coordinate more 

effectively the operations led by local, regional, and national 

organizations, and, as a result, make faster and better joint 

decisions. 

One of the most critical tasks during this 72-hour window is 

triage, which not only needs to be correct and rapid, but must 

be recorded and communicated accurately to the responding 

clinicians. An RFID tag, when attached securely to a disaster 

victim, readily supports these requirements. The information 

on the tag can also avoid delays caused by repeated requests 

for the same information as well as be transmitted to a 

hospital in advance of the patient’s arrival to expedite 

treatment. 

In addition, RFID tags can monitor evacuees and control the 

procurement and targeting of medical supplies in order to help 

save lives in major disasters like earthquakes. RFID can also 

integrate information flow automatically, promoting its 

visibility among disaster responders and coordinators in 

different organizations, and helping them to coordinate their 

responses. 

The benefits noted above will only be realized if several cur-

rent limitations of RFID are addressed. The constraints in-

clude implementation costs, the interoperability between com-

peting RFID standards, scaling problems, and the dual hurdles 

of privacy and security. These concerns are as important as 

the technical issues, and future research must address them in 

combination to earn the confidence and trust of both practi-

tioners and patients. 
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Abstract 

Assessment is a core function of public health. Comprehensive 

clinical data may enhance community health assessment by 

providing up-to-date, representative data for use in public 

health programs and policies, especially when combined with 

community-level data relevant to social determinants. In this 

study we examine routinely collected and geospatially-

enhanced EHR data to assess population health at various 

levels of geographic granularity available from a regional 

health information exchange. We present preliminary findings 

and discuss important biases in EHR data. Future work is 

needed to develop methods for correcting for those biases to 

support routine epidemiology work of public health. 

Keywords: 

Electronic Health Records; Health Information Exchange; 

Geographic Information Systems; Community Health 

Planning; Health Services Needs and Demand 

Introduction 

Public health authorities monitor population health to identify 

burden of disease, manage health assets, establish policy, and 

evaluate interventions. This assessment usually relies on a 

limited set of information available through surveys, vital 

records, and paper-based disease reporting. Electronic health 

record (EHR) systems may provide more timely data for a 

larger portion of a population. Yet there exist a number of 

challenges to routine use of EHR data, including linking them 

to community data about social determinants of health. In this 

study, we sought to develop and evaluate neighborhood-level 

indicators of population health using EHR data integrated 

with a community information system (CIS). 

Methods 

The Indiana Network for Patient Care (INPC), a large health 

information exchange with over 5 billion clinical observations 

from EHR systems, was geospatially enhanced and combined 

with social determinant data from SAVI, a community 

information system serving the same geographical region (1). 

We then assessed the prevalence of diseases of public health 

interest and calculated HEDIS-like clinical quality indicators. 

Using statistical methods we assessed the reliability and 

representativeness of these data to measure population health 

at various levels of geographic granularity  

Results 

Rates of diabetes ranged from 1.5% to 16.07% with an 

average of 8.9% among neighborhoods spread across a 

metropolitan area. When examined at the census tract level, 

diabetes rates ranged from 1.5% to 12.83% with an average of 

8.9% of the population for a given area. 

We identified three biases in using EHR data. First, EHR data 

only represent those that seek health care. Second, linked 

EHR data are biased based how patient records were matched. 

The HIE uses a probabilistic technique, which can result in 

duplicate records. Third, the HIE proportionally contains 

more data from low income providers. We are exploring ways 

to adjust rates and correct these biases so they do not 

overestimate burden of disease and poor care quality in inner-

city neighborhoods. We seek to compare census tract, 

neighborhood, and other geographic area measures with data 

from a recent population survey.  

Conclusion 

EHR systems capture data about more people than do 

population surveys, but they have biases that affect their 

estimates of population health indicators such as disease 

prevalence or preventative screening rates. Future work is 

needed to develop methods for correcting for those biases to 

support routine epidemiology work of public health. 
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Abstract 

The Bern University of Applied Sciences established the first 

Swiss Bachelor of Science in Medical Informatics. We 

demonstrate the specifics of the new curriculum that was 

based on requirements analysis and includes seminars and 

live case studies to enable problem-solving abilities.  

Keywords: 

Education; Medical Informatics. 

Introduction 

While other countries established academic medical 

informatics curricula for many years [1], Switzerland did not 

have such a program until recently. In 2009, a survey of 

requirements was conducted among 22 Swiss healthcare 

specialists (selected by quota from hospitals, healthcare IT 

companies, government, suppliers of medical equipment, 

service providers, consulting and health insurance). The 

survey provided the requirements needed for 700 medical 

informatics graduates during the next five years in 

Switzerland [2]. 

Methods 

The survey results were used to set up a detailed score for the 

most and least needed study subjects in a five and ten year 

perspective. Interoperability, clinical pathways, and the Swiss 

national eHealth strategy ranked as the most popular subjects 

for the five year perspective whereas telemedicine and a 

national electronic health record dominated for the ten year 

lookout. Based on these results, a bachelor curriculum of 180 

ECTS in 49 modules (three years full time or 4.5 years part 

time) was implemented in 2011 and comprised of explicitly 

the most desired study subjects in Biological Sciences 

modules such as clinical pathways or interoperability. 

Results 

The final curriculum splits in three core components: 

informatics (54 ECTS); healthcare and medicine (54 ECTS); 

and management and communications (58 ECTS) plus 14 

ECTS for optional subjects. Module topics were carefully 

chosen considering the survey results. Informatics is covered 

with courses such as basic informatics, medical statistics, 

methods of programming, databases, software engineering 

and networking. Healthcare includes courses such as anatomy 

and  physiology, medical documentation and pathology, and 

also includes interoperability, accounting in healthcare, 

clinical studies, clinical pathways, eHealth, and quality 

management in medicine. 

Most interesting, however, the management and 

communications area has increased the number of courses, 

and together with the healthcare and informatics area, the two 

groups created a series of seminars, tutorials and exercises. In 

these seminars, students are guided towards the application of 

knowledge in practical exercises and self governed work. 

Students receive one or two publications around a medical 

informatics “hot topic” like big data in medicine or 

personalised medication. They perform their own research 

including organized visits to events such as  the Swiss medical 

fair IFAS or the German conhIT, where they can talk to 

international experts. They are encouraged to search interview 

partners in the Swiss Medical and Informatics scene and must 

present their results in an oral presentation, a poster, a short 

paper and a detailed report. Thus the other experts profit from 

the student work. Live cases go beyond and result in clickable 

mockups or functional prototypes for a medical informatics 

application area (often together with industrial or hospital 

partners). Examples of live cases include an application to 

identify patients for radiation therapy using barcode scanners 

to enhance patient safety, or the design of a hospital portal for 

patient admission to radiology. 

Conclusion 

The first graduates finished in 2014 and received immediate 

employment. Although many recommendations on medical 

informatics education exist [3], they do not consider country 

specific requirements, e.g., local ehealth strategies or 

electronic patient dossier programs. Technology and 

healthcare changes mandate adaptation of educational 

curricula. Survey-based adjustment and teaching improved 

problem-solving abilities seem to be promising strategies in 

these circumstances. 

References 

[1] Dickhaus HA. Comparative Summary of Six Health / 

Medical Informatics Programs. Methods Inf Med 1994: 

33(3): 254-7. 

[2] Holm J, et al. Resultate zur Umfrage über die Ausbildung 

von Medizininformatikern in der Schweiz. Swiss Medical 

Informatics 2017:70: 3-12. 

[3] Mantas J, et al. Recommendations of IMIA on Education 

in Biomedical and Health Informatics, Methods Inf Med. 

2010: 49: 105-20. 

Address for correspondence  

Professor Dr. Jürgen Holm juergen.holm@bfh.ch 

MEDINFO 2015: eHealth-enabled Health
I.N. Sarkar et al. (Eds.)
© 2015 IMIA and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License.
doi:10.3233/978-1-61499-564-7-1011

1011



Computer Experience of Nurses  

Luciana Schleder Gonçalves
a

, Talita Cândida Castro
b

, Soraya Fialek
c

 

a

 Nurse, Master in Health Informatics, PhD in Nursing, Professor at Federal University of Parana, Member of Research Group on 

Politics. Management and Health Practices GPPGPS-UFPR; 
b

 Nurse, Nursing Graduate Student at Federal University of Parana, 

Member of Research Group on Politics, Management and Health Practices GPPGPS-UFPR; 
c

 Nursing Undergraduate Student at 

Federal University of Parana, Member of Research Group on Politics, Management and Health Practices GPPGPS-UFPR 

 

Abstract 

This study aimed to identify the computing experience of 

nurses in southern Brazil, through exploratory survey 

research. The results, which were obtained from the 

application of The Staggers Nursing Computer Experience 

Questionnaire®, were analyzed by statistical tests. The survey 

was conducted with nurses working both in hospitals, as in 

public health, in a capital in southern Brazil. There is the 

predominance of novice nurses in the application of computer 

tools in their practices but most often declare the use the 

computers to develop their professional and also personal life 

activities. We conclude that the computer and health 

information systems are part of the working reality of the 

participants, being considered indispensable resources his 

activity, while noting limitations on the potential use of these 

tools. This study reflects on how the issue has been addressed 

in educational schools and the challenges of inclusion of the 

theme of Nursing Informatics in the curricula in Brazil. 

Keywords:  

Health Information Systems; Nursing Informatics; Nursing 

Informatics Competencies. 

Introduction 

The incorporation of new technologies has occurred steadily 

over the evolution of nursing, a fact that has enabled the 

expansion of the professionals’ practice. It could have 

contributed to the improvement of the scope of their 

professional practice. Nurse's performance in different 

scenarios: caring, education, management, and research. 

Information and communication technologies (ICT) are 

support tools that can help health professionals achieve the 

efficient management of the high range of data produced in 

healthcare area
 

(1). In 2013, the Center for Studies on 

Information and Communication Technologies (CETIC.br) 

promoted a large and pioneering study on the use of ICT in 

health facilities in Brazil, as well as appropriation of these 

technologies by industry professionals - the "Health ICT" 

research
 
(2). In general, this research shows that professionals 

see as positive the implementation and use of information in 

health systems. They point out that the inclusion and use of 

these tools add value to the work process, thus contributing to 

gains in terms of efficiency and quality. It is believed, 

however, that the professionals are often placed in the context 

of ICT in the workplace, but without having received the 

necessary training to their best use. This can cause them to 

have little positive view of the tools as a means of facilitating 

their work (2).Based on these assumptions, this study aimed to 

identify the computing experience of nurses among the 

nursing community of Curitiba, Paraná. 

Methods and Results 

This is a survey-type survey, exploratory, with a quantitative 

approach that uses the descriptive statistics for the analysis of 

its results. The project was approved by the Research Ethics 

Committee. 78 nurses filled out the questionnaire at the 

University Hospital and 260 filled at the Public Health 

Network. Participants are endowed with both experiences as 

specific knowledge in any field of nursing knowledge (most 

have specialist titles, and some are masters and doctors). 

Overall, they reported the use of computers more for 

administrative purposes, and less to clinical issues and nursing 

care records. Participants' responses reveal that their majority 

does not have formal knowledge in computer science, but 

declare to have done quick courses on computer applications 

and read magazines or books on computing.. However, most 

rated their computing experience to be competent. Most of 

them declare to use computers often. 

Conclusion 

Knowing the computing experience of nurses is the first step  

to an awareness of the presence of ICT in health care. It is a 

reality that can no longer go back, but also an achievement of 

individual and organizational professional development goals 

in health.  
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Abstract 

This study aimed to identify in scientific literature the 

informatics competencies required from the nurses to make 

decision in management process. Through a scoping review, 

literature databases were searched to find articles published 

in Portuguese, English, or Spanish, until July 2013. 188 

articles were found, and seven were included in this study, 

published between 1994 and 2011. The studies were written in 

English (5; 71%), in USA (5; 71%), using experience reports 

or literature review designs (5; 71%). The informatics 

competences were categorized according the Technology 

Informatics Guiding Education Reform (TIGER).  The 

findings highlight gaps in informatics competence to make 

decisions in the management process – essentially in 

information management competence. 

Keywords: 

Nursing Informatics; Nursing Administration Research; 

Professional Competence. 

Introduction 

The use of computer technologies by nurse managers is 

increasing exponentially. The aim of this study was to identify 

in the informatics competencies required from the nurses to 

make decisions in the management process. 

Methods 

The scoping review method was used to answer the research 

question: What informatics competencies are required from 

nurses to make decisions in the management process? Articles 

published until July 2013, described in Portuguese, English 

and Spanish, in CINAHL, Embase, LILACS and PubMed 

databases were searched. We found 188 articles related to  

decision-making in the management process developed by 

nurses supported by informatics competencies. Articles with 

educational or clinical foci were excluded. In the first round, 

titles and abstracts were evaluated and 172 articles were 

excluded. In the second round, 16 full-text articles were read 

and evaluated by peers, and nine were excluded. Seven 

articles included were analyzed and the informatic 

competences were categorized in Basic Computer 

Competencies, Information Literacy and Information 

Management, according to the TIGER initiative
1
. 

Results 

Seven articles published between 1994 and 2011 – 

predominantly in English (5; 71%), from USA (5; 71%), and 

with low level of evidence, using experience report/literature 

review designs (5; 71%) – were included. The following 

informatics competencies and skills were required of the nurse 

managers: 

• Basic Computer Competencies: skills to use the 

Internet, spreadsheet, graphs, social networks, and 

databases; 

• Information Literacy: skills to use minimum data sets, 

telemedicine, and evidence-based practice to decision-

making, and ensure the quality of information; 

• Information Management: skills to use algorithms, 

decision support systems, and information systems; 

and to use systems that can maximize clinical 

outcomes and reduce costs. 

Conclusions 

In the literature, discussions about how informatics 

competencies can support the decision-making of nurses in 

management process are still insufficient. The findings 

highlight gaps in informatics competence to make decisions in 

the management process, and essentially in information 

management competence. The articles showed the importance 

of infrastructure and education processes to develop 

informatic competences in health. 
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Abstract 

The appearance of eHealth adds a new dimension to health 

informatics competencies  – they are not necessary just for 

health providers and health information system users and 

developers, but also for health consumers.  

Keywords:  

eHealth; Bibliometric mapping 

Introduction 

eHealth has gained a lot of attention on different fronts and 

hence a need for new health informatics competencies has 

arisen. Kokol et al. [1] had performed a bibliometric analysis 

about nursing informatics competences. The aim of this paper 

is to generalize this kind of analysis to other healthcare 

professionals in the context of eHealth.  

Material and methods 

Two corpuses were formed from the Scopus and Elsevier 

bibliographic databases. HICSC was searched using 

“(*medical OR health OR nursing OR clinical) AND 

informatics* AND (competency* or skill*)) strings.”. EHCSC 

was searched using the search string of “(*medical OR health 

OR nursing OR clinical) AND informatics* AND 

(competencies* or skill*)) AND eHealth”. Corpus data were 

recorded in an Excel document; preprocessed using built-in 

Excel functions and then transferred into VosViewer [2] for 

bibliometric mapping.   

Results and discussion 

The search was performed on 16th of November 2014. The 

HICSC consisted of 1779 and EHCSC of 85 information 

sources. The trend in both scientific areas is positive, but 

steadier in health informatics than in eHealth compe-

tences/skills. In health informatics competences/skills, the 

exponential trend started in  1990 and became steady in 2004. 

In the same year the exponential trend in eHealth competen-

cies/skills started. The delayed start of research literature pro-

duction in eHealth competences in regard to health informatics 

competences is congruent with the more intensive start of the 

eHealth research literature production in general. 

The information sources from health informatics competences 

were written by authors affiliated in 86 different countries and 

from eHealth competences in 29 countries. The vast majority 

of papers were published in the United States, followed by 

United Kingdom, Canada and Australia. Bibliometric mapping 

produced following clusters from HICSC abstracts:  

• Information cluster combining information with 

evidence, intervention and patient; 

• System cluster linking system with the hospital, da-

tabase and computer; 

• Nursing cluster associating nursing with informatics 

competency and computers skill; 

• Education cluster combining medical/ health infor-

matics and electronic health record with health care 

and health professionals  

and five clusters from EHCSC abstracts: 

• Nursing cluster linking nursing practice with com-

petency and electronic health record; 

• Education cluster combining medical education 

with medical/ health informatics and information 

technology; 

• Technology cluster associating technology with 

woman and smartphone; 

• Internet cluster linking Internet with health informa-

tion and college student and  

• Disease cluster combining health care, training, di-

agnosis with computer science. 

Comparison of HICSC and EHCSC clusters reveals a consid-

erable difference between the research topics in the two fields 

of our study. The eHealth competence/skills field is oriented 

toward Internet, technology and diseases and the health infor-

matics competences/skills field is directed more to systems 

and information.  

Conclusion   

The present study highlighted that one of the central concepts 

in health informatics research, namely electronic health re-

cords is placed in different contexts within both studied areas. 

This is an important discovery leading to the conclusion that 

to achieve the goals of patient centred paradigm, research en-

deavours in both studied fields should be united.  
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Abstract 

The purpose of this study is to develop an interdisciplinary 

learning environment between education in technology, 

business, and nursing. This collaboration creates natural 

interest and motivation for welfare technology. The aim of 

establishing an interaction between these three areas of 

expertise is to create an understanding of skills and cultural 

differences in each area. Futhermore, the aim is to enable 

future talents to gain knowledge and skills to improve health 

literacy among senior citizens. Based on a holistic view of 

welfare technology, a Student Academy was created as a 

theoretically- and practically-oriented learning center. The 

mission of the Student Academy is to support and facilitate 

education in order to maintain and upgrade knowledge and 

skills in information technology and information management 

related to e-health and health literacy. The Student Academy 

inspires students, stakeholders, politicians, DanAge 

Association members, companies, and professionals to 

participate in training, projects, workshops, and company 

visits. 

Keywords:  

Informatics; innovation; education; training; interdisciplinary; 

health information technology; m-health; e-health; healthcare; 

health literacy; participatory health.  

Introduction 

Population aging leads to considerable pressure on health 

expenditures because elderly people are living longer with 

chronic diseases. There is an assumption that welfare 

technology can provide cost-effective solutions and have a 

positive impact on the participatory health of elderly people. 

Training and education of health care professionals is needed 

to ensure they possess skills to meet future health care 

demands [1]. 

Methods 

The Student Academy is an interdisciplinary learning 

environment with a holistic understanding of technology 

based on the Leavitt-Ry organizational model [2]. 

 

Figure 1: Leavitt-Ry model of organization [2]. 

The learning and training focus on a user-driven and 

innovative approach to welfare technology. Students from 

technology, business, and nursing upgrade their professional 

knowledge and skills in information technology and 

information management. Companies and health professionals 

participate in theoretical and practical training, projects, 

workshops, and company visits. A collaboration was 

established with DanAge Association (NGO) to develop 

competencies in e-health and health literacy. 114 students, 18 

teachers, four companies, politicians and six from DanAge 

have participated in the Student Academy.  

Results 

Based on observations and feedback the knowledge and skills 

of the students have improved. The interdisciplinarity and the 

collaboration with health professionals’ companies and the 

DanAge Association has establised an understanding of how 

technology can support the participatory health of elderly 

people with chronic disease. In an innovative process, six 

student groups developed a company’s business plan for a 

new robot designed for rehabilitation. 

Conclusion 

An interdisciplinary learning environment was established 

between education in technology, business, nursing, 

stakeholders, politicians, DanAge Association, and 

companies. This collaboration created innovation, talents, 

knowledge, and skills related to e-health and health literacy 

among senior citizens. 
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Abstract 

Nursing schools in Denmark, Canada, and Australia are all 

currently involved in integrating nursing informatics in the 

nursing bachelor programme. This paper gives a brief update 

on the current situation of nursing informatics education for 

bachelor level nurses in each of the three countries. Whilst 

there are differences in the curriculum in each county, it is 

important to share knowledge about undergraduate nursing 

informatics worldwide to ensure consistency. 

Keywords: 

Nursing informatics, bachelors programme, curriculum 

Introduction 

The explosion in information technology systems in the 

healthcare setting has resulted in a transformation of work 

practices. Nurses therefore need knowledge, skills, judgment, 

and understanding of the importance of informatics from the 

commencement of their training. This paper is a brief descrip-

tion of the current uptake of nursing informatics (NI) for un-

dergraduate students in Denmark, Canada, and Australia. 

Materials and Methods 

A review of the published and grey literature was conducted.  

More specifically, the authors searched the following data-

bases: CINAHL and Medline using the terms: “nursing”, “in-

formatics”, “Canada”, “Denmark” and “Australia”.  Grey lit-

erature was also reviewed.   

Results 

Nursing informatics is a topic area that needs to be integrated 

into the nursing curriculum internationally; however, each 

country has achieved different levels of integration of infor-

matics into their degrees.  

Denmark The order of nursing curriculum describes that the 

program in nursing informatics is to qualify the students in the 

theoretical and clinically technological development and to 

meet the people’s need for nursing informatics. [1] Nursing 

informatics is placed in the bachelor’s program, 18 months 

after start and holds two 2 ECTS – points (27 lessons).  

Canada In 2012, the Canadian Association of Schools of 

Nursing (CASN) and Canada Health Infoway developed 

Nursing Informatics Competencies for Entry-to-practice 

Registered Nurses [2] and learning tools and resources that 

can help faculty to with teaching students undergraduate 

nursing informatics (see 2,3). CASN is actively involved in 

supporting faculty in a peer to peer network to help faculty 

master nursing informatics competencies and integrate them 

into nursing curricula across the country. Peer leaders are 

engaging nursing faculty across the country [3]. 

Australia In 2012 the Australian Nursing and Midwifery 

Accreditation Council released new standards for 

accreditation of nursing education. These standards include 

the requirement that student nurses have “familiarity with 

health informatics, including person-controlled electronic 

healthcare records” [4].  The importance of developing “the 

capacity to innovatively use information technology and 

electronic resources to research the growing evidence base for 

improved care and treatment methods” [4] is also 

acknowledged. As a result of this upgrade to the standards it is 

not possible for a nursing degree to be accredited in Australia 

unless it includes informatics.  

Findings 

Differences in the development, evolution and integration of 

nursing informatics into undergraduate education between the 

countries exist.  Denmark has integrated nursing informatics 

successfully into the bachelor program. Canada and Australia 

have recently commenced this process.  It is evident that the 

sharing of information about best practice in curriculum 

development in integration of informatics will enhance the 

uptake of this important area in undergraduate degrees. 

References 

[1] Danish Ministry of Education: Law about nursing educa-

tion in Nursing Curriculum in Denmark. (In Danish). 

https://www.retsinformation.dk/forms/R0710.aspx?id=114493 

[2] L. Nagle, E. Borycki, L. Donelle, N. Frisch, K. Hannah, 

A.Harris, A. Harris, S. Jette, T. Shaben. Nursing 

Informatics: Entry-to-practice Competencies for 

Registered Nurses.CASN, 2012: Ottawa. 

[3] CASN. Peer leaders for a nursing faculty eHealth 

Network. http://www.casn.ca/en/E-

HealthNursing_Informatics:_CASN-Infoway_Nurses-in-

Training_Project_182/items/7.html 

[4] ANMAC, 2012, Australian Nursing and Midwifery 

Accreditation Council Registered Nurse Accreditation 

Standards http://www.anmac.org.au/accreditation-

standards 

Address for correspondence  

imad@via.dk 

MEDINFO 2015: eHealth-enabled Health
I.N. Sarkar et al. (Eds.)

© 2015 IMIA and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License.
doi:10.3233/978-1-61499-564-7-1016

1016



Trends of Patient Safety Topics Addressed in the Past Five MEDINFO Congresses 

Qiyan Zhang
 a

, Hiroshi Takeda
 a

 

a 

Graduate School of Health Care Sciences, Jikei Institute, Osaka, Japan 

 

Abstract 

Health informatics has been promoted as a core curriculum in 

our patient safety program for four years. There is a need to 

let students understand how such topics were addressed with 

relevant literature of trends in medical informatics. In this 

study, we performed a content analysis by searching the past 

five MEDINFO Congress Proceedings. We used MeSH Terms 

or Keywords to search the study subjects and divided them 

into three categories. 76 subjects were identified, among 

which 16 were assigned to Category 1 (System-related), 26 to 

Category 2 (Database-related), and 34 to Category 3 

(Others). Some socio-techical issues that emerged in Category 

3 presented as future research interests.The identified topics 

reflect research trends in patient safety. 

Keywords:  

Patient Safety; Education; Medical Informatics. 

Introduction 

Health informatics has been promoted as a core curriculum in 

the Jikei Institute for four years.
1
 There is a need to let 

students understand how informatics topics were addressed 

with relevant literature regarding trends in eHealth in general. 

A recently published systematic overview indicates that there 

is a large volume of work studying the impact of eHealth on 

the quality and safety of health care.
2
 “What is the perspective 

of medical informatics within this field?” should be asked to 

help our students to gain domain knowledge. In this study, we 

performed a content analysis through checking the related 

topics presented in the past five MEDINFO Congress. 

Methods 

Pubmed’s Advanced Builder was used to search the study 

subjects. We used Text Words – e.g., “safety” or “error” or 

“accident” or “incident” or “adverse” or “risk management” –  

to identify patient safety topics published in the “Journal of 

Studies in Health Technology and Informatics,” volumes 84, 

107, 129, 160, and 192. Then, we screened MeSH terms 

(Volumes 84, 107, 129, and 160) or Keywords (Volume 192), 

which each contained identified subjects with the 

aforementioned Text Words to make reconfirmation. Next, we 

divided the refined subjects into three categories, e.g., 

Category 1 (System-related), which included MeSH Terms or 

Keywords like EHR, HIS, Computerized Medical Record 

Systems, Medical Order Entry System and text words 

containing “system”; Categoty 2 (Database-related), which 

included MeSH Term or Keywords like Artificial Intelligence, 

Knowledge Base, Natural Language Processing (NLP), Data 

Mining (DM), Information Storage and Retrieval, Decision 

Support System or Technique; Category 3 (Others), for those 

topics  that belong to neither Category 1 nor Category 2.  

Results 

In total, 76 subjects were identified, among which 16 were 

classified in Category 1, 26 in Category 2 and 34 in Category 

3 (Table 1). 31 out of 76 subjects were medication safety 

related, of which 21 are in Category 1 and Category 2, and 10 

are in Category 3, respectively. Some socio-technical issues 

(in Category 3) – for example; quality assurance, quality 

control, task performance analysis, practice management, 

workload, interdisciplinary communication, and inter-

professional relations – emerged as new foci in this field. 

Table 1– Patient Safety Topics Identified in the Past Five 

MEDINFO Congress Proceedings 

 

Discussion and Conclusion 

Patient safety has been an increasing concern in the field of 

medical informatics during the past fifteen years. Medication 

safety was highly addressed on the implementation of 

computerised physician order entry (CPOE) systems, and 

application of decision support technigues to prevent error and 

manage risks. DM- and NLP-related methods were widely 

applied to detect adverse drug events. Some socio-techical 

issues emerged in Category 3, which presented as research 

interests that need to be explored further. Our findings also 

showed that evidence for the clinical benifical impact of such 

technologies is still limited. Patient outcomes in particular are 

seldomly being assessed in these studies. Academics in health 

informatics should raise more awarenesses to such problems. 

Future eHealth technologies are expected to be truly benifical 

to patients in terms of quality and safety.The topics reflect 

research trends and can support education in this field. 
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Abstract 

Objective: Promote mobility between South-South and South-

North for improving level of researchers, staff and students 

through a platform. Methods: The methodology is based a 

filling of a questionnaire about offer or demand. Material is 

composed a computer connected Internet. Result: we 

registered about 203 demands and 31 offers from partners.43 

mobilities were executed completely. Conclusion: The results 

indicate a real need of mobility for researchers and health 

professionals in Africa. The important number of mobility 

demands made by external researchers and professionals 

(from outside the AFRICA BUILD Consortium) may be 

constrained by the difficulty to find adequate funding.  

Keywords:  

Personel mobility; Health; Africa Build Project. 

Introduction 

Scientific research is the key to change as it is on research's 

validated outcomes and reflections on reality that policy 

makers can base their decisions. At university, scientific 

research allows students to improve their knowledge [1].  

One of AFRICA BUILD project objectives is to facilitate the 

mobility between learners.  

Methods 

The hardware consists of a platform via a computer connected 

to the Internet. This platform had a demand or offer form 

(depending on the chosen necessary) that the interested have 

to fill [3]. 

Definition of mobility 

In AFRICA BUILD, mobility (or exchange programs) was 

defined as the exchange of students and other forms of 

personnel mobility aiming to conduct a training or research 

task in other organization.  

Results 

Forty three (43) mobility initiatives were completed including 

cases of North-South, South-North and South-South mobility 

(table 1). Health informatics was the more representative field 

of interest for this mobility with a total of 13 cases (Table 2).  

 

 

Table 1: Completed mobilities by type 

 

Mobility type             Number of mobilities 

North-South                               12 

South-North                             14 

South-South                               9 

Other*                               8 

TOTAL                             43 

 

Table 2: Completed mobilities initiatives by fields 

 

Fields Frequencies Percentages 

(%) 

Health 

Informatics 

13 30.23 

Public Health 3 6,98 

Elearning 9 20,93 

Other 18 41,86 

Total 43 100 

 

Conclusion 

The results of this work show that mobility is an interesting 

alternative for capacity building of individuals and strengthen-

ing institutions.  
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Abstract 

In Australia, as a result of the distributed, often private nature 

of health provision, tight privacy legislation, even tighter 

organizational policies, access to data covering the whole 

patient journey of care is a common aspiration that has been 

almost impossible to achieve. Access to primary care data in 

a manner that is record-linkable has been a particular 

challenge. Since 2006 The University of Melbourne has been 

developing GRHANITE™ Middleware and GRHANITE™ 

Data Linkage technologies designed to overcome these 

barriers. With over 10% of Australian primary care data now 

being routinely extracted utilising this technology, we believe 

the principal technical challenges have now been overcome. 

We believe this technology to be at the forefront ethically of 

providing data for research. This poster describes the 

principal issues involved and the approaches taken in the 

technical solution underpinning GRHANITE™. 

Keywords: 

Data Integration; Primary Healthcare; Linked health data. 

Introduction 

Australia is a naturally conservative country with conservative 

privacy, security and consent policies. There are over 7,000 

primary care businesses each of whom need to separately 

grapple with issues of the law, privacy and consent. With no 

central policies, accreditations or regulations, practices are 

conservative – and linkable data for research has been nearly 

impossible to obtain. The GRHANITE middleware system is 

a major initiative by the University of Melbourne to address 

the issues of data linkage and to address the many logistical 

issues in ethically obtaining and utilising the big hole in 

Australian Health Data Analytics – Primary Care. 

Methods 

Australian GP systems exhibit no standards in technology, 

almost no standards in data representation or coding and no 

accreditation processes. GRHANITE™ deals with these 

issues through its generic ability to link to almost any 

technology – and to extract data in raw form allowing 

interpretation to happen later. This helps resolve problems 

regarding a lack of IT knowledge in the practice. 

GRHANITE™ implements opt-in, opt-out and waiver of 

consent mechanisms - unusual for middleware and project-

specific ethics requirements, aggregations and rules can be 

applied before data transmission. These are the principal 

components that help reassure practices regarding 

GRHANITE™ implementations. Study protocols and 

software can be remotely updated lowering support overheads 

as is necessary in implementations spanning 100’s sites. A 

privacy-protecting hashing algorithm allows data to be linked 

to non-GP data sources allowing linkage to happen in this 

sector for the first time without opt-in informed consent. All 

communications are encrypted. Delta processing means only 

data changes are exported lowering bandwidth overheads. The 

poster shall explain the principal GRHANITE components 

and architecture. 

Results 

GRHANITE has been implemented in over 650 sites across 

Australia and interfaces to eight of the principal GP systems 

covering over 95% of the Australian GP market. 

Approximately 40 other interfaces have been developed 

crossing other health sectors. The collections now have the 

majority of the GP medical record for nearly 10% of the 

Autralian population. Initial studies utilizing GRHANITE are 

now reaching maturity.  

Discussion and Conclusion 

The poster will describe in detail the many challenges that 

need addressed to ethically extract data from primary care in 

Australia – a complex task with over 20 man-years 

development to achieve. A fast growing level utilisation of 

GRHANITE across the sector helps validate the mechanisms 

undertaken to address the challenges present – and in doing so 

formalises the challenges. The GRHANITE record linkage 

tool is probabilistic and this generally rules-out clinical data 

sharing applications including acting as a Health Information 

Exchange. Because the data exported is generic and raw, the 

use of GRHANITE requires good analytic skills – BI tools 

and data interpretation are not roles GRHANITE fulfills.  

Many countries may be able to implement systems with fewer 

legislative and policy barriers. The fact that this tool is able to 

navigate so many barriers suggest to us that the GRHANITE 

system is a leader in the field of ethical large-scale data 

provision for audit, research and health surveillance. Even 

where legislation or policy restrictions allow more flexibility, 

a GRHANITE implementation may help raise the bar. 
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Abstract 

The emerging penetration of Health IT in Latin America 

(especially in Brazil) has exacerbated the ever-increasing 

amount of Electronic Health Record (EHR) clinical free text 

documents.This imposes a workflow efficiency challenge on 

clinicians who need to synthesize such documents during the 

typically time-constrained patient care. We propose an 

ontology-driven semantic search framework that effectively 

supports clinicians’ information synthesis at the point of care. 

Keywords: 

Natural Language Processing (NLP); Semantic Search; 

Ontology Classification; Brazilian Portuguese 

Introduction 

Traditional semantic search applications mainly focus on the 

general knowledge domain while understanding the English 

language. Furthermore, existing semantic search applications 

based on Brazilian Portuguese are not designed to support 

routine healthcare tasks and clinical workflow. We propose an 

ontology-driven semantic search framework to provide 

clinicians better support in their decision-making process. 

 

Figure 1 - Screenshot of semantic search user interface 

Methods 

Our semantic search framework uses open source NLP 

toolkits to analyze the Brazilian Portuguese grammar. The 

resulting grammatical units are processed for clinical concept 

extraction and mapping to Concept Unique Identifiers (CUI) 

in the Unified Medical Language System (UMLS) 

Metathesaurus. We generate relevant hierarchical 

representations of clinical concepts in the Portuguese version 

of the International Classification of Diseases (CID-10) based 

on publicly available language translations, and mapped these 

concepts to their English equivalents within the UMLS, 

including the Portuguese clinical ontologies: MSHPOR 

(Medical Subject Headings in Portuguese) and MDRPOR 

(Medical Dictionary for Regulatory activities in Portuguese). 

CID-10 concepts are then mapped to the Systematized 

Nomenclature of Medicine – Clinical Terms  (SNOMED CT). 

Our ability to achieve Portuguese-English mapping of 

controlled clinical vocabularies represents a significant 

contribution to Brazilian Portuguese clinical NLP research. 

Our framework also offers patient data visualization via an 

intuitive search engine interface (Figure 1) that allows 

clinician users to efficiently retrieve relevant clinical 

information from large data sources. 

Results 

To evaluate the effectiveness of our semantic search 

framework, we conducted a pilot study using a subset of 80 

cardiology discharge summaries written in Brazilian 

Portuguese. 4 clinical students (2 Medical and 2 of a Nursing 

background) were each asked to perform 2 clinical 

summarization tasks using a traditional EHR-like system 

(without semantic search functionality) for one task and our 

semantic search system for the second task. Our study results 

showed that on average, the students required 39.9% less time 

to complete task 1 and 10.7% less time to complete task 2 

when they used our semantic search application. Further 

analysis of the results suggested that the differences in time to 

task completion may be due to each student’s decision to read 

every discharge summary while using the traditional EHR-like 

system. In addition, qualitative data from the interviews 

conducted after task completion revealed that the students 

unanimously preferred having access to the semantic search 

application for task completion as they could search for 

keywords and browse through fewer summaries in contrast to 

manually synthesizing information. Limitations in our study 

include possible disparities in domain expertise, 

documentation speed, degree to which the tasks were 

understood by the students, and differences in task 

complexity. In our future research, we would perform a larger 

and more robust evaluation of our application while 

minimizing the aforementioned limitations. 

Conclusion 

Preliminary evaluation of our ontology-driven semantic 

search framework for Brazilian Portuguese clinical documents 

reveals that it effectively improves clinical task workflow and 

can contribute to the decision making process of the clinicians 

through faster, and more accurate information retrieval and 

visualization at the point of care. 
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Abstract 

The lack of understanding of user experience with self-service 

query tools is a barrier to designing effective query tools and 

is what propelled this study. User actions were documented 

and transformed into networks of actions for qualitative anal-

ysis. Proficient use of self-service query tools requires signifi-

cant technical experience. To decrease the user learning 

curve, additional user education is necessary for novice users.   

Keywords: 

Query Tools; Expert and Novice Users. 

Introduction 

A major challenge to clinical and translational research resides 

in facilitating access to EHR data for researchers [1].  Self-

service query tools (SSQT) have been developed to meet this 

need among diverse users [2].  Understanding how diverse 

users interact with SSQTs can inform designs for effective 

query tools in the future. Therefore, this study reports user 

experiences across SSQTs and research knowledge.   

Methods 

Eight semi-structured interviews and user observations were 

performed at four academic institutions. Users (physicians, 

clinical researchers, EHR data analysts) were divided into two 

sub-groups, experts and novices, based on having greater than 

2 years of experience with research and the SSQT. Users were 

asked to perform a query to resolve their real-world infor-

mation need using think-aloud protocols. All observations 

were videotaped to capture the actions and thoughts of the 

user. When the user completed the query, an exit interview 

was performed. A user-action schema was iteratively devel-

oped and pruned for video annotation. For each video, user 

actions were annotated with this schema by a single annotator, 

and then repeated for quality control. For each expert and 

novice group across research knowledge and SSQT experi-

ence, normalized directed network graphs were produced and 

user-action tables were created. 

Results 

We identified four user actions: browse, enter, review, and 

select, which had three, four, five, and nineteen subtasks, re-

spectively. As shown in Table 1, expert and novice users had 

similar frequency distributions among actions. Expert re-

searchers extensively used the action “Enter ‘Search Crite-

ria,’” while novice researchers rarely did.  

Table 1 – User-Actions by SSQT experience and research 

knowledge 

User-

action 

Research Knowledge SSQT Experience 

Expert 

(n=5) 

Novice 

(n=3) 

Expert 

(n=3) 

Novice 

(n=5) 

Browse 7 11 8 9

Enter 10 9 12 8

Review 4 5 4 4

Select 33 54 42 40

 

The directed network graphs produced show patterns of user-

actions within our groups.  Most notably, SSQT experts ex-

hibited a more organized flow of user actions. They added 

data elements rather than removed them after reviewing the 

query build, and also tended to reformulate their queries after 

obtaining a result set.  SSQT novices seemed to augment their 

queries by adding or removing data elements after reviewing 

their query build.  Interestingly, research knowledge did not 

display varying patterns of user-actions.  Both expert and nov-

ice researchers used the SSQT in a similar pattern.   

Conclusion 

As expected, SSQT experts seem to be more efficient with 

their actions when completing a query, implying that an im-

proved user experience may be related to user education of the 

SSQT functionalities and uses. Additionally, SSQT experts 

seem to augment their query more often after reviewing query 

results. Finally, there seemed to be minimal differences be-

tween the user-action pattern of research experts and novices.  

However, research experts frequently performed data element 

searches rather than browsing. 
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Abstract 

Medical guidelines highly recommend physical activity and 

aerobic exercise in the prevention of primary and secondary 

cardiovascular disease. The use of exercise-promoting 

application software may improve clinical outcomes for 

cardiovascular disease (CVD) patients. The study aimed to 

compare and analyze the functions of the top 10 exercise 

Android Apps which had more than 1,000,000 downloads 

from the main four Android App stores in mainland China. 

The results showed that most of these popular apps had  

pedometer, exercise plan preset, user data presentation, user 

encouragement and community sharing functions while a few 

of them had exercise video clips or animation support and 

wearable devices. Given these data, the conclusion is that 

these popular apps fulfill some of the functions recommended 

by medical guidelines, however, lack of some functions such 

as pre-exercise risk assessment, the exercise intensity 

recording, specific instructions by professionals, and 

monitoring functions for CVD patients. 

Keywords: 

Exercise; Android; App; Health;CVD 

Introduction 

It is recommended that CVD patients engage in 3 to 4, 40 

minute sessions per week of moderate-to-vigorous physical 

activity
1

. However, most patients do not satisfy these 

recommendations. It is  proposed that the use of exercise apps 

by CVD patients may improve adherence to an exercise 

schedule, but it is unclear whether popular apps have the 

appropriate functions to support the CVD patient in fulfilling 

recommended physical activity guidelines. 

Materials and Methods 

The top 10 exercise apps were selected from Android App 

stores, which include Tencent, 360, Baidu, and 91 in China, 

all of which had more than 1000,000 downloads in the main 

Android App stores (by the time 19
th

 Dec 2014). The data 

were stored and analyzed using Excel software.  

Results 

The general information of the top 10 android Apps is shown 

in Table 1. The main funtions of these apps are illustrated in 

Figue 1.  Most of the top 10 apps have pedometer, exercise 

plan preset by users, user data presentation, user 

encouragement functions while a few of them had exercise 

video clip or anination support and wearable devices.  

Conclusion 

The top 10 Android Apps have some functions that can be 

used to assist CVD patients in meeting recommended physical  

activity guidelines, however, there is still a need to develop 

some special functions for patients with CVD. 

Table 1– General Information on the top 10 Android Apps 

App  

Names Ver 

Size 

(Mb) 

Downloads （10,000） 

Tencent  360   Baidu       91 

Sythealth 3.6.2 9.68 253 331 4280 >50 

Gudong 5.2.0 17.81 114 269 320 >100 

LedongV 3.3 18.81 95 178 241 >50 

DailyYoga 6.0 6.96 66 427 283 >50 

Pacer 2.5.1 5.84 162 39 33 >5 

NikeRuning 1.5.1 33.84 25 78 86 >10 

YidongGPS 2.4.0 7.05 21 23 473 >5 

YueDong 2.1.0 9.28 49 69 659 >10 

FitnessBook 2.2.7 13.32 49 424 86 >10 

Push Ups 3.161 5.40 16 115 67 >10 

 

 

Figure 1–The main functions of the top 10 android apps 
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Abstract 

In recent years, computer-assisted surgery tools have become 

more versatile. Having access to a 3D printed model expands 

the possibility for surgeons to practice with the particular 

anatomy of a patient before surgery and improve their skills. 

Optical navigation is capable of guiding a surgeon according 

to a previously defined plan. These methods improve accuracy 

and safety at the moment of executing the operation. We 

intend to carry on a validation process for computed-assisted 

tools. The aim of this project is to propose a comparative 

validation method to enable physicians to evaluate differences 

between a virtual planned approach trajectory and a real 

executed course. Summarily, this project is focused on 

decoding data in order to obtain numerical values so as to 

establish the quality of surgical procedures.  

Keywords:  

Virtual preoperative planning; 3D printed model; skull base 

navigation. 

Introduction  

This study aims to show in a virtual preoperative plan setting, 

a surgical trajectory through the temporal bone. Afterwards, a 

printed 3D model is used in order to execute and practice the 

planning under navigated guideline. Finally, the same planned 

trajectory is executed in the patient, also under navigated 

guideline. The objective of this work is to establish a 

comparative virtual study for testing the results between the 

3D planned trajectory and the executed trajectory.  

Materials and Methods  

A 38 years old man complains about sudden sensorineural 

hearing loss on the left side associated with tinnitus and 

transient peripheral facial paralysis in relation to physical 

efforts. With the diagnosis of cholesterol granuloma, an 

infracochlear approach was planned for apply a transtemporal 

tumor drainage assisted with intraoperative navigation. 

A plastic 3D model was printed (Figure 1). 

First, planning was executed in a 3D model under navigation 

guidance (Intellect navigation software; Stryker Navigator, 

Freiburg, Germany). Surgery was simulated by drilling the 3D 

model [1]. This experiment was carried on using surgical 

microscope simulating the setting of the operating room. 

 

 

Figure 1- A. Navigating 3D plastic model. B. Drilling plastic 

model guided by navigation. C. Navigator showed the 

trajectory planned during the procedure to the surgeon. 

Next, the drilled 3D model was CT scanned. Finally, these 

same steps were applied to the clinical case. 

The trajectory discrepancies were measured computing the 

mean relative euclidean distance from the center line of the 

planned trajectory to the center line of the executed trajectory.  

Results 

Differences between the planned and the executed trajectories 

in the printed model were on average 2.62mm (SD 0.94mm). 

Differences between trajectory planned and and executed in 

the post-operative patient model were on average 0.69mm 

(SD 0.44mm). 

Conclusion 

We could state that 3D models and surgical navigation tools 

potentially improve quality and safety for interventions, since 

surgeons have an intraoperative three-dimensional orientation. 

It is a major advantage for physicians to work with computer-

aided surgery tools since the results of the procedures could 

be evaluated using the proposed validation model.  
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Abstract 

Difficulty in identification wall chest tumors lead to 

unnecessary wide resections. Optical navigation and 

preoperative virtual planning are assets for surgeries that 

require exactness and accuracy. These tools enable 

physicians to study real anatomy before surgery and to follow 

an established pathway during procedure ensuring 

effectiveness. The aim of this paper is to demonstrate that 

Preoperative Virtual Planning is a useful tool in chest tumor 

interventions to define oncological margins successfully. 

Moreover, it is possible to use a virtual specimen in order to 

quantify accuracy. Optical navigation has been used in 

surgical procedures such as neurosurgery, orthopaedics and 

ENT over the last ten years. This principle is used in order to 

orientate the surgeon in three dimensional spaces during the 

surgery. Surgeons are guided intraoperatively with navigation 

and are able to obtain a correspondence between images 

acquired and processed before the surgery and the real 

anatomy. 

Keywords:  

Optical navigation; Chest wall tumor; Preoperative virtual 
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Introduction 

The main problem of chest wall tumors is the non-visible or 

non-palpable oncology margins that lead to wide surgical 

resections. Preoperative planning and navigation introduce a 

new concept in computer-assisted surgery that consists of 

using specific tools, which provide safe and accurate 

localization to optimize the surgical margins while keeping 

the safety margins unharmed [1]. The objective of this paper 

is to describe technical aspects and to establish an 

experimental design in order to demonstrate accuracy in a 

chest wall navigation. 

Methods 

The four cases included in this work were patients with a 

chest wall tumor where the margin cannot be determined 

using direct visual inspection nor palpable features. A 

navigated pointer was used to mark the osteotomy, which had 

been previously planned, on the superficial bone with a 

surgical marking pen. Next, the surgeons performed the 

osteotomy following this mark with a freehand saw. After 

surgery, the surgical specimen was CT scanned, reconstructed 

and registered to the bone cortex in the plan. A plane fitting 

algorithm was used to find the precision of the osteotomy 

(Fig 1). 

�  

Figure 1 – The specimen is CT scanned and registered (in 

green) to the preoperative plan (in white) to measure the 

accuracy and precision.  

Results 

The accuracy (median) of the osteotomy was of 0.44mm with 

a precision (equivalent to a 6 sigma dispersion) of 3.78mm. 

The 99.99966% of the osteotomy surface is below the 

tolerance threshold of 2mm. In the four cases, it was possible 

to generate a preoperative plan and achieve a good 

intraoperative registration between the virtual scenario and the 

patient.   

Conclusion 

Navigation is an essential computer-assisted tool for surgery, 

which should be taken into account in order to assist the 

surgeon in the operating room. This technique is accurate and 

reproducible. Furthermore, this tool shows exactness and 

potentially reduces morbidity during surgery.  The present 

validation model, using a virtual specimen scanned, is an 

useful and novel method to quantify results after a chest wall 

tumor resection is executed. 
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Abstract 

Advances in image quality produced by computed tomography 

(CT) and the growth in the number of image studies currently 

performed has made the management of incidental pulmonary 

nodules (IPNs) a challenging task. This research aims to 

identify IPNs in radiology reports of chest and abdominal CT 

by Natural Language Processing techiniques to recognize IPN 

in sentences of radiology reports. Our preliminary analysis 

indicates vastly different pulmonary incidental findings rates 

for two different patient groups.    

Keywords:  

Incidental Findings; Natural Language Processing; Radiology; 

Patient Care; Algorithms. 

Introduction 

Due to increasing volume and quality of CT imaging studies, 

more incidental findings (IFs) are reported by radiology 

departments [1,2]. An incidental finding  is an asymptomatic 

lesion noted in an imaging study that is unrelated to the 

‘reason for exam’ [1,2,3]. Incidental pulmonary nodules 

(IPNs) are not unusual IFs for patients presenting with 

abdominal pain, for example.  

IFs are communicated through the free-text narrative 

radiology report. This makes automated identification and 

longitudinal follow-up challenging, leading to untimely 

diagnosis or care delivery. A tool to accurately identify IFs 

can help the healthcare enterprise assess appropriate 

recommendations and track follow-ups in their patients. This 

work describes an initial step to identify IPNs in radiology 

reports of chest and abdomen CTs by applying natural 

language processing (NLP) techniques to recognize and 

quantify IPNs in sentences from radiology reports.  

Methods 

This study was performed on a sample of 3,785 representative, 

de-identified chest and abdomen  CT reports from an 

academic hospital in Illinois, US. The reports were parsed 

with a sentence and section detection engine that also 

normalizes section headers (e.g., ‘Clinical History’, 

‘Findings’, ‘Impressions’). IPNs were detected using one list 

(L
1
) with pulmonary nodule keywords (e.g., mass, lesion, or 

nodularity) and another list (L
2
) with expressions indicating 

that a pulmonary nodule is not a new finding (e.g., again 

noted, stable, or previously). Regular expressions were created 

based on L
1
 and L

2
 to establish if a word or phrase was 

contained in a sentence. An IPN is defined as a match of L
1
 in 

the ‘Findings’ section whose sentence does not match L
2
 and 

the‘Reason for Exam’ and ‘Clinical History’ sections had no 

matches of L
1
 indicating any prior pulmonary condition.  

For a initial evaluation of the precision of our algorithm, we 

randomly selected 100 reports for manual review by one of the 

authors (KT): 50 reports with an IFs identified and 50 reports 

with no IFs identified. 

Results 

The results obtained in our preliminary investigation 

suggested that 9.2% (347/3,785) of reports contained at least 

one IPN mention. The rate of false positives and false 

negatives detected in the manual validation were 12% 

(12/100) and 2% (2/100) respectively. It has been reported 

[2,3,4] that the rate of IPNs are associated with risk factors 

such as age, tabacco use and cancer history. The rate of IPNs 

in reports for oncology patients (i.e., reports containing 

“metastasis” or “cancer” in Reason for Exam and Clinical 

History sections) was 10.8% (276/2,565 reports) compared to 

5.8% (71/1,220) for non-oncology patients. 

Conclusion 

We have an initial NLP method for determining IPNs and we 

were able to successfully run it on a sizeable corpus of reports 

producing a rate of IPNs that is different than earlier rates 

discussed in the literature [2,3.4]. A more specific  definition 

of IFs might be considered to exclude oncology patients.   

Next steps include further validation with clinical experts and 

a more expanded statistical evaluation will help assess the true 

clinical potential of our methods. 
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Abstract 

The management of follow-up recommendations is 

fundamental for the appropriate care of patients with 

incidental pulmonary findings. The lack of communication of 

these important findings can result in important actionable 

information being lost in healthcare provider electronic 

documents. This study aims to analyze follow-up 

recommendations in radiology reports containing pulmonary 

incidental findings by using Natural Language Processing and 

Regular Expressions. Our evaluation highlights the different 

follow-up recommendation rates for oncology and non-

oncology patient cohorts.  The results reveal the need for a 

context-sensitive approach to tracking different patient 

cohorts in an enterprise -wide assessment.  
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Introduction 

Incidental findings (IFs) in radiology reports are image 

observations that are not directly related to the original aims of 

the imaging examination [1,2]. Attentive management of IFs 

after identification may lead to early diagnosis and treatment 

of disease. Often when IFs are communicated in the radiology 

report, guideline-specific follow-up recommendations, such as 

the Fleischner Guidelines [1], are lacking.  Clear 

communication of follow-up recommendations by the 

radiologist will contribute to timely follow-up of IFs, which 

may improve patient outcomes, reduce healthcare costs, 

minimize patient radiation exposure, and avoid costs incurred 

by litigation for missing IFs [1,2,3].  This work describes an 

investigation of the IPN follow-up recommendation rate in 

free-text radiology reports. We present a methodology to 

automatically identify follow-up recommendations of IPNs in 

chest and abdomen computed tomography (CT) reports 

through the use of natural language processing. We then use it 

to identify follow-up rates for two patient cohorts. 

Methods 

This study was performed on the complete corpus of 3,785 de-

identified chest and abdomen CT reports from an academic 

hospital in Illinois, US. The reports were first parsed into a 

sentence, paragraph and sections. The section detector normal-

izes headers to common sections (e.g., ‘Clinical History’, 

‘Findings’ and ‘Impressions’). Incidental pulmonary nodules 

were identified in 347 reports using an NLP engine whose 

internal working/evaluation is not in the scope of this paper. 

The follow-up recommendations were detected using a list of 

commonly used expressions such as ‘may be performed’, 

‘follow-up’, and ‘could be considered’. Regular expressions 

were created based on this list to identify recommendations in 

paragraphs from the ‘Impression’ section.  

Patients were categorized into two cohorts: oncology and non-

oncology. Oncology patients are identified by phraseology in 

the ‘Reason for Exam’ or ‘Clinical History’ sections having 

words related to metastasis or cancer, but not lung cancers. 

Results 

In this evaluation, 9.2% (32/347) of the incidental pulmonary 

nodules had follow-up recommendations.  Oncology patients 

had a 6.2% (17/276) follow-up recommendation rate, whereas 

non-oncology patients had a 21% (12/71) recommendation 

rate.   

Conclusion 

This study presents a methodology that identifies follow-up 

recommendation rates in radiologyreports.  

Over 91.8 % of reports containing pulmonary incidental 

findings failed to provide a recommendation. For oncology 

patients, the recommendation rate is especially low, possibly 

due to comorbid oncological conditions that already require 

regular follow-up. Our results demonstrate a different 

recommendation rate for two cohorts of patients. Next steps 

include further validation of the detection algorithm using 

multiple radiologist ground-truth annotations.   
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Abstract 

With the growing complexity and cost of clinical trials (CTs) 

over the past few decades, Protocol Feasibility (PF) studies 

have become one of the most critical CT steps in order to 

avoid costly protocol amendments and ensure the success of 

CTs. The PF process includes interaction with clinicians lo-

cated at targeted clinical sites, which results in slow and cum-

bersome process steps. These process steps are normally sup-

ported by information systems that allow users to create, 

share and collect responses to feasibility questionnaires. This 

investigation analyzes the systems and questionnaires utilized 

at several clinical research companies for PF. In addition, it 

provides recommendations that could eventually improve cur-

rent methods and systems in place.  

Keywords:  

Clinical Trials as Topic, Feasibility Studies, Questionnaires. 

Introduction 

Clinical trials (CTs) often suffer delays, and their initial 

budget is adjusted upwards due to both recruitment rates not 

being met, and costly protocol amendments. A good trial pro-

tocol feasibility (PF) study has been proven to be an effective 

method to avoid such issues.[1]. The design of PF studies is 

currently supported by clinicians located at the targeted sites, 

often resulting in slow and cumbersome process steps that 

involve a great amount of resources and time [2]. This re-

search analyzes common processes, information systems, and 

feasibility questionnaires (FQs), and advises how they could 

be improved.  

Methods 

The European Federation of Pharmaceutical Industries and 

Associations (EFPIA) companies participating in the 

EHR4CR project
1

 were asked to deliver examples of FQs. 

Furthermore, we analyzed how they are designed and which 

process steps are required to obtain their responses. The re-

ceived FQs and templates were manually reviewed and the 

following information was extracted: Name and number of 

sections, question types, and number of questions per section.  

Results 

Feasibility experts from seven EFPIA companies collaborated 

in this study. Seven processes, five PF questionnaire tem-

plates, and sixteen FQ examples were analysed. 

One of the companies uses a word processor to build the FQ, 

three corporative systems and three free-to-use online survey 

systems. The number of FQ sections varies between 3 and 13 

with one to 47 questions per section and 22 to 100 questions 

                                                           

1 http://www.ehr4cr.eu/ 

per questionnaire. In Table 1, the question types and number 

of questions are presented.   

Table 1– Question types and number (N) of questions (Q) 

Q type Total QN 

Q per  

template 

Q per  

questionnaire 

Free text 532 21,2 26,6 

Radio Button 299 13,6 14,4 

Radio Button 

+Comment 

251 12 11,9  

Number 230 4 13,1 

Checkbox 

+Comment 

62 4,8 2,4 

Checkbox 14 0,2 0,7 

Free text table 12 0,4 0,8 

Date 6 0 0,4 

Discussion 

This research identified a total of eight different question 

types in FQs, of which free text was the most common one. 

Most of the companies use templates or pre-defined questions 

to build the FQs but – even though the questions are fre-

quently repeated – the analysed systems do not use historical 

records to allow auto-completing answering. Interviewees 

reported the number of PF design tools and the long-time in-

terval to obtain the FQ responses as the most critical PF de-

sign issues. 

The use of free text questions should be reduced due to the 

intricacy of free text answer completion and analysis. Elec-

tronic survey systems must be improved with the re-use of 

historical data to auto-complete responses, which facilitates 

responding and speeds up the entire PF process. 

Conclusion 

Free text questions in feasibility questionnaires need to be 

avoided and PF survey systems need to re-use data to automa-

tize responses. There is need for a system that congregates all 

features of PF design and streamlines the methods in place.  
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Abstract 

Clinical documentation is usually stored in unstructured 

format in electronic health records (EHR). Processing the 

information is inconvenient and time consuming and should be 

enhanced by computer systems. In this paper, a rule-based 

method is introduced that identifies adverse events documen-

ted in the EHR that occurred during treatment. For this 

purpose, clinical documents are transformed into a semantic 

structure from which adverse events are extracted. The 

method is evaluated in a user study with neurosurgeons. In 

comparison to a bag of word classification using support 

vector machines, our approach achieved comparably good 

results of 65% recall and 78% precision. In conclusion, the 

rule-based method generates promising results that can sup-

port physicians’ decision making. Because of the structured 

format the data can be reused for other purposes as well. 

Keywords:  

Medical Language Processing; Information Extraction; 
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Introduction 

Clinical documentation serves as a information source for 

medical professionals. However, identifying and processing 

the relevant information is time consuming [1]. To support 

information retrieval, clinical decision support systems 

(CDSS) are developed. One major challenge is, that the 

majority of the data  is stored in unstructured, narrative 

format. Natural language processing (NLP) methods offer a 

solution for identifying text passages that are relevant to a 

specific question or task. 

In this paper, we introduce a rule-based NLP method for 

identifying adverse events in clinical documents. These events 

influence the following treatment and health care planning and 

thus need to be considered by a physician. 

Methods & Materials 

In the course of a manual analysis of clinical documents in 

German with respect to adverse events, we recognized that 

there are no significant syntactical similarities in the wording 

of adverse events. For this reason, we decided to chose a 

semantic approach instead of a syntactical apporach for 

adverse event extraction. Our approach exploits the terminol-

ogy server ID MACS
®

 for normalizing and structuring texts 

semantically. Medical and linguistic concepts are identified. If 

a medical concept is found, its severity is assessed by analyz-

ing its surrounding linguistic concepts. When certain words 

express negativity, the passage is stored as an adverse event. 

Evaluation and Results 

We compared the results of our method with those of a 

standard machine learning classifier implemented in WEKA 

[2] using a test dataset of five clinical documents from the 

neurosurgical department that were annotated by physicians. 

First, we performed a 10-fold-cross validation with a Support 

Vector Machines algorithm applied on a bag of words 

representation of the text. Second, we exploited this trained 

model to the sentences of the test dataset. The sentences of the 

test set were also classified using our approach. Precision and 

recall are shown in Table 1. 

Table 1 – Recall, precision, fallout, F-measure 

 WEKA AdverseEvent-Extraction 

Recall 0,7647 0,6470 

Precision 0,4642 0,7857 

F-measure 0,5777 0,7096 

Conclusion 

We conclude, that an extraction of complex linguistic entities 

is possible, but not with plain syntactical methods, like 

assessing word frequencies or regular expressions. A semantic 

preprocessing of the text and usage of medical terminologies 

are necessary to achieve good results. Thereby, information 

extraction systems can combine specific, standardised 

concepts to complex items or events. The output of such 

systems includes a semantically structured and normalised 

representation of the desired information. In this way, the 

extraction result can be processed further. With our method, 

the results can be used for calculations as for instance in 

decision support systems, statistical analysis or administrative 

calculations. 
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Abstract 

Natural language processing (NLP) has been designed to 

convert narrative text into structured data. Although some 

general NLP architectures have been developed, a task-

specific NLP framework to facilitate the effective use of data is 

still a challenge in lexical resource limited regions, such as 

China. The purpose of this study is to design and develop a 

task-specific NLP framework to extract targeted information 

from particular documents by adopting dedicated algorithms 

on current limited lexical resources. In this framework, a 

shared and evolving ontology mechanism was designed. The 

result has shown that such a free text driven platform will 

accelerate the NLP technology acceptance in China. 

Keywords:  

Natural language processing; Information extraction; Clinical 

task. 

Introduction 

Directly using data recorded in Electronic Medical Record 

(EMR) systems for diverse clinical tasks will increase the 

automation of information systems in healthcare. However, 

the data formats and structure required by different tasks are 

seldom fulfilled by most EMRs, especially in Chinese 

hospitals where most clinical information is recorded in 

clinical documents using natural language. In this study, we 

propose a task-specific Natural Lanugage Processing (NLP) 

framework which customizes algorithms and defines targeted 

concepts and clinical documents for diverse information 

extraction tasks. This NLP framework seamlessly integrates 

with a general CDS framework by sharing a common 

ontology and provides an evolving approach to accumulating 

lexical resources.  

Methods 

Since 2012, we designed and developed a general CDS 

framework in a 2000-bed hospital.  As reported in many 

studies, many CDS applications that require additional data 

entry have very poor acceptance in the clinical setting. So, an 

NLP framework was proposed to automatically extract 

information and facilitate CDS data entry.  In this setting, a 

homegrown medical ontology that contains clinical concepts, 

and relationships between concepts, will be used in the CDS 

platform and is maintained through a web portal.  As most 

information extraction tasks only focus on specific concepts, a 

task-specific NLP framework with a lexicon self-propagation 

mechanism was proposed. As shown in Figure 1, by defining 

NLP tasks to customize NLP algorithms, and targeting 

document types and related concepts, task-specific concept 

sets will be generated and used to complement the homegrown 

ontology. This will make the lexicon meet the requirements of 

different tasks. Through integration with EMRs, a task 

monitor was developed to generate tasks when certain types of 

clinical documents were released. Different NLP task 

instances will be invoked based on the defined task profiles. In 

each NLP task instance, targeted concepts will be extracted 

from specific documents and fed to the platform for the 

targeted task. 
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Figure 1- Task specific NLP framework 

Users can define new NLP profiles for different tasks. A plug-

in mechanism based on the .Net Framework Reflection 

technology was developed to allow this framework to load and 

execute third-party NLP algorithms at runtime.  

Results 

To evaluate this NLP framework we used three different 

information extraction tasks. In task I, a concept-value pair 

extraction task that extracts the measurement value of specific 

concepts from obstetric ultrasound reports was defined. The 

second task identified adverse drug events (ADE) from 

progress notes. The last task was to extract general purpose 

symptoms from progress notes to build a symptom timeline 

for each patient. The evaluation results are shown in Table 1.  

Table 1 - Evaluation Results 

 

Task I Task II Task III 

Recall 97.8% NA NA 

Precision 98.5% 80.8% 98.2% 
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Abstract 

Dependence relations among disease and risk factors are a 

key ingredient in risk modeling and decision support models. 

Currently such information is either provided by experts 

(costly and time consuming) or extracted from data (if 

available). The published medical literature represents a 

promising source of such knowledge; however its manual 

processing is practically infeasible. While a number of 

solutions have been introduced to add structure to biomedical 

literature, none adequately recover dependence relations. The 

objective of our research is to build such an automatic 

dependence extraction solution, based on a sequence of 

natural language processing steps, which take as input a set of 

MEDLINE abstracts and provide as output a list of structured 

dependence statements. This paper presents a hybrid pipeline 

approach, a combination of rule-based and machine learning 

algorithms. We found that this approach outperforms a strictly 

rule-based approach.  

Keywords: 

Risk; Risk Factors; Artificial Intelligence; Natural Language 

Processing; Data Mining. 

Introduction 

Bayesian belief networks are a convenient tool for macro-level 

risk models, i.e., risk models articulating the dependence 

between multiple risk factors, diseases and conditions. They 

have long been advocated as a useful decision and risk 

modeling framework in medicine [1]. Our focus on 

automating the extraction and aggregation of risk information 

seeks to address the practical challenge of building such 

networks. We focus specifically on the information contained 

in MEDLINE, which has been steadily growing at a rate of 

about 1M publications per year in the past few years and for 

which manual consumption is no longer practical. The larger 

context of this research is to build a system, called Medical 

Recap, which automatically extracts risk information from 

medical papers and then aggregates this knowledge into a 

Bayesian network. 

Methods 

This paper focuses on the sub task of extracting dependence 

information. From the sentence “Smoking increases the risk of 

lung cancer”, we want to extract the relation (Smoking, Lung 

Cancer). Our approach to this challenge can be divided into 

two sub-problems: entity detection and relation construction. 

Entity detection deals with the identification of the elements in 

a sentence that are part of a relation. Relation construction is 

about articulating those elements together (which is not 

straightforward when multiple relations are expressed in the 

same sentence). We rely on machine learning for entity 

detection and propose a rule-based algorithm for defining the 

relations between the extracted entities. More specifically, we 

have developed a pipeline that identifies sentences containing 

dependence relations, then identifies the entities (i.e., 

dependence relation variables) in the sentence using 

conditional random fields (CRF) [2]. Dependence relations are 

constructed from the so-obtained entities using a set of rules, 

which accurately identify correct dependence relations when 

given the correct entities. 

Results 

We evaluated our pipeline both after entity detection and after 

relation construction. The performance of our proposed hybrid 

approach consistently outperformed a strictly rule-based 

baseline that uses shallow syntactic parsing. For entity 

detection, we achieved an F
1
 score of 67.1 vs. the baseline 

performance of 62.6. Likewise, for relation construction using 

the entities we extracted, we reached an F
1
 score of 53.6 vs. a 

baseline F
1
 of 49.1. The results showed that our approach has 

higher precision and lower recall across the various steps of 

the pipeline, which is preferred for our particular use case. 

In our error analysis of the entity detection we found a number 

of false negative errors where correct entities were not 

detected. Sometimes the CRF classifier also had difficulty 

detecting the correct entity boundaries. These problems were 

due in a large part to the heterogeneous nature of the entities 

and the modest size of our annotated corpus. 

Conclusion 

Our work investigates how to automatically extract 

dependence information from the academic medical literature, 

thereby streamlining an otherwise time-consuming and costly 

process. We developed a set of NLP steps to address this issue 

and found that our pipeline of algorithms performed 

satisfactorily especially compared to a naïve baseline. 
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Abstract 

In clinical NLP, one major barrier to adopting crowdsourcing 

for NLP annotation is the issue of confidentiality for protected 

health information (PHI) in clinical narratives. In this paper, 

we investigated the use of a frequency-based approach to 

extract sentences without PHI. Our approach is based on the 

assumption that sentences appearing frequently tend to 

contain no PHI. Both manual and automatic evaluations on 

500 sentences out of the 7.9 million sentences of frequencies 

higher than one show that no PHI can be found among them. 

The promising results provide potentials of releasing those 

sentences for obtaining sentence-level NLP annotations via 

crowdsourcing. 

Keywords: 

patient health information, clinical notes, high-frequent 
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Introduction 

Crowdsourcing  has emerged as a popular method to generate 

training data for machine learning, natural language 

processing (NLP) and related fields
1,2

. However, in clinical 

NLP, no one has taken advantage of crowdsourcing since it 

may reveal the protected health information (PHI). Until now, 

no de-identification tools could guarantee 100% PHI removal 

from clinical narratives. Consequently, it remains infeasible to 

employ crowdsourcing for generating training data for clinical 

NLP. In this work, we propose a simple frequency-based 

approach to extract sentences containing no PHI under the 

assumption that sentences appearing frequently tend to contain 

no PHI. Based on this approach, it could be possible to 

generate training data through crowdsourcing for various 

sentence-level clinical NLP tasks such as concept 

identification or relation extraction. 

Materials and Methods 

In this work, we used all of electronic medical records (EMR) 

extracted from enterprise data trust (EDT) of Mayo Clinic. 

The EDT stores structured data and unstructured texts from a 

comprehensive snapshot of Mayo Clinic’s service areas. It 

includes clinical notes, hospital summary, post-procedure 

notes, procedure note, progress note, tertiary trauma and 

transfer note. It is composed of 39.7 million records and 1.7 

million tokens. We collected high-frequent sentences using 

following steps: building bigram repository; constructing 

sentence repository; bigram filtering; sentence frequency 

filtering and segmentation; dictionary-lookup filtering and 

sentence distribution analysis. 

Experiments 

System Results 

The running of the above-described workflow yielded about 

7.9 million unique sentences with frequencies higher than one 

(the total number was 276.7 million with an average frequency 

of 35). We then divided the whole sentence repository into 10 

intervals based on log2 frequency. Although the numbers of 

sentences for each interval were different, we randomly 

sampled 50 sentences at each interval for evaluation. 

Meanwhile, we also sampled 200 more sentences the same 

way from sentences which had passed bigram filtering but 

only appeared once (the total number of such sentences is 

109.2 million) for comparison purpose. Accordingly, the total 

number of sentences for evaluation is 700. 

Manual Evaluation  

The 700 sentences were assigned to four experienced 

reviewers to assess whether PHI could be found among them. 

In the event that any such information was found, reviewers 

were required to fill name, profession, location, age, date, 

contact, ids and comments for other sensitive information into 

a spreadsheet. The evaluation results (the union of the four 

reviewers’ results), showed  that, as expected, most PHI 

occurred in the first interval. The most frequent PHI element 

was name – appearing 7, 3, and 2 times in the first, second, 

and third interval respectively. Similar patterns were seen for 

profession as well. For age and date, 4 and 13 times were in 

the first interval and 1 and 3 times in the second interval. No 

contact was found for all intervals and ids showed one time in 

the first three intervals. 

Conclusion 

In summary, we proposed a method based on frequencies to 

extract sentences containing no PHI from a clinical data 

repository. We experimented in utilizing Mayo’s EDT clinical 

notes. About 7 million unique sentences which appear more 

than two times were extracted. The final evaluation on 700 

sampled sentences show that nearly no PHI can be found from 

sentences with higher frequencies (500 of them have 

frequencies higher than one). As follow-up steps, we will 

explore ways to make the crowdsourcing for clinical notes 

realistic and develop corresponding systems.  
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Abstract 

Assessment of vital signs is an essential part of surveillance of 

critically ill patients to detect condition changes and clinical 

deterioration. While most modern electronic medical records 

allow for vitals to be recorded in a structured format, the fre-

quency and quality of what is electronically stored may differ 

from how often these measures are actually recorded. We cre-

ated a tool that extracts blood pressure, heart rate, tempera-

ture, respiratory rate, blood oxygen saturation, and pain level 

from nursing and other clinical notes recorded in the course 

of inpatient care to supplement structured vital sign data.  

Keywords:  

Natural language processing; Vital signs. 

Introduction 

To support a study aimed at measuring the prevalence and 

incidence of sepsis, severe sepsis, and septic shock among 

veterans, we looked at the availability of vital signs and 

relevant laboratory data across the Department of Veterans 

Affairs (VA) medical centers. The VA electronic medical 

record includes a vital sign package, but we found in an initial 

assessment that the intensive care units (ICU) of 44 facilities 

and the acute medical care wards of 7 facilities had less than 

80% of patient days where vitals were recorded. Given that it 

is mandatory for even non-intensive care units to record vitals 

at least once per shift, and the vital signs are usually 

summarized in patient care notes, we explored natural 

language processing (NLP) as a way of filling the gaps in the 

structured data.  

Methods 

The initial goal for the NLP system was to extract blood pres-

sure, heart rate, and temperature values from a wide range of 

clinical notes. A random set of 5,000 documents was selected 

for a cohort of VA inpatient stays from 2000 to 2012. The 

documents were manually annotated with instances of vital 

sign terms and values to serve as a reference standard. The 

reference standard also included a section header annotation 

that indicated the beginning of vital signs section. Distinct 

strings of the vital sign terms were compiled into a lexicon 

expressed as a set of regular expressions. Analysis of the an-

notated set revealed a small number of patterns that linked 

terms and values. The NLP system was built based on the lex-

icon and patterns collected directly form the annotated corpus. 

The system utilizes Leo, a set of libraries that enable more 

efficient utilization of Unstructured Information Management 

Architecture Asynchronous Scaleout (UIMA AS)
1

. Document 

review also revealed that other types of vitals signs (weight, 

height, oxygen saturation, respiratory rate, and pain level) 

follow the same patterns. So, simply expanding the list of 

terms broadened the scope of the extraction tool. In order to 

take full advantage of the expanded scope, another set of 

2,000 documents (1,000 training and 1,000 validation) was 

manually annotated using a broadened list of vital signs.  

Additional analysis of vital sign terms and value co-

occurrences uncovered that height, weight, pain level, and 

single values of either systolic or diastolic blood pressure nev-

er appeared in text without an associated term, or in very rare 

cases at least a unit of measure in a close proximity to the val-

ue. On the other hand, combined blood pressure (in “120/80” 

format), heart rate, respiratory rate, temperature, and oxygen 

saturation may appear as a stream of numbers without the as-

sociated terms in context. 

The final system included modules to perform the following 

steps: detecting mentions of vital sign terms and units of 

measure; detecting numeric values; linking terms and values 

using patterns; and applying valid range filters on values of 

each vital sign type. 

 Results 

The system was validated using 1,000 manually annotated 

documents, distinct from the training set. The tool perfor-

mance is described in Table 1. 

Table 1– Tool performance validated on 1,000 clinical notes 

 

Vital Recall Precision Vital Recall Precision 

BP Diastolic 0.889 0.919 Respiratory rate 0.766 0.956

BP Systolic 0.858 0.927 O2 saturation 0.956 0.787

Temperature 0.879 0.998 Height 0.800 0.800

Heart rate 0.776 0.917 Weight 0.824 0.999

Pain level 0.454 0.993
 

Conclusion 

Despite the large variability in clinical note content and for-

mats, vital signs tend to appear in a relatively small set of pat-

terns in the inpatient setting, and therefore rule-based extrac-

tion of values is both feasible and highly accurate. 
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Abstract 

To translate the 11
th

 edition of the International Classification 

of Diseases (ICD-11) into French, we proposed a lexical 

approach using Natural Language Processing techniques. 

This method relies on the 56 biomedical terminologies and 

ontologies included in the Cross-lingual Health Multiple 

Terminologies and Ontologies Portal. From a sample of 336 

ICD-11 terms, the algorithm translated 164 (49%) terms into 

at least one French term each. 

Keywords: 

Coding System, Mapping, Multilingualism, Semantic 

Interoperability, Terminology as Topic. 

Introduction 

The 11
th

 edition of the International Classification of  Diseases 

(ICD-11) is ongoing and its publication is not expected until  

2017 [1]. Currently, ICD-11 is neither tranlated into French 

nor included in the Unified Medical Language System 

(UMLS). Thus, we have attempted to apply a lexical approach 

to translate each term from a sample of ICD-11 terms into at 

least one French term. 

Materials and Methods 

To translate ICD-11 terms, we proposed a lexical approach 

using Natural Language Processing (NLP) techniques. This 

method relies on 56 biomedical terminologies and ontologies 

(BMTO) included in the Health Multiple Terminologies and 

Ontologies Portal (HeTOP) [2]. Compared to UMLS, which 

includes 164,071 French terms, HeTOP includes 349,311 

French terms
1

 from BMTO. 

This approach [3] helps to normalize all the English terms 

from the bilingual BMTO (English and French) included in 

the HeTOP. An algorithm was developed to find the terms 

most lexically similar to the target terms in the BMTO. When 

a correspondance was found, it was proposed as a possible 

translation of the English ICD-11 target term. The 

normalization process involved stripping genitive marks, 

transforming plural forms into singular, replacing punctuation, 

removing stop words, lower-casing each word, breaking a 

string into its constituent words, and sorting the words into 

their alphabetic order (see Figure 1). Examples of two ICD-11 

term translations are listed in Table 1. 

                                                           

1

 Statistics calculated on preferred terms.  

Table 1 - Examples of translation of two terms using lexical 

approach 

ICD-11 term English term (BMTO) French term 

Intracerebral 

hemorrhage 

intracerebral hemor-

rhage (MeSH) 

hémorragie 

cérébrale 

Hypertensive 

encephalopathy 

Hypertensive encepha-

lopathy (MedDRA) 

Encéphalopathie 

hypertensive 

 

 

Figure 1 - Example of Normalization process for the ICD-11 

term “Hereditary cerebral hemorrhage with amyloidosis, 

Dutch type” 

Results & Discussion 

According to our lexical approach, of the 336 ICD-11 terms 

selected, 164 (49%) terms were mapped from HeTOP and 

translated into at least one French term each. It is noteworthy 

that 194 (57%) terms were mapped to at least one English 

term.  However, fifteen of these 164 translated ICD-11 terms 

(9%) were obtained exclusively from the translations 

performed by the CISMeF team [3]. 
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Abstract 

Karyotyping, or visually examining and recording 

chromosomal abnormalities, is commonly used to diagnose 

and treat disease. Karyotypes are written in the International 

System for Human Cytogenetic Nomenclature (ISCN), a 

computationally non-readable language that precludes full 

analysis of these genomic data. In response, we developed a 

cytogenetic platform that transfers the ISCN karyotypes to a 

machine-readable model available for computational 

analysis. Here we use cytogenetic data from the National 

Cancer Institute (NCI)-curated Mitelman database1 to create 

a structured karyotype language. Then, drug-gene-disease 

triplets are generated via a computational pipeline connecting 

public drug-gene interaction data sources to identify potential 

drug repurposing  opportunities.  

Keywords: 

Cytogenetics; Karyotype; Text mining; Drug repurposing 

Introduction 

Cytogenetic data in the form of karyotypes are commonly 

used in the diagnosis and treatment of many forms of cancer. 

Karyotype data are expressed in a text-based form that is not 

machine-readable. This limits the utility of these data for 

secondary use and research purposes. Utilizing the 

International System for Human Cytogenetic Nomenclature 

(ISCN), we developed a parsing and mapping system that 

allows karyotype data to be represented and analyzed in a 

computationally tractable manner. A Loss-Gain-Fusion model 

(LGF) was created that allowed us to represent each karyotype 

as a binary vector.  Each cytogenetic region is represented 

three times (loss, gain, and fusion) in the model. We utilized 

the publicly available Mitelman database as a test-bed for 

analyses, focusing on problems related to drug repurposing. 

Materials and Methods 

Utilizing our computational model and the Mitelman database, 

we were able to successfully parse 98% of its karyotypes; of 

those parsed, 89.4% could be mapped into our binary Loss-

Gain-Fusion model. We then classified karyotypes based on 

their disease labels and filtered out all diseases with less than 

50 patients. We then selected genetic aberrations present in 

20% or more of the population in which the cytogenetic event 

led to increased gene expression. Subsequently, we identified 

all genes in the affected region and found drugs that inhibited 

the function of the overexpressed gene using publicly 

available drug data in The Drug Gene Interaction Database 

(DGIdb). We performed a literature search on these results in 

PubMed selecting diseases and drugs that did not co-occur 

and where the disease and the gene had co-occurred in at least 

one PubMed abstract.  

Results 

We discovered 68,543 triplets containing (1) a disease, (2) an 

overexpressed gene, and (3) a drug that suppressed that 

specific gene. From this list, we discovered a total of 69 

cancer disease-drug pairs that were not cited as co-occurring 

in the literature.  Given this filtering process where the drug 

and gene are related, the drug suppressed the gene and the 

gene was implicated in the disease; it logically follows that the 

drug should be helpful in treating the disease.  

Discussion 

Our computational approach serves as a basis for new 

directions in drug repurposing, leveraging existing and 

commonly available bio-molecular phenotypic data. In order 

to validate our results, future laboratory-based testing will be 

conducted on a sub-set of our findings. The ability to link 

publicly available data sources is a central component of this 

work and emphasizes the importance of utilizing such data in 

conjunction with clinically-generated data sets so as to 

support in-silico hypothesis generation. 

Conclusion 

Utilizing publicly available data sets, we generated a list of 

68,543 drug-gene-disease triplets, each triplet containing a 

gene that is up-regulated, a drug that works to suppress or 

inhibit that up-regulated function, and a disease where the up-

regulated gene is an implicated disease agent. This 

information may play a significant role towards drug 

repurposing efforts in the 69 diseases. We anticipate that this 

information will prove useful to researchers in the domain of 

pharmaceutical drug repurposing and in the treatment of these 

conditions.  
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Abstract 

Clinical practice guidelines (CPGs) and structured product 

labels (SPLs) are both intended to promote evidence-based 

medical practices and  guide clinicians’ prescribing 

decisions. However, it is unclear how well CPG 

recommendations about pharmacologic therapies for certain 

diseases match SPL indications for recommended drugs. In 

this study, we use publicly available data and text mining 

methods to examine drug-disease associations in CPG 

recommendations and SPL treatment indications for 15 

common chronic conditions. Preliminary results suggest that 

there is a mismatch between guideline-recommended 

pharmacologic therapies and SPL indications. Conflicting or 

inconsistent recommendations and indications may 

complicate clinical decision making and implementation or 

measurement of best practices. 

Keywords: 

Clinical Practice Guidelines; Drug Labeling; Drug Therapy; 

Information Storage and Retrieval; Chronic Disease. 

 

Introduction 

Clinical practice guidelines (CPGs) make recommendations 

on pharmacologic treatments for clinical conditions, and 

drugs’ structured product labels (SPLs), provided by the U.S. 

Food and Drug Administration, summarize approved 

treatment indications. Both resources are intended to promote 

evidence-based medical practices and  guide clinicians’ 

prescribing decisions. Ideally, CPG and SPL content should 

support similar prescribing practices, reflecting a similar 

evidence base, however, no study has been done to evaluate 

how well these resources match. It is also labor-intensive to 

perform a manual review of the numerous existing CPGs and 

SPLs. In this study, we use text mining methods to examine 

how well CPG recommendations about pharmacologic 

treatment options for 15 common chronic conditions match 

with SPL treatment indications. We hypothesize that CPG 

recommendations and SPL treatment indications should be 

high.  

Methods 

We focused on 15 common chronic conditions among 

Medicare beneficiaries, using 448 ICD-9 codes to identify 494 

relevant guideline summaries from the National Guideline 

Clearinghouse to build the CPG text corpus. To construct 

drug-disease associations from the CPG text corpus, we 

applied a text-mining algorithm that performs named entity 

recognition, similar to that used in a previous study to extract 

chronic disease mentions (1); however, we searched for drug 

names in the CPG text, using a drug list of over 12,000 drug 

names and synonyms from DrugBank, which we then 

enhanced with disease and drug vocabularies from Bioportal 

at Stanford’s National Center for Biomedical Ontology. Then, 

we built drug-disease associations from SPLs’ Indications 

section using a computer-readable side effect resource 

(SIDER). We measured the frequencies of matches and 

mismatches of drug-disease associations in CPGs and SPLs.  

Results 

We identified 1,998 unique drug-disease associations from 

CPGs; in SPLs, 533 unique drug-disease associations were 

identified. Of these, only 240 (45%) of these drug-disease 

associations matched between CPGs and SPLs. This means 

that CPGs mention 1,758 (88.0%) drug-disease associations 

that are not also mentioned in SPLs; conversely, SPLs 

mention 293 (55.0%) drug-disease associations that are not 

also mentioned in CPGs.  

Conclusions 

Our results suggest that there are mismatches between 

guideline-recommended pharmacologic therapies and SPL 

indications, suggesting potentially conflicting prescribing 

guidance from CPGs and SPLs. This can pose practical 

challenges for clinicians, patients and caregivers, and practice 

administrators. Further investigation of the identified 

mismatches may guide harmonization of clinical knowledge 

sources.  In future work, improvement and evaluation of our 

text mining methods may address limitations of the present 

approach and extract relationship information between drug 

and disease.  
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Abstract 

This work develops an automated classifier of pathology 

reports which infers the topography and the morphology 

classes of a tumor using codes from the International 

Classification of Diseases for Oncology (ICD-O). Data from 

94,980 patients of the A.C. Camargo Cancer Center was used 

for training and validation of Naive Bayes classifiers, 

evaluated by the F
1
-score. Measures greater than 74% in the 

topographic group and 61% in the morphologic group are 

reported. Our work provides a successful baseline for future 

research for the classification of medical documents written in 

Portuguese and in other domains. 

Keywords: 

Natural Language Processing; Medical Records; Data Mining. 

Introduction 

Pathology reports are an important data source for diagnosis 

in the cancer domain because reports provide clinical 

evidence on the topography of the tumor, its histological type, 

and morphology. The information may be encoded with the 

International Classification of Diseases for Oncology (ICD-

O). A recent work [1] evaluated the use of Naive Bayes 

classifiers and Support Vector Machines, and we applied a 

modified version of these techniques on pathology reports 

written in Portuguese and assessed its efficiency. 

Methods 

We used a collection of pathology reports written in 

Portuguese from the A.C. Camargo Cancer Center in São 

Paulo, Brazil. The dataset comprises 94,980 patients from the 

years 1196 to 2010.  

We applied a multinomial Naive Bayes classifier [2], seen in 

Figure 1, with add-alpha smoothing to the resulting data (we 

chose α = 0.5 since our belief in uniformity is weak). 
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Figure 1 – Naïve Bayes Classifier 

Results 

While one work [1] reported 71.5% F
1
-measure on the 

classification of 26 topographic groups, we presented a higher 

F
1
-measure (75.1%) on a task of 16 groups. On the 

morphology axis of the ICD-O classification, we achieved a 

lower F
1
-measure (61.3% versus 85.4%) on a wider 

classification task (49 versus 18 groups). The results were 

micro-averaged with 10-fold cross-validation. 

Table 1 – Micro-averaged efficiency (%) of Naive Bayes 

classifiers trained on increasing levels of detail of the ICD-O 

 Topography Morphology 

 P R F
1
 P R F

1
 

Group 78.928 73.451 75.304 68.813 60.172 62.256

Category 73.180 69.284 69.284 N/A 

Concept 43.239 40.820 39.941 49.151 39.705 40.673

When analyzing the classifier efficiency on the topographic 

group, we achieved 98.3% and 97.3% precision on the groups 

C50: Breast and C60-C63: Male genital organs, respectively 

the most common cancer for women and men. We also 

analyzed the resulting confusion matrix and observed that the 

most common cause of error is the incorrect classification of 

C50: Breast as C51-C58: Female genital organs. This is 

probably due to the fact that the diagnosis of breast cancer is 

usually accompanied by a screening test for cervical cancer.  

Conclusion 

Our work has immediate implications to knowledge discovery 

and statistical analysis in the medical domain, as it eases the 

process of obtaining structured information over textual data. 

It also accelerates the work of physicians when classifying 

patient data.  
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Abstract 

Sonic display of ST depression during exercise helps both the 

patient and the investigator to better identify the transition 

from normal values to “attention” region and reaching the 

“alert” threshold. Two types of sonic display were tested, 

based on combinations of saccadic sounds and different pitch.  

Keywords:  

Sonification; ST depression; HR. alert threshold. 

Introduction 

This work is part of a larger project on “Adding Sound to 

Medical Data”, to develop a toolkit for sonification of 

biological signals [1]. This study describes the module (ST) of 

the ASET package (Adding Sound to Exercise Test). Modern 

equipment displays the parameter evolution during exercise, 

underlying critical values of blood pressure (BP), heart rate 

(HR) and ST segment depression, each with well defined 

values as endpoints.  The information is only visually 

displayed, the patient is kept passive. Our purpose was to 

improve the parameter perception and involve the patient. 

Methods 

Signals and Parameters  

Signals. We used both our recordings and signals from 

Physiobank [2], from two leads (AVF or III and V5 or V6). 

The ST segment level was computed at the J point [3].  

Thresholds. We used a simplified risk representation, 

preserving two major levels of warning, attention (close to risk 

threshold) and alert (endpoint), which are visually represented 

by a light red background of that parameter. The alert 

threshold STb = -1 mV in V5/V6 or STb = -1.5 mV in 

AVF/III , and the attention threshold was STa = 0.8 STb.  

Sonification procedures 

From the large selection of possible sonic representations, we 

have selected the following criteria: duration - equal to the RR 

interval for each beat, pitch - the reference frequency (f
0
) was 

523.25 Hz (C5 on musical scale), corresponding to ST
i
 < STb. 

For the three sounds displays, the next coefficients were 

ka=6/5; kb= 4/3, and saccadic sounds. We tried both 

continuous and saccadic sounds; a “saccade” was defined as a 

short sound (0.1 RR) followed by a pause of 0.02 RR. It can 

represent warning levels: 1 saccade for attention and three 

saccades for alert.Two types of sonic display were tried: 

saccadic sounds only (“1S”) – no pitch variation (all C5), and 

saccadic display (“3S”) of three sounds (C5/D5/E5): no 

saccade on f
0
 - for normal range of HR, 1 saccade on f

0
 × ka 

for attention level and 3 saccades on f
0
 × kb for alert. 

Preference selection 

We conducted a survey with a group of 12 subjects. The 

survey had two phases: supervised learning - the subjects 

were exposed to the sounds and explained the two 

representations (named 1S and 3S), and testing phase - the 

subjects had to listen and score each record with marks 

between 10 and 0 (10 for perfect distinction). Each record was 

trimmed from the original 7-30 min. to 30–90 sec., preserving 

the transitions. The ASET package consists of two main 

scripts (in MATLAB 2011b) and several functions: ECG 

signal import into MATLAB, detection of RR intervals, 

detection of J point, ST value, and minimal ST level of the 

two leads. Then each signal was transformed for the two sonic 

representations (1S or 3S), using a function for saccades . 

Results and Discussion 

The sonic files used for testing with their graphical display 

and the corresponding sounds can be found on our website [4] 

in the section ASET. For stereo systems, HR sounds are sent 

to the right speaker while extra systoles are sent to the left.Our 

results (from 12 subjects, each for 5 signals) show that all 

sonic representations used in this study have very good 

discriminant power but different preference: the 1S display 

was not preferred when the 3S display was also available, but  

it can be kept in simple devices. From the comments made by 

the subjects we discovered preference to omit any sound 

before reaching the attention threshold and to introduce a 

dissonant note to mark the alert. 

Conclusion 

Our study showed a clear preference for simple displays (with 

no details), focused on revealing the threshold crossing. The 

potential impact of our study goes beyond the monitoring of 

cardiac performance during the exercise tests, to wearable 

devices with simple sonic warning system. 
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Abstract and Objective 

In the treatment of chronic pruritus-related, scratch-induced 

skin lesions the categorization, counting and temporal com-

parison are common methodologies. The observation requires 

a good memory and expertise in this field to gain comparable 

findings for this time-consuming process. Digital image pro-

cessing aims at supporting such manual detections. The objec-

tive is to develop a software tool for automatic image detec-

tion and comparison. The new photographic setting implies 

the usage of markers to derive the brightness and size of le-

sions. MATLAB has been used for the software development. 

The newly defined setting allows taking standardized images 

of pruritus-associated cutaneous lesions for detection and 

comparison. The tool named PIACS (Prurigo Image Analyz-

ing and Comparing System) allows automatically detecting, 

categorizing and comparing lesions based on digital images. 

Keywords: 

Image processing; digital image detection; prurigo nodularis. 

Introduction 

The diagnostic and treatment of chronic pruritus becomes an 

increasingly important medical field in the dermatology. Be-

sides common skin diseases, scratch-related skin lesions fre-

quently occur in pruritus patients [1]. These lesions show a 

broad variability in redness, circularity as well as size and the 

also may serve as a monitor marker in the course of the thera-

py; however, they can only tediously be counted manually. 

Several hundred (mean, 180±146) of lesions are not uncom-

mon. The manual process of classifying and counting is very 

time-consuming and not applicable in daily routine or clinical 

trials where a standardized procedure would be expedient [2]. 

Images are taken in a photographic laboratory but the photo-

graphic equipment has to be modified quite often. Flashes and 

lenses are changed, resulting in inconsistent brightness of the 

images. Automatic image detection is mainly applied for nevi 

and melanoma assessment for which images are taken [3]. The 

objective of this work is to develop a software tool to detect, 

classify and compare scratch-related skin lesions. 

Methods 

MATLAB was chosen for the development of since it offers 

the most comprehensive collection of image processing meth-

odologies. For the three different lesions predefined parame-

ters were applied for each category. Round gray markers were 

used to derive the real size in the image. The results of PIACS 

were evaluated by regarding correctness and accuracy of the 

detection within 25 randomly selected images. 

Results 

For the automatic detection of scratch lesions the following 

steps are performed: To extrapolate the skin and the marker in 

the image, it is separated into background, skin and the round 

marker. After that the marker is detected and the size derived 

for one pixel calculated in millimeter. The grey marker is used 

for color adjustment. Therefore, a reference image is prepared 

through the creation of red, green and blue histograms from 

30 images. For the analyzed image the histogram adjustment 

is applied for each color channel. The detection of skin lesions 

is achieved by the subtraction of color channels and 

thresholding. The expanse and category is determined by the 

application of predefined parameters for each category. For 

the comparison two images are analyzed and the differences 

calculated. 

On the 25 selected images in total 692 lesions were assigned. 

In total, 493 are correctly detected, 175 are categorized wrong 

and 24 are not detected. This results in an overall sensitivity of 

95.7% and an accuracy of 75.3%. 

Discussion / Conclusion 

The examination process of pruritus-related scratch lesions 

may benefit from such an approach and is urgently needed for 

the application in diagnostic and treatment as well as clinical 

trials to allow proper and objective assessment of the course 

of the symptom. The accuracy might be improved through the 

introduction of artificial neural networks.  
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Abstract 

We present the structure of the MFER coder to store the 

medical signals in real time. The MFER is the rules to 

describe the file with tags the medical signal such as ECG, 

EEG, etc. However, because the MFER has the simple  

structure, and is stored as a file unit, it is difficult to process 

the signal  with  MFER rules in real-time. To do this, By 

storing the signal into small unit of time, it is possible to 

handle as if the signal is stored continuously. The structure of 

the presented MFER coder is verified in the results. 

 

Keywords: 

medical waveform, MDER, healthcare, MFER 

Introduction 

The MFER (Medical Waveform Format Encoding Rules) is a 

set of rules to store the medical waveforms such as ECG, 

EMG, EEG, etc., its rules basically consist of the tag (T), the 

length (L), and length of data value (V) based on MDER. 

And, the value (V) represents data indicated by the tag (T). To 

describe a signal, the MFER consists of the sampling attribute, 

frame attribute, and supplementary information. The file data 

is fundamentally composed of a header and waveform data of 

the signal, and the header and waveform data are encoded 

after dividing them into a tag, length, and value. However, 

even though the MFER has the simple structure so that we are 

able to deal with them, easily, the structure does not support 

real-time process. It is very important to store and monitor the 

waveform of a patient in real time from a remote location over 

the network. In this paper, we propose the coding structure to 

monitor in real-time based on the basic MFER. 

 

Materials and Methods 

The coding structure   

Figure 1 shows the structure of the proposed MFER coder. 

First, We send the header block containing the waveform 

information before transmitting the continuous wave from the 

device to the server. This process will automatically transfer 

from the medical device, or enter manually in server system. 

Then, the medical device send a continuous waveform, and 

the server is attached to a block of the header information by 

dividing the waveform signal into block units. We are able to 

deal with, such as if subsequently store and monitor the 

waveform information when the monitoring result from the 

server side. Figure 2 describes how to design the 

corresponding  tag. This interface could make quite good use 

when tags are called or discriminated in a linked list later. 

 

 

Figure 1 - The coding structure 

 

Figure 2 – Design of Tags 
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Abstract 

This poster presents preliminary results of a project aiming to 

develop tools for adding sound associated to medical data for 

potential medical applications. Sonification procedures, the 

methodology used for testing various sonic representations of 

ECG, and the results are presented.  

Keywords:  
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Introduction 

The use of sonification for representation of medical data, 

especially biosignals is not a new idea [1], but most previous 

work has limited approaches. A systematic study has yet to be 

completed, due to the diversity of methods to "sonify" a set of 

data. From this premise, we initiated a project: “Adding 

Sound to Medical Data”, with four steps [2]:  

• preparing the sonification tools and methodology; 

• testing the discriminant power of various sets of 

parameters; 

• developing the procedure for clinical application; 

• development of sonification modules for medical 

equipment. 

This paper refers only to the first two phases. 

Methods 

The first stage aimed to reduce the degree of arbitration in 

mapping the physical parameters of the original signal (data). 

Sonification procedures 

In our approach [3], the relation between the sound pitch (f
i
) 

and normalized data [0,1] of signal amplitude y
i
 was: 

f
i
 = f

0
 × 2 ^ (y

i
), f

0
 = 523.25 Hz (note C5) (1) 

Three major sonification levels could be defined: 

• acoustic level, with a continuous frequency spectrum 

(f); 

• sonic level (S) – with discrete spectrum, from musical 

scale; 

• musical level (M) – multichannel, introducing rhythm 

and harmony. Level M will not be referred to in this 

paper. 

We split the acoustic level into two (sub)levels: 

• continuous representation, called (sub)level (A): for 

two neighbor points (t
i
, f

i
) and (t

i+1
, f

i+1
), the frequency 

will vary continuously from f
i
 to f

i+1
; 

• quasicontinuous (sub)level (Q) representation: only 

the frequency f
i
 will be produced for the interval dt = 

(t
i
, t

i+1
), followed by f

i+1
 for the next interval dt , etc. 

We used signals from PhysioBank [3] (sampling rate 250 Hz) 

from both healthy subjects and from patients with sleep apnea, 

arrhythmia and congestive heart failure. Additionally, we built 

a tool similar to a lens - tempolens, (TL) able to dilate or 

compress temporal sonic display, with fixed (f) or variable (v) 

magnification [2]. 

Results and Discussions 

Computer programs 

Our package was built on MATLAB R2011b platform, for 

sonifying a signal in levels A, Q and S and applying 

tempolenses. An example of the screen produced for an ECG 

signal of 10 seconds and the sounds can be displayed by 

accessing reference [4].  

Discriminant power  

We tested the discriminant power (the capacity of listeners to 

distinguish details and recognize signals). Our results showed: 

• low preference for A mode (it sounds like a whistle), 

but had a high discrimination in sleep apnea 

(obstructive episodes); 

• tempolenses with variable magnification did not bring 

the expected increase in resolution of the QRS 

complex; 

• durations of 0.2 seconds or less in Q mode sounded 

like A. 

Conclusions 

We built and tested a methodology for adding sound to 

medical data to improve data analysis in various cases: HR 

variability recognition, differential diagnosis, exercise tests, 

help people with visual impairment, etc. 
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Abstract 

Lung segmentation is a fundamental step in many image 

analysis applications for lung diseases and abnormalities in 

thoracic computed tomography (CT). However, due to the 

large variations in pathology that may be present in thoracic 

CT images, it is difficult to extract the lung regions 

accurately. A major insight to deal with this problem is the 

existence of new approaches to cope with quality and 

performance. This poster presents an optimized superpixel 

clustering approach for high-resolution chest CT 

segmentation. The proposed algorithm is compared against 

some super-pixel algorithms while a performance evaluation 

is carried out in terms of boundary recall and under-

segmentation error metrics. The over-segmentation results on 

a CT Emphysema Database demonstrate that our approach 

shows better performance than other three state-of-the-art 

superpixel methods. 

Keywords: 
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Introduction 

Medical imaging is now used to provide interventional 

treatments and diagnostic screening. It allows for substantial 

information about abnormal adjacent tissues, helping 

physicians to identify the appropriate treatment. Recently, 

superpixels have converted into an essential approach for 

many imaging applications including segmentation [1]. This 

poster presents an optimized superpixel clustering approach 

for high-resolution chest CT segmentation. The proposed 

algorithm is compared against some superpixel algorithms 

while a performance evaluation is carried out in terms of 

boundary recall and under-segmentation error metrics. 

Methodology 

The algorithm presented in this poster is an optimized version 

of the original SLIC algorithm [2], with some differences. A 

performance evaluation of the ESLIC algorithm was exhibited 

by comparing its accuracy against SLIC, NC00, QS08, and 

TP09 algorithm. The ESLIC algorithm was implemented in 

Java. While only comparisons with original algorithms and 

extensions have been made, computer benchmarks were 

performed in C using a commodity computer. 

Results 

Figure 1 in the left shows the results obtained with under-

segmentation error metric. It can be concluded from this plot 

that ESLIC exceeds the other algorithms after 900 

superpixels. In the right, results for boundary recall are 

displayed. In this plot, ESLIC exceeds QS08 and TP09. It is 

also higher than NC00 when 50 superpixels are considered. 

Figure 2 shows a visual comparison, produced by each one of 

the algorithms considered in this work. 

 

Figure 1 – Plot of USE (left) and BR(right) with respect to 

number of superpixels. 

 

Figure 2 – Segmentation results on CT sample for SLIC12, 

ESLIC, NC00, QS08, and TP09. 

Conclusion and Further Work 

In this poster, NC00, QS08, TP09, and SLIC12 algorithms 

were compared against ESLIC. Results have shown that the 

proposed algorithm is superior, with respect to under-

segmentation error, to the other algorithms. When considering 

boundary recall, ESLIC performs better than QS09 and TP09 

but is outperformed by NC00. 
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Abstract 

This paper deals with the discrimination between healthy and 

pathological speech signals using recurrence plots and 

wavelet transform with texture features. Approximation and 

detail coefficients are obtained from the recurrence plots 

using Haar wavelet transform, considering one decomposition 

level. The considered laryngeal pathologies are: paralysis, 

Reinke's edema and nodules. Accuracy rates above 86% were 

obtained by means of the employed method. 

Keywords: 

Wavelet Transform; Haralick Features; Recurrence Plots; 

Laryngeal Pathologies. 

Introduction 

Laryngeal pathologies might affect the speech production 

process. Recurrence plots have been used in the discrimination 

of healthy and pathological speech signals recently [1]. These 

structures show small scale patterns (which can be seen as 

texture features) and large scale patterns (which can be seen as 

typology features) [2]. 

This research employs Haralicktexture analysis features [3] on 

coefficients obtained from sub-images of the wavelet 

transform [4] applied in recurrence plots of speech signals. 

The discriminative power among pathologies in the larynx is 

investigated through the inspection of the visual information 

in the recurrence plots. Three pathologies are considered for 

analysis: paralysis, Reinke's edema and nodules. 

Methods 

Approximation and detail coefficients are obtained from the 

recurrence plots using Haar wavelet transform, considering 

one decomposition level. The texture analysis is carried out 

with Haralick features on these coefficients. The speech 

signals are classified by multilayer perceptron neural network 

(MLP)  with cross validation. The most significative features 

are selected by particle swarm optimization (PSO) [5]. This 

classification step is carried out for each coefficient matrix 

(approximation, horizontal, vertical and diagonal details). 

The speech signals used in this research belong to a database 

recorded by the Massachusetts Eye and Ear Infirmary (MEEI) 

Voice and Speech Lab [6]. The use of 53 signals of healthy 

larynx, 51 signals of paralysis, 43 signals of Reinke's edema, 

and 18 signals of nodules is taken into account. 

Results 

The classification performance for the selected features is 

shown in Table 1. The accuracy refers to the correctly 

classified cases, including all analyzed signals. The specificity 

means the correct classification of health cases (true negative) 

and the sensitivity corresponds to the pathological voices 

correctly classified (true positive).  

Table1– Classification performance obtained withPSO 

algorithm and MLP. 

Classification 

Cases 

Accuracy 

(%) 

Specificity 

(%) 

Sensitivity 

(%) 

HTYxPTL 88±5 87±4 63±10 

HTYxPRL 91±4 74±9 93±5 

HTLxEDM 86±4 62±8 88±4 

HTYxNDL 91±3 50±10 96±2 

Conclusion 

The use of wavelet transform and Haralick features may be 

considered as an applicable tool to texture analysis of 

recurrence plots in order to identify laryngeal pathologies. For 

validating the technique, practical tests are necessary. 
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Abstract 

This work presents an analysis framework enabling the 

integration of a clinical-administrative dataset of Type 2 

Diabetes (T2D) patients with environmental information 

derived from air quality maps acquired from remote sensing 

data. The research has been performed within the EU project 

MOSAIC, which gathers T2D patients' data coming from 

Fondazione S.Maugeri (FSM) hospital and the Pavia local 

health care agency (ASL). The proposed analysis is aimed to 

highlight the complexity of the domain, showing the different 

perspectives that can be adopted when applying a data-driven 

approach to large variety of temporal, geo-localized data. We 

investigated a set of 899 patients, located in the Pavia area, 

and detected several patterns depicting how clinical facts and 

air pollution variations may be related. 

Keywords: 

Geo-referenced data; Environmental factors; Type 2 Diabetes; 

Air pollution maps. 

Introduction 

The environment's involvement in health issues has been 

defined as the Exposome [1]. One of the main advantages of 

the available data sets is that, thanks to the information 

derived from the local healthcare agency, patients’ addresses 

are associated to municipality codes. Precisely locating 

patients enables the investigation of their interactions with the 

territory. It has also been stated that the combination of wide-

ranging data sources requires innovative analysis approaches 

from methods and data management point of view [2]. In our 

case a further step in the study was triggered by merging 

biomedical informatics with telecommunications and remote 

sensing domain expertise. We exploited geo-referenced 

clinical data to understand the effects of being exposed with 

air pollutants thanks to air quality maps acquired from 

remotely sensed data. 

Materials and Methods 

The joint analysis of air quality maps and geo-localized 

clinical events gave the possibility to observe multiple 

patterns varying over time. Comparing these trends provided 

some insight about the evolution of severe events, which are 

those requiring hospitalization.  

In order to achieve air quality maps, the data acquired by 

Landsat L8 mission have been considered. Landsat 8 satellite 

was launched in February of 2013. The satellite collects 

images of the Earth with a 16-day repeat cycle, referenced to 

the Worldwide Reference System-2. Thanks to the assumption 

that pollution plays a key-role in the thermal pattern of a 

remotely sensed scene [3], the correlation between the 

presence of black particulate and the recorded temperature can 

be thoroughly characterized. In order to match the region of 

the remotely sensed data with the Pavia area, we implemented 

spectral analysis taking into account the overall pattern of the 

raw counts thermal signal as a function of black particulate 

concentration. For each pixel in every temporal series, a 

polynomial fitting model has been implemented to estimate 

the air quality of the scene [3]. Air quality has been quantized 

on five levels over the black particulate concentration 

estimate. 

While observing that, during the analyzed time window, the 

number of hospitalizations in two considered areas follows 

inverse trend during the coldest season, we were able to 

describing those events per-se. Although, thanks to additional 

source of data, we can also infer that there are other external 

factors entailing the observed facts, so to enable the discovery 

of additional explanations of clinical phenomenon.  

Results 

Through the information acquired from air-quality maps we 

observed that, in different areas, the increased number of 

hospitalization was related to different value of air pollutants. 

In particular we focused on the area named Lomellina during 

the February month. In this period in-hospital events account 

for the 31.58% of the entire observations, which is the highest 

value compared with other areas; within the same time 

window and area it was possible to detect worsened condition 

from air quality maps (Particulate Matter values increased 

from 51/71 mg/m
3

 in December to 76/100 mg/m
3 

in February). 

Conclusions 

Merging heterogeneous information coming from various 

scientific disciplines is the trigger to inspect complex 

evolution patterns of diseases. Our findings provided 

meaningful hints to investigate further how clinical acute 

events may be explained by exogenous factors. 
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Abstract 

Patient registries are a useful tool to measure outcomes and 

compare the effectiveness of therapies in a specific patient 

population. High data quality and completeness are therefore 

advantageous for registry analysis. Data integration from 

multiple sources may increase completeness of the data. The 

pediatric renal transplantation registry CERTAIN identified 

Eurotransplant (ET) and the Collaborative Transplant Study 

(CTS) as possible partners for data exchange. Import and 

export interfaces with CTS and ET were implemented. All 

parties reached their projected goals and benefit from the 

exchange. 

Keywords:  

Patient registry; data integration; interfaces; pediatric-kidney 

transplantation. 

Introduction 

Patient registries collect data about the patients' course of dis-

ease or therapy. Registries rely on good data quality and com-

pleteness as the observations made from the available data 

only pertain to the observed population and are not general-

izable [1]. To increase data completeness, the pediatric renal 

transplantation registry CERTAIN [2] decided to exchange 

data with ET and CTS to increase data completeness. 

Materials and Methods 

The CERTAIN Registry is an in-house developed registry 

written in Java with a web-client based on Google Web 

Toolkit and an SQL database. Interfaces with other data 

sources and organizations are implemented in-house. Current-

ly 51 centers from 10 countries contribute to the registry. 

Results 

Import of data from CTS provided CERTAIN with new pa-

tients and long-term follow-up data. Export to CTS prevents 

double-entry of CERTAIN-data into CTS. High quality donor 

and recipient data could be obtained through the continuous 

data exchange with ET. Exporting follow-up data to ET pro-

vides a larger data basis for future evidence-based improve-

ment of organ allocation. Up to now, data from 285 patients 

have been imported from CTS. ET has received follow-up 

data for 1096 visits of 193 patients. CERTAIN received noti-

fication of 436 transplantations from ET. 

Discussion 

Establishing exchanges with ET and CTS was a major step 

towards data completeness while easing data entry for 

participating centres. Interface-implementation required 

considerable coordination and effort from all parties. Privacy 

concerns proved to be the biggest challenge to be solved. 

Reconciliation of data sets proved to be time-consuming. 

Conclusion 

We established the communication and data exchange of the 

CERTAIN Registry with CTS and ET respectively. Both in-

terfaces increased the completeness of CERTAIN's data set. 

The data exchange has proven to be beneficiary for the 

CERTAIN Registry and the participating organizations. Data 

exchange with other registries may further benefit all parties. 
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Abstract 

A clinical study requires massive amounts of of lab test data, 

especially for rare diseases. Before creating a protocol, the 

hypothesis if the protocol will work with enough amount of 

patients’ dataset has to be proved. However, a single facility, 

such as a university hospital, often faces a lack of number of 

patients for specific target diseases. Even if collecting datasets 

from several facilities, there is no active master table that can 

merge lab test results between the facility datasets. Therefore, 

the authors develop a unified lab test result master. Because 

test master standards such as JLAC10 and LOINC are 

provided from a viewpoint of academic classification of 

laboratory medicine, the classification does not fit clinical 

classification, which doctors understand with a mind-set of 

establishing a clinical study protocol. The authors establish a 

method to unify masters using an active lab test result master 

from two university hospitals.  

Keywords:  

EHR; Lab test master; JLAC10. 

Introduction 

For developing a clinical study protocol, the expected number 

of patients is important to decide if the study is actually 

carried out. In a single facility, such as a university hospital, it 

is difficult to assume how many patients are in a region. 

Therefore, researchers have to assume a high burden for case 

finding by communicating with multiple facilities. Even if all 

test results are provided from participant facilities, merging 

results is another huge burden before analysis. Therefore, a 

unified lab test master is required to compare datasets between 

different facilities.  

Beforehand, the authors tried to use a standard master 

JLAC10, which is provided by the Japanese Society of  

Laboratory Medicine. The results reflect that the master is 

classified from a viewpoint of academic classification of  lab 

tests so that it was difficult to merge test results between 

facilitites. At the trial, four university hospital’s masters, with 

about three to five thousand lines, are matched. Only a 

hundred items can be described by the unified master. 

Therefore, the authors propose a master table merging method 

to establish a unified master from a viewpoint of a doctor’s 

mind, which is adopted when a clinical study is designed. 

Methods 

To decrease the burden of master table matching, the methods 

proceeds with three steps. Eventually, the proposed unified 

master code consists of a combination of high-order digits and 

two original sub-codes. For the first step, an actual lab test 

result dataset is analyzed to select active items. Since an active 

lab test master is always maintained in each facility, some 

items are active and some are not. Two years lab test results 

provide active test items, traditional items, and inactive items. 

For the second step, an accounting information table and a test 

order item table are provided. The test order item contains in 

many cases multiple test result items. In some cases, order 

items contains a single test result item. Therefore, a unified 

master code high-order number is given by an accounting 

information table code, which is provided by the Ministry of 

Health, Labour and Welfare in Japan. Since in Japan the 

accounting code is unified, every facility has the same code. 

The rough classification of lab result items has been analyzed 

with the accounting code. Figure 1 depicts the unified master 

code construction. 

For the third step,  matchings of each item from unified code 

and facility code  are analyzed by manually checking item 

names. Sub-code 1 classifies specimen and dose amount. Sub-

code 2 classifies details such as methods, units and applied 

standards. 

 

Figure 1. Unified code structure 

Results 

A beta version of a unified code is generated by two university 

master codes. The total amount of unified codes covers around 

800 result items. Some original facility tests and subcontract 

lab test results are not yet stored in the unified code.  

Conclusion 

A unified lab test result master is proposed for clinical study 

case findings. The combination code of accounting code and 

sub-classification code provides the unified master code. 
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Abstract 

There remain significant difficulties selecting probable 

candidate drugs from existing databases. We describe an 

ontology-oriented approach to represent the nexus between 

genes, drugs, phenotypes, symptoms, and diseases from 

multiple information sources. We also report a case study in 

which we attempted to explore candidate drugs effective for 

bipolar disorder and epilepsy. We constructed an ontology 

incorporating knowledge between the two diseases and 

performed semantic reasoning tasks with the ontology. The 

results suggested 48 candidate drugs that hold promise for 

further breakthrough. The evaluation demonstrated the 

validity our approach. Our approach prioritizes the candidate 

drugs that have potential associations among genes, 

phenotypes and symptoms, and thus facilitates the data 

integration and drug repurposing in psychiatric disorders. 

Keywords:   

Drug Repurposing; Ontology; Data Integration. 

Introduction  

Despite the remarkable progress in fundamental research and 

medications, efforts toward the discovery of new drugs for 

psychiatric disorders have been relatively unsuccessful 

compared to drug discovery for other diseases. There is an 

imperative for discovering novel solutions. Researchers have 

attempted to develop new solutions including drug 

repurposing [1], which aims to develop new uses for existing 

or abandoned drugs [2]. Drug repurposing methods 

encompass a wide spectrum ranging from traditional 

screening methods and animal models to computational 

methods [3]. Computational methods hold promise for 

facilitating the identification of candidate drugs with the 

advantage of time efficiency. We proposed a framework built 

under the W3C Standard of Web Ontology Language (OWL). 

We also described a use case with a semantic reasoning task 

using the ontology to explore candidate drugs activating for 

bipolar disorder and epilepsy.  

Methods  

We defined five top-level classes (disease, symptom, 

phenotype, gene, and drug), along with the corresponding 

OWL object properties to represent the metaontology. The 

detailed ontology includes OWL individuals that were defined 

under the corresponding classes to model real-world entities. 

In our ontology, these instances were imported primarily from 

open data repositories, including PharmGKB, Human 

Phenotype Ontology, and Online Mendelian Inheritance in 

Man. We encoded symptom-associated information for the 

ontology since there is no existing data repository providing 

such information. In the use case, we generated Descriptive 

Logic (DL) Rules for delivering reasoning results. For 

example, one DL rule to find a new path between drugs and 

diseases can be defined as “DrugRelatedToGene some 

(associatedWithPhenotype some (associatedWithSymptom 

some ((associatedWithDisease some Bipolar_disorder) and 

(associatedWithDisease some Epilepsy))))”. A candidate drug 

inferred by this DL must be a drug that associates with 

symptoms that appear in Bipolar_disorder and Epilepsy. The 

associations between drug and symptom were inferred 

through drug-gene-phenotype-symptom. To validate the 

inferred candidate drugs and ontology effectiveness, we used 

data from PharmGKB, ClinicalTrial.gov, and PubMed for the 

evaluation. 

Results  

The ontology inferred 48 drugs relevant to the two diseases. 

We further evaluated whether symptoms contain important 

information in guiding drug selection. The result shows that 

one out of the 48 drugs has direct disease-gene-drug 

associations. Eleven drugs have been investigated in the 

clinical trials on both bipolar disorder and epilepsy. Eighteen 

drugs from our queried results that revealed joint occurrences 

of the drug name and the two disease names in PubMed, 

among which only four drugs revealed weak evidence 

(returned the occurrence of one). Eleven drugs were identified 

from both ClinicalTrial.org and PubMed.  
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Abstract 

Despite widespread use of genomic sequencing in research, 

there are gaps in our understanding of the performance and 

provision of genomic sequencing in clinical practice. The 

Melbourne Genomics Health Alliance (the Alliance), has been 

established to determine the feasibility, performance and 

impact of using genomic sequencing as a diagnostic tool. 

The Alliance has partnered with BioGrid Australia to enable 

the linkage of genomic sequencing, clinical treatment and 

outcome data for this project.  

This integrated dataset of genetic, clinical and patient sourced 

information will be used by the Alliance to evaluate the 

potential diagnostic value of genomic sequencing in routine 

clinical practice. This project will allow the Alliance to 

provide recommendations to facilitate the integration of 

genomic sequencing into clinical practice to enable 

personalised disease treatment. 

Keywords:  
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Introduction 

Over 14,000 genes are known to cause or contribute to disease 

[1] and over 2,000 diagnostic genetic tests are now available 

in clinical practice [2]. Despite widespread use of genomic 

sequencing in research, there are gaps in our understanding of 

the performance and provision of genomic sequencing for 

clinical use. The Melbourne Genomics Health Alliance (the 

“Alliance”) was launched as a collaboration between seven 

Melbourne-based research and clinical organisations. The 

Alliance has been established to determine the feasibility, 

performance and impact of using genomic sequencing as a 

diagnostic tool with the objective of demonstrating that 

personalised medicine through targeted genomic analysis is 

possible. 

Methods 

To enable the linkage of genomic sequencing, clinical 

treatment and outcome data, the Alliance has partnered with 

BioGrid Australia for this project. BioGrid Australia operates 

a secure federated data-sharing platform that enables real-time 

integration of record-level data across institutions and 

jurisdictions. This platform provides ethical access to data 

while protecting both privacy of the participants and the 

intellectual property of the contributing organizations. 

Importantly, the platform has the capability to provide an 

integrated view for the treating clinician as well as project 

wide reporting. 

Results 

This project has created a unique integrated dataset of diverse 

genetic, clinical and patient survey information to evaluate the 

potential diagnostic value of genomic sequencing in routine 

clinical practice. As the project continues into its next phase, 

the Alliance will build on these initial results to gain a better 

understanding of the process requirements to use genomic 

sequence data in clinical care. 

Discussion 

As the use of genomic sequencing information in clinical care 

is limited, the Alliance has created a novel way to facilitate 

the integration of genomic sequencing into clinical practice. 

The results of the demonstration project will be used by the 

Alliance to provide process recommendations for subsequent 

implementation to improve both the impact and the 

performance of genomic sequence information in clinical 

practice and personalised care. 

Conclusion 

These translational analyses provide the groundwork for 

identifying the processes required for further exploration of 

targeted personalised disease treatment in clinical practice. 

References 

[1] Online Mendelian Inheritance in Man, from: 

www.omim.org/statistics/entry, accessed 17/10/13 

[2] Centre for Disease Control, from: 

http://www.cdc.gov/genomics/gtesting/, accessed 18/10/13 

Address for correspondence 

enquiries@biogrid.org.au 

enquiries@melbournegenomics.org.au 

 

MEDINFO 2015: eHealth-enabled Health
I.N. Sarkar et al. (Eds.)

© 2015 IMIA and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License.
doi:10.3233/978-1-61499-564-7-1052

1052



Integration of Disease Specific Clinical and Genomics Datasets using I2B2 Framework  

Mohyuddin

a

 

a 

King Abdullah International Medical Research Center (KAIMRC), National Guard Health Affairs (NGHA), Riyadh, Saudi Arabia. 

 

Abstract 

The availability of a patient’s genomic profile along with the 

clinical profile for providing individualized care and treat-

ment is paving the road for a new era of personalized medi-

cine, and is an important area of focus in current biomedical 

research. One of the prominent and globally implemented 

solutions for clinical and genomics data integration in bio-

medical research is an NIH funded NCBC initiative - Infor-

matics for Integrating Biology and the Beside (I2B2). This 

paper presents the development of a pilot prototype for inte-

grating patient’s clinical and genomics datasets using open 

source and scalable I2B2 Framework. It focuses on disease 

specific clinical data and genomic variants, when combined 

together can be used for informed decision making in clinical 

practices by healthcare professionals and for further investi-

gations by biomedical researchers. The research was carried 

out using a case study of King Abdullah International Medical 

Research Center (KAIMRC) in collaboration with King Fahad 

National Guard Hospital (KFNGH). 

Keywords:  
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Introduction  

Since the completion of Human Genome Project, biomedical 

literature has shown abundance of various approaches for data 

integration, such as federated databases, data warehouses and 

data management systems; but most of them focus only on 

genomics data integration from heterogeneous resources [1, 

2]. I2B2 provides an environment where users can perform 

queries and cohort analysis by integrating clinical and bio-

medical data together, that can be used for discovery research 

and targeted therapies for individual patients having genetic 

diseases [3]. For the proof of concept, we developed a pilot 

prototype to evaluate feasibility of using I2B2 for integrating 

anonymized patients' clinical and genomics datasets.   

Methods 

The sample clinical dataset included patients' demographics 

and basic disease profiles, such as gender and age infor-

mation, disease type, stage and level. The sample genomic 

variations data, prepared by studying DECIPHER project [4], 

included number of genes, inheritance levels and variant loca-

tions containing chromosome number, start location and end 

location. Both datasets were further customized for mapping 

and interoperability with I2B2 star schema and ontology. 

Results 

I2B2 data warehouse (hosting our clinical and genomics da-

tasets) and data management services (core server-side cells - 

the hive and client-side applications - web client and work-

bench) were installed and configured in Windows and Linux 

Platforms. In Windows, we deployed I2B2 image using virtu-

alization software - VMware Player; whereas in Linux - we 

used terminal along with I2B2 Wizard [5] to install and con-

figure the requisite I2B2 softwares. After datasets’ customiza-

tion, IDRT Import Tool [5] was used for importing both da-

tasets in I2B2 data warehouse. Finally, the web client was 

used for data query, cohort analysis and information visualiza-

tion.  

 

Figure 1-Clinical and Genomics Data Integration using I2B2 

Conclusion 

We found that I2B2 installation, configuration and data im-

port process is complex, and also multiple data formats sup-

port is limited. The successful implementation of current pilot 

prototype has laid foundations of our future work where we 

will target the integration of local patients’ disease and genetic 

registries based on stakeholders' requirements using I2B2. 
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Abstract 

The abundance of heterogeneous biomedical data from a 

variety of sources demands the development of strategies to 

address data integration and management issues, so that the 

data can be used effectively in clinical practices and 

biomedical research. This research presents an Informatics 

Infrastructure for Integrating Clinical, Genomics and 

Environmental Data (ICGED) and provides a roadmap that 

envisions utilizing the clinical and biomedical resources in 

our case study. This work describes a data integration 

approach, proposed by ICGED, with a two-fold purpose: 

personalized medicine and biomedical data storage and 

sharing platform. It describes our experiences integrating 

disease specific clinical and genomics datasets with Data 

Integration and Analysis Tools (DIAT)—using Informatics for 

Integrating Biology and the Bedside, and discusses work in 

progress and future work for extending DIAT, and the 

development of Risk Assessment and Prediction Tools, 

Clinical Decision Support Systems and a Bioinformatics Data 

Warehouse. 
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Introduction  

Personalized Medicine provides individualized treatment 

based upon a patient’s unique clinical, genomic and 

environmental profile, and likelihood to a drug/therapy 

response, by using precise risk assessment and clinical 

decision support tools [1]. This research investigates the 

development and utilization of such tools in the resource 

structure of our case study of the King Abdullah International 

Medical Research Center and the King Fahad National Guard 

Hospital. Initial requirements analysis showed a need for 

using translational research and biomedical data 

infrastructure. 

Methods 

This research proposes an Informatics Infrastructure for 

Integrating Patient's Clinical, Genomics and Environmental 

Data (ICGED), which provides a centralized platform for data 

deposition and analytics, information access and sharing, and 

knowledge extraction. This platform will allow healthcare 

staff to find relevant information for individualized patient 

treatment, and biomedical researchers to utilize existing 

information for further research. Figure 1 shows the ICGED 

roadmap for our on-going and future research work. 

 

Figure 1 – ICGED Roadmap 

Results 

For proof of concept, a pilot prototype was developed as a 

part of Data Integration and Analysis Tools (DIAT) by 

integrating sample clinical and genomics datasets using 

Informatics for Integrating Biology and the Bedside (i2b2) 

[2]. The i2b2 data warehouse and data management services 

were configured using Windows (XP) and Linux (Ubuntu 

12.04). VMware Player and i2b2 Wizard [3] were used for 

environment setup, datasets were customized according to star 

schema, and data mapping and import was done using the 

Integrated Data Repository Toolkit [3]. Finally, cohort 

analysis and visualization was done using the i2b2 Web Client 

[2].  

Conclusion 

This work presented ICGED Infrastructure, roadmap and pilot 

prototype as a DIAT tool. In the future, we plan to extend 

DIAT using disease and genetic registries, develop RAPT 

using a machine learning model, CDSS using I2B2 plug-ins 

[2], and BDW using existing standards [4]. Some important 

challenges of personalized medicine, such as lack of 

experts/training, and social, ethical and legal aspects of 

genetic information use must be addressed in future research 

work. 
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Abstract 

The Los Angeles Data Resource (LADR) is a joint project of major 

Los Angeles health care provider organizations. The LADR helps 

clinical investigators to explore the size of potential research study 

cohorts using operational clinical data across all participating 

institutions. The Charles R. Drew University of Medicine and 

Science (CDU) LADR team sought to develop an innovative data 

architecture that would aggregate de-identified clinical data from 

safety-net providers in the community into CDU LADR node. This in 

turn would be federated with the other nodes of LADR for a shared 

view in a way that was never available before. This led to a self-

service system to assess patients matching study criteria at each 

medical center and to search patients by demographics, ICD-9 

codes, lab results and medications. 

Keywords: 
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Introduction 

LADR is a joint project of major Los Angeles health care 

provider organizations. It facilitates clinical investigators to 

explore the size of potential research study cohorts across 

each participating institution using de-identified clinical data 

captured during customary clinical operations under the 

Clinical and Translational Science Institute (CTSI) program. 

CDU is a member of the CTSI but unlike the other LADR 

members that lacks clinical operations of its own, it has a rich 

history of partnerships with safety-net ambulatory providers 

serving the poor and minority neighborhoods of South Los 

Angeles.  The CDU LADR team sought to develop a new data 

architecture that would aggregate data from disparate health 

information systems in the community into the CDU LADR 

node.  

Methods 

Using information provided by ‘L.A. Net’ - a primary care 

practice-based research network (PBRN) in the region 

partnering with more than 165 unique practice sites in 

Southern California - as a case study, we developed an 

extensible data architecture to obtain data from small health 

care organizations for LADR. L.A. Net had its own 

aggregator resource, the Reusable OMOP-SAFTINet Interface 

Transformation Adaptor (ROSITA) that supports the 

consumption, transformation and loading of clinical and 

administrative data from its partners’ electronic health record 

systems (EHRs) and payer claims data into L.A. Net’s grid 

node database. We designed an architecture to aggregate data 

from ROSITA and other individual EHRs into CDU LADR 

application server via a web service method of communication 

over the Internet.  

 

Figure 1 – The architecture for CDU LADR node 

Results 

The service requester module located on our server would 

request data, whereas the service provider module designed by 

us and placed on the ROSITA system would pull the 

requested operational clinical data from the grid node 

database, remove 18 specific identifiers (Safe Harbor Method) 

to de-identify the data thus complying with USA regulation 

regarding limited datasets and extract the de-identified data. 

Next, the service requester would receive data over SOAP or 

HTTPS protocol as XML to be loaded first into the staging 

database and later into the CDU’s LADR Data warehouse. 

This XML file would be validated by the service requester for 

correct/expected values using an XSD file. A UDDI 

(Universal Description, Discovery and Integration) process 

would be defined to identify which software system should be 

contacted for which type of data. Thus, the CDU LADR node 

will have its own data repository and eventually be able to 

federate data with other participating institutions  for a shared 

view. 

Conclusion 

We created a standards-based, flexible architecture to federate 

data with other LADR nodes for a shared view leading to a 

self service system. This system assessed patients matching 

study criteria at participating medical centers to search by 

demographics, ICD-9 codes, lab results, medications and to 

generate enrollment tables for clinical and translational 

research. 
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Abstract 

As the volume and variety of healthcare related data continues to 

grow, the analysis and use of this data will increasingly depend 

on the ability to appropriately collect, curate and integrate 

disparate data from many different sources. We describe our 

approach to and highlight our experiences with the development 

of a robust data collection, curation and integration 

infrastructure that supports healthcare analytics. This system has 

been successfully applied to the processing of a variety of data 

types including clinical data from electronic health records and 

observational studies, genomic data, microbiomic data, self-

reported data from surveys and self-tracked data from wearable 

devices from over 600 subjects. The curated data is currently 

being used to support healthcare analytic applications such as 

data visualization, patient stratification and predictive modeling. 
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Introduction 

The volume and variety of healthcare related data continues to 

grow, spurred on by the increasing adoption and use of electronic 

health records (EHRs), the explosion of omics data and the 

proliferation of actigraphy data from wearable self-tracking 

devices and mobile applications [1]. The use of this data for 

healthcare analytics such as data visualization, patient 

stratification, predictive modeling, personalized medicine and 

drug discovery will increasingly depend on the ability to 

appropriately collect, curate and integrate disparate data from 

many different sources [2]. The linking of many different types of 

data will allow the analysis and modeling of complex multi-

dimensional interactions which can enable deeper insights. 

Materials and Methods 

Our data consist of the following diverse types and sources for 

over 600 subjects: (1) clinical data from EHRs and observational 

studies: demographics, family history, labs, vitals, diagnoses, 

medications; (2) genomic data: 500K single nucleotide 

polymorphisms (SNPs); (3) microbiomic data: abundances of gut 

microbial taxa; (4) self-reported data from surveys: behavioral, 

lifestyle, diet; and (5) self-tracked data from wearables: activity, 

sleep, diet. 

To process these data, we developed a robust data collection, 

curation and integration infrastructure composed of the following 

stages: (1) Data Collection: gathering raw data from different 

sources. (2) Data Understanding: characterizing the data fields, 

types, and values. (3) Data Validation: checking the data against 

known quantitative relationships and expected values and for 

consistency across data types. Examples include checking lab 

values against standard ranges and using system physiology 

models to identify potential outliers in reported caloric intake 

data. (4) Data Cleaning: cleaning, normalizing and mapping data 

values and tagging the data with confidence indicators. Examples  

 

include using natural language processing to extract and 

normalize noisy medication values and map them to standard 

ontologies and flagging suspicious self-reported and self-tracked 

data based on compliance definitions. (5) Data Integration: 

merging data from different sources, resolving ambiguities, 

deduplication, normalizing units and dates and linking variables 

to the same subject. (6) Data Enrichment: creating new variables 

from the original data that are potentially more informative. 

Examples include the computation of genetic risk scores from the 

SNPs and the computation of scores from survey responses. 

The data are then stored in a database using an n-tuple structure: 

subject identifier, feature identifier, feature value, confidence and 

event date that accomodates heterogenous data and supports the 

data retrieval needs of analytic applications. 

Results 

We found that a semi-automated approach, where most of the 

processing is automated but unhandled issues and errors can be 

flagged for human intervention, was important. Because some 

data were human reported and entered, they contained errors. As 

a result, it was important to have validation methods to check, 

clean, normalize and map the data when possible. In addition, we 

tagged the data instances with confidence indicators to allow 

analytic applications to select appropriate data subsets for their 

own use. When possible, we leveraged the different data types to 

perform cross type consistency checking. Incremental update 

capability was also needed to support the addition of new data to 

the database. Finally, we used an iterative development and 

refinement process in order to accommodate enhancements 

resulting from new data types, new instances of existing data 

types and feedback from the analytic applications that consume 

the curated data. 

Conclusions 

A robust infrastructure was successfully developed and used to 

collect, curate and integrate EHR, genomic, microbiomic, self-

reported and self-tracked data to support healthcare analytics. 

Future work will enhance and extend the system to handle 

additional types of data including metabolomics, continuous 

biomarker data streams and medical imaging data. 

References 

[1] Merelli I, Pérez-Sánchez H, Gesing S, D’Agostino D.. 

Managing, Analysing, and Integrating Big Data in Medical 

Bioinformatics: Open Problems and Future Perspectives. 

Biomed Res Int. 2014. 

[2] Stonebraker M, Bruckner D, Ilyas IF, Beskales G, Cherniack 

M, Zdonik SB, Pagan A, Xu S. Data Curation at Scale: The 

Data Tamer System. CIDR 2013. 

Address for correspondence: 

Kenney Ng (kenney.ng@us.ibm.com) 

IBM Research, 1 Rogers Street, Cambridge MA 02142, USA. 

MEDINFO 2015: eHealth-enabled Health
I.N. Sarkar et al. (Eds.)

© 2015 IMIA and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License.
doi:10.3233/978-1-61499-564-7-1056

1056



Integrated Database And Knowledge Base For Genomic Prospective Cohort Study 

 In Tohoku Medical Megabank Toward Personalized Prevention And Medicine 

Soichi Ogishima
a

, Takako Takai
a

, Kazuro Shimokawa
a

, Satoshi Nagaie
a

,  

Hiroshi Tanaka
a

, Jun Nakaya
a,b

 

a 

Dept. of Bioclinical Informatics, Tohoku Medical Megabank Organization, Tohoku University, Miyagi, Japan 

b

 Dept. of Medical Informatics, Tohoku University School of Medicine, Miyagi, Japan  

 

Abstract 

The Tohoku Medical Megabank project is a national project 

to revitalization of the disaster area in the Tohoku region by 

the Great East Japan Earthquake, and have conducted large-

scale prospective genome-cohort study. Along with 

prospective genome-cohort study, we have developed 

integrated database and knowledge base which will be key 

database for realizing personalized prevention and medicine.  

Keywords: 

Tohoku Medical Megabank project, prospective genome-

cohort study, integrated database and knowledge base 

Introduction 

To revitalize medical care and realize personalized prevention 

and medicine in the disaster area of Great East Japan 

Earthquake, the Tohoku Medical Megabank Organization has 

been established in February 2012. It aims at becoming a 

center for the reconstruction of the entire Tohoku region by 

conducting prospective genome-cohort study and developing 

the large-scale genome biobank toward personalized 

prevention and medicine.  

In our prospective cohort study, we will recruit 150,000 

people at Tohoku university, satellites, health clinics, and 

Iwate medical university, and collect (1) biospecimen (blood, 

urine) (2) questionnaire, (3) physical measurement as baseline 

and follow-up investigation. As for pathogenesis investigation 

follow-up, we will collect clinical data from electronic health 

records provided by Miyagi Medical and Welfare Information 

Network (MMWIN). MMWIN is expected to develop 

regional electronic network of medical records of most 

hospitals in Miyagi prefecture. Collected data will be de-

identified and stored in a database of Tohoku Medical 

Megabank. Researchers in universities, institutes, and 

companies can apply withdrawal of biospecimen and data. 

Materials and Methods 

Integrated database provides large genome-cohort study data. 

It integrates various and vast amount of data. It is too huge to 

to grasp characteristic of data. Therefore, integrated database 

not only provides integration of data but also provides 

statistical significance and related knowledge in cooperation 

with knowledge base. Knowledge base provides existing 

knowledge of personalized prevention and medicine with 

NLP support for extraction of knowledge from literature, and 

novel knowledge by large-scale correlation analysis. 

Results 

Integrated database is a database for integration of genomic 

(omics), specimen, baseline & follow-up and clinical data. It 

is a relational database implemented by Oracle and MySQL 

RDMS. On the other hand, knowledge base is a database for 

integration of existing and novel knowledge by large-scale 

correlation analysis on integrated database. It is a RDF store 

implemented by Virtuoso. Our database is is too huge to grasp 

characteristic of data. Therefore, integrated database not only 

provides integration of data but also provides statistical 

significance and related knowledge in cooperation with 

knowledge base. 

Statistical significance of selected data is provided in 

integrated database to characterize selected cohort; e.g., 

selected population has statistically significant bias in sex and 

alcohol intake. This characterization is expected to lead to 

hypothesis. Related knowledge of selected data is also 

provided in integrated database in cooperated with knowledge 

base; e.g., breast cancer is known to have a highly linked and 

causative SNPs. This provision of related knowledge is 

expected to accelerate studies. 

Our project collected biospecimen and data provided by living 

people. Thus, data security and protection is very important. 

Our databases will be available with keeping security under 

our security policies (personal, very strong, strong and 

standard security policies). 

Conclusion 

The Tohoku Medical Megabank project is a national project 

conducting large-scale prospective genome-cohort study. We 

have developed integrated database and knowledge base 

which will be key database for realizing personalized 

prevention and medicine. 
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Abstract 

The entire kidney transplantation process in Brazil is defined 

through laws, decrees, ordinances, and resolutions, but there 

is no defined theoretical map describing this process. From 

this representation it’s possible to perform analysis, such as 

the identification of bottlenecks and information and 

communication technologies (ICTs) that support this process. 

The aim of this study was to analyze and represent the kidney 

transplantation workflow using business process modeling 

notation (BPMN) and then to identify the ICTs involved in the 

process. This study was conducted in eight steps, including 

document analysis and professional evaluation. The results 

include the BPMN model of the kidney transplantation process 

in Brazil and the identification of ICTs. We discovered that 

there are great delays in the process due to there being many 

different ICTs involved, which can cause information to be 

poorly integrated. 

Keywords:  

Kidney transplantation (MeSH E02.870.500); Systems 

integration (H01.770.787). 

Introduction 

The entire kidney transplantation process in Brazil is defined 

through laws, decrees, ordinances, and resolutions [1], but 

there is no defined theoretical map describing the kidney 

transplantation process. Business process modeling notation 

(BPMN) is the language most often used for representing 

processes diagrammatically [2]. It facilitates understanding 

among all the professionals involved in the process, and also 

helps organizations to measure their activities. The aim of this 

study was to identify the ICTs involved in the kidney 

transplantation process (KTP) in Brazil after the process has 

been analyzed and represented using BPMN.  

Methods 

This study was conducted in eight steps. Step 1: identification 

of the official digital documents relating to the KTP. Step 2: 

analysis of the the most important official documents 

(http://goo.gl/KbvHpp) using the methodology analysis on 

documents and processes. An initial representation of the KTP 

with ICTs identification was created using the Bizagi software 

(bizagi.com). Step 3: specialist evaluation using the Delphi 

methodology. Step 4: incorporation of a second official 

document (http://goo.gl/2a6HPi) and the assessment made by 

the specialist. Step 5: conduction of a survey to analyze and 

validate the second version of the KTP with four specialists. 

Step 6: research on the official website of each Brazilian state 

for additional legislation. Step 7: analysis of 11 documents 

using the methodology analysis on documents and processes. 

Step 8: conduction of an online survey to analyze and validate 

the results with the transplantation state units of all 26 

Brazilian states and the federal district. 

Results 

The result of this work as a whole is much broader since it had 

to map the whole kidney transplantation process in Brazil 

(http://goo.gl/8VOH02). In total we analyzed 13 digital 

documents that resulted in two processes with 45 activities 

and events, six organizations involved, and six different 

stages. The ICTs identified included the federal IT system, 

phone (including mobile), fax, and email. We identified that 

from a total of 45 activities and events, seven are supported by 

a federal IT system, five by telephone, two by fax, and five by 

email. Thirty-three activities and events have no ICT 

supporting their implementation. 

Conclusion 

We note that there is still a great delay in the process, as there 

are diferent types and standards of ICTs involved, which can 

cause disparate data. This can result in rework, information 

loss, and delay in a process that could be conducted in a 

different and more efficient way. Adopting a single system for 

all entities involved in the process would be the best way to 

meet the process needs.  
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Abstract 

The objective of this study is to determine the degree of 

similarities between the clinical terms used by physicians and 

nurses in their documentation. 

Keywords:  

NLP, NANDA, NOC, NIC, Health Informatics, Physician 

Documentation, Interprofessional Communication 

Introduction 

A coherent electronic record of patient care can aid shared 

understanding among health care team members and can 

improve patient and population outcomes. This point was 

illustrated when, lack of physician nurse documentation 

integration recently made international news when an Ebola 

patient was sent home in Dallas due to a lack of physician-

nurse documentation sharing
 

[1]. This lack of integration is 

commonplace in EHRs, including discharge documents. When 

patients are discharged, only the physician perspective is 

included in discharge summary. However, nurses provide the 

vast majority of direct care in the hospital. Nursing care can be 

documented in structured terminologies: NANDA (nursing 

diagnosis), NIC(nursing intervenitoins) and NOC (nursing 

outomes) for outcomes [2]. The similarities between the two 

profession’s individual terms and terminologies is poorly 

understood and have been infrequently evaluated. 

Methods 

We utilized a previously de-identified published list [3] of 

53,423 physician concepts, created from 8 years of physician 

discharge summaries. These concepts were assigned concept 

unique identifier (CUI) terms
 

by MedLEE (a  medical 

information extraction program) [3]. The complete list of 

1,011 terms in NANDA-I, NIC, and NOC was generated by 

the HANDS
 

[2] nursing plan of care software. Using the 

Unified Medical Language System (UMLS), each nursing 

term was mapped to a corresponding CUI [3]. The physician 

and nursing CUIs were assessed for being synonyms via  

UMLS. 

Results 

The 1,011 nursing terms map to 956 disctinct UMLS CUI 

concepts. Physicians only use 21% of these 956 nursing CUI 

concepts which represent a mere 0.4% of all CUI terms used 

by physicians in their documentation. Specifically, 28% of the 

NANDA-I terms, 13% of the NOC terms, and 24% of the NIC 

terms mapped to physician terms.  

Discussion 

The fact that only 21% of the nursing concepts are reflected in 

physician documentation demonstrates true differences in the 

professional practices. Prior work analyzing individual 

patients documentation demonstrated 17.4% of synonyms 

between MD/RN [4]. This study differs from others in that we 

specifically focus on examining the overlap of documentation 

terms used by physicians and nurses using comprehensive 

vocabularies that represent each profession reflecting the 

larger diversity of patient conditions.    

Conclusion 

The large discrepancy found between terms used by doctors 

versus nurses suggests the alarming potential for 

misunderstandings between the two professions. The finding 

also supports the assertion that nursing has a focus that is 

distinct from medicine, demonstrating a clear need for nurses 

to document care in the patient record so that the care is 

interoperable (can be analyzed to evaluate impact). The 

benefit of similarities calculations is the future potential for 

improving collaborative practice by ensuring concepts that are 

different are understandable to both professions. One  

limitation is that this study was conducted in  a single hospital.   

Additionally, we evaluated hospital-wide usage and not term 

frequency. However,the findings indicate that both professions  

must be aware of differences in use of specific terms.  
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Abstract 

Current AAL environments focus on assisting a single person 

with seperated technologies. There is no interoperability 

between sub-domains in home environments, like building  

energy management or housing industry services. BASIS 

(Building Automation by a Scalable and Intelligent System) 

aims to integrate all sensors and actuators into a single, 

efficient home bus. First step is to create a semtically enriched 

data warehouse object model. We choose FHIR and built an 

object model mainly based on the Observation, Device and 

Location resources with minor extensions needed by AAL-

foreign sub domains. FHIR turned out to be very flexible and 

complete for other home related sub-domains. The object 

model is implemented in a separated software-partition 

storing all structural and procedural data of BASIS. 

Keywords:  

Ambient Assisted Living; HL7 FHIR; Data Warehousing. 

Introduction 

In an aing society, Ambient Assisted Living (AAL) has 

developed as a strategy to handle rising healthcare costs and 

sinking independence and self-reliance of elderly. Most 

existing AAL environments focus an assisting a single person 

with a composition of seperated home centered health-

enabling techonolgies. [1] The BASIS project (Building 

Automation by a Scalable and Intelligent System) integrates 

sensors and actuators of all technical sub-domains in houses 

coplementary to AAL like building energy management, home 

safety, smart grid integration and housing industry. The 

architecture provides a central building manager with several 

meshed segment controller, each controlling a bus segment 

with any number of bus nodes (ref. [2]). Therefore, a data 

storage built upon a common domain model is needed. The 

main objective of this paper is to propose an HL7-FHIR-based 

resource model as foundation of a cross-domain data 

warehouse for home and building environments. 

Methods 

First, we defined a set of use cases representing each relevant 

sub-domain, in cooperation with the project partner. Socio-

technical participants and domain related concepts were 

extracted to be reflected as possible object in the object model. 

Second, we listed existing domain-specific sensors and 

actuators with their measured data units or actions triggered.  

Results 

Since all use cases rely on saving, processing and reading 

(virtual) sensor data we used the resouce Observation as 

central starting point. Status and reliability are mandatory and 

derived from the underlying bus telegrams which deliver a 

validity bit to identify faulty measurements and possibly 

broken sensors. The element performer is fixed to a Device 

resource which in turn is used to represent a bus node. Actors 

in all use cases can be devided into persons (e.g. residents, 

sub-domain staff) or devices, which are sensors, actuators and 

complex devices. These devices are installed at certain 

locations (e.g. rooms, buildings) beeing part of certain other 

locations, modeled by the Location resource, which mainly 

relies on position and part-of to make locations nestable. To 

define more detailed technical data needed by most domains, 

we defined the extensions technical, boundary and numbering.  

Conclusion 

We presented an architecture and object model for a cross 

domain house bus system useable in AAL and other 

environments with a common object model as foundation of a 

home centered data warehouse. Whith the approach described 

we are able to store a broad range of sensor and actuator data 

as well as structural information of related sub-domains. 
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Abstract 

With the growing recognition of the influence of climate 

change on human health, scientists’ attention to analyzing the 

relationship between meteorological factors and adverse 

health effects. However, the paucity of high quality integrated 

data is one of the great challenges, especially when scientific 

studies rely on data-intensive computing. This paper aims to 

design an appropriate curation process to address this 

problem. We present a data curation workflow that: (i) 

follows the guidance of DCC Curation Lifecycle Model; (ii) 

combines manual curation with automatic curation; (iii) and 

solves environmental health data curation problem. The 

workflow was applied to a medical knowledge service system 

and showed that it was capable of improving work efficiency 

and data quality. 

Keywords:  

Environmental Health Research; Data Integration; Curation 

Workflow. 

Introduction 

The impact of climate change on public health, especially the 

increased severity of chronic air pollution exposure in areas, 

triggered numerous association studies. Since research has 

become heavily dependent on open access data, researchers 

need high quality data to support analysis. Data curation, 

which maintains quality, adds value, and provides reuse, could 

provide the necessary data quality. In this study, we construct 

a standard environmental health data curation workflow to 

achieve a high quality dataset for sharing. 

Methods 

In typical environmental health studies, researchers need to 

deal with data cleaning and processing case by case. We 

formulated this procedure in a standardrized workflow (see 

Figure 1) referring to Digital Curation Center (DCC) Curation 

Lifecycle Model. The workflow consists of six key 

compononts:  

 

Figure 1 - The Environmental Health Data Curation Workflow 

1. Data Collection. Raw, streaming data is collected 

from  climate data and health data collectors. 

2. Data Ingest. After quality assessment, curators upload 

qualifying data to a repository.  

3. Data Processing. Computational tools help to clean 

the data and make basic analysis such as descriptive 

statistics, correlation analysis, time-series analysis, and 

sensitivity analysis. The processed data with statistical 

resutls is released. 

4. Data Structured Description. Curators create 

metadata to describe the context of data. 

5. Data Storage. Transform-derived data into long-term 

preservation formats and store for reuse. 

6. Data Reuse. Share data via a online system for data 

scientists to access, integrated analyze, and promote 

knowledge transform.  

Results 

We applied the workflow to curate climate data and hosptial 

registry data. Climate data were collected from China ministry 

of environmental protection, including hourly air pollutants 

monitoring data and daily weather data. Registration data was 

from hospital emergency departments of a metropolis in 

China. Furthermore, the curated dataset was shared via a 

medical knowledge service system (http://med.ckcest.cn/) and 

the workflow provides backend support for the environmental 

health part of the system. The result shows that the workflow 

could help standardize environmental health data process, 

improve work efficiency and data quality. 
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Abstract 

The problem of readmission, wherein patients are readmitted 

for the same or a related condition shortly after discharge, 

has become a challenge worldwide from care quality and 

financial perspectives. In this study, we explore 30-day 

readmission data for predicting who is likely to be readmitted 

and understanding key factors contributing to preventable 

readmissions using the developmental trajectory of creatinine 

level as a key laboratory marker of serious illness and a 

potential predictor of future readmission. Using Electronic 

Health Record data on 928 patients over ten different visits to 

emergency departments across Israel, we apply a semi-

parametric, statistical, group-based trajectory model to elicit 

three distinct creatinine-based trajectories over time with 

differing 30-day readmission rates for males and females. 

Analysis of readmission risk stratification of the patient 

population using other relevant factors is ongoing research. 

Keywords:  

Readmission Prediction; Group-Based Trajectory Model; 

Creatinine Level; Electronic Health Record 

Introduction 

Readmission is the process of being admitted to a hospital, 

usually within 30-days of a patient’s initial admission, costing 

healthcare systems billions of dollars every year  [1].  

Reducing hospital readmissions has long been a health policy 

goal because it can lower healthcare costs, improve quality, 

and increase patient satisfaction. In Israel, readmission rates 

have been relatively stable in the last decade, but at a fairly 

high level of 14% [2]. This study proposes a novel approach 

for predicting the risk of readmission and assessing the key 

factors leading to readmission that may facilitate improved 

patient stratification and follow up procedures.  

Methods 

Leveraging the availability of a rich and unique clinical 

dataset extracted from the EHR of the largest HMO in Israel, 

this preliminary study analyzes readmission risk prediction 

using semi-parametric, statistical, group-based trajectory 

models (GBTM) estimated using creatinine level  as a specific 

clinical marker of serious illness [3, 4]. In particular, we 

examine how readmission risk may progress, based on 

creatinine levels, over 10 separate hospital admissions over 

time for an identified patient population of  928 patients 

presenting in the emergency department, what the different 

trajectories and their frequencies are, and the relationship of 

these trajectories to patient characteristics.   

Results 

Figure 1 shows the baseline model of progression of patients’ 

health condition. There are three distinct trajectories 

describing the likelihood of readmission based on creatinine 

levels in the blood. Group 2, the first level, in stable state, 

includes almost 85% of the population. Group 1, with almost 

13% of the population, has progressively worsening health 

conditions. Group 3 has only 2.5% of patients but is the most 

complex, with high average levels of creatinine in the blood, 

which seems to level off after 8 visits. By analyzing patient 

and visit characteristics to better understand factors that may 

be driving the readmission risk, we observe that the complex 

Group 3 also had the lowest readmission rate by gender. This 

non-intuitive result needs to be investigated further to better 

understand the drivers of risk in each patient subgroup. 
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Figure 1. Baseline Model Results 

Conclusion 

Our early findings suggest that creatinine level based risk 

stratification can identify distinct groups of patients based on 

their presentation in the emergency department for admission 

and readmission purposes. Ongoing research will investigate 

additional time-invariant risk factors such as diagnoses and 

time-varying factors such as critical vitals and other laboratory 

values to improve risk stratification of this patient population.  
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Abstract 

Authors evaluated supervised automatic classification algo-

rithms for determination of health related web-page compli-

ance with individual HONcode criteria of conduct using vary-

ing length character n-gram vectors to represent healthcare 

web page documents. The training/testing collection com-

prised web page fragments extracted by HONcode experts 

during the manual certification process. The authors com-

pared automated classification performance of n-gram to-

kenization to the automated classification performance of 

document words and Porter-stemmed document words using 

a Naive Bayes classifier and DF (document frequency) dimen-

sionality reduction metrics. The study attempted to determine 

whether the automated, language-independent approach 

might safely replace word-based classification. Using 5-

grams as document features, authors also compared the base-

line DF reduction function to Chi-square and Z-score dimen-

sionality reductions. Overall study results indicate that n-

gram tokenization provided a potentially viable alternative to 

document word stemming.  

Keywords: 

Machine learning; N-gram; HONcode. 

Introduction 

The HON Foundation’s Code of Conduct
1

, comprised of eight 

procedural guidelines, helps to indicate the credibility of 

online health information for both website editors and users. 

Currently, HON expert reviewers manually assess, re-assess, 

and certify health websites for compliance with the HONcode 

principles of conduct. The authors report herein a feasibility 

study to determine whether a specific machine learning algo-

rithm based on n-gram representation of a document’s con-

tent, can assist in the HONcode certification process. 

Methods 

In the scope of KHRESMOI
2

 project we have developed a 

system for automated detection of HONcode principles [1]. 

Based on previous experience [1], the Naive Bayes machine 

learning algorithm is chosen in this study to compare the re-

sults obtained when various size n-grams (e.g. C3, C4, C5) 

and stems (W1p) are used as document tokens to the results of 

the word tokens (W1) baseline. The goal was to determine the 

extent to which words might be replaced as tokens while not 

sacrificing system classification performance. Keeping 30% 

                                                           

1

 http://www.healthonnet.org/HONcode/Conduct.html 

2

 European project KHRESMOI (2010-2014, project No. 257528), 

http://khresmoi.eu  

of top ranked features, we also explored DF, Chi-square and 

Z-score dimensionality reduction for the 5-gram tokenization. 

Results 

Authors chose precision (P), recall (R) and F
1
-measure to rep-

resent the quality of the classification. The results indicate that 

the tokenization method that produces the best precision re-

sults varies for each HONcode criterion. While W1 tokeniza-

tion provides highest precision and highest F
1
 value for “Au-

thority” (0.64; 0.69) or “Privacy” (0.91; 0.94), highest preci-

sion for the “Reference” is obtained for 5-gram tokenization. 

For the “Justifiability” criterion the most balanced preci-

sion/recall tradeoff is achieved by C3. 

The relative difference in precision between W1p and C5 

spanning from -7.25% to 3.45% as well as similar behavior to 

W1 or W1p in relation with dimensionality reduction (e.g. 

features kept: 80% vs. 30%. Precision loss W1: -11.08%; 

W1p: -10.28%; C5: -10.41%) indicate the usability of C5 as 

an alternative to stem or word for the English language. 

Results also show that both DF and Z-score dimensionality 

reduction significantly outperformed the Chi-square in terms 

of precision, with the exception of the “Contact details” crite-

rion for the C5 tokenization. 

Conclusion 

Our study results indicate that the n-gram approach is a viable 

alternative to both word and stem tokenization. Choosing the 

“correct” dimensionality reduction algorithm can additionally 

improve the classification results. Accounting for importance 

of linguistic treatment for morphologically complex lan-

guages, and the baseline established here, one can suppose 

that the language-independent n-gram approach would not 

only be interchangeable but also might result in better perfor-

mance for languages other than English.     
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Abstract 

Late phase clinical trials are regularly outsourced to a Con-

tract Research Organisation (CRO) while the risk and ac-

countability remain within the sponsor company. Many statis-

tical tasks are delivered by the CRO and later revalidated by 

the sponsor. Here, we report a technological approach to 

standardised event prediction. We have built a dynamic web 

application around an R-package with the aim of delivering 

reliable event predictions, simplifying communication and 

increasing trust between the CRO and the in-house statisti-

cians via transparency. Short learning curve, interactivity, 

reproducibility and data diagnostics are key here. The current 

implementation is motivated by time-to-event prediction in 

oncology. We demonstrate a clear benefit of standardisation 

for both parties. The tool can be used for exploration, com-

munication, sensitivity analysis and generating standard re-

ports. At this point we wish to present this tool and share 

some of the insights we have gained during the development. 

Keywords: 

Event prediction; oncology; visualizations; R; Shiny  

Introduction 

Time to event analysis is generally used when assessing the 

efficacy of newly developed oncology drugs. In these studies, 

the timing of analysis is often based on reaching a target level 

of events. Therefore it is desirable to predict the times of these 

landmark events for logistic planning – before and during the 

course of the trial [1]. Typical design related information are: 

length of trial, recruitment period, shape of recruitment, 

randomization balance, expected rates and statistical test 

parameters (alpha, power etc). In the case of an ongoing trial 

we also have accumulated data. We have implemented a web 

application using RStudio Shiny server together with an R-

package simplifying the analysis, the learning curve and hand-

over time while increasing interactivity, reproducibility, 

quality and trust.  

Materials and Methods 

This section describes some of the theory behind the event 

predictions analysis. Non-linear recruitment is used together 

with a survival function for describing the time-to-events. 

Constant or monotonically increasing or decreasing risks are 

modelled using exponential or Weibull distributions. There 

are two prediction modes. In the “from parameters” mode, 

where there is little or no data, study design parameters are 

used to specify an exponential model as the basis to predict 

the required number of events, the critical hazard ratio, 

predicted time points, the power and relative risks. In the 

“from data” mode, a Weibull model is fitted to the 

accumulated data.  

Predictions for patients without an event is generated by 

simulating new event times.  All methods are implemented in 

R and Shiny server is used to produce the web-interface. 

 Results 

A simple use-case:  a CRO statistician investigates an ongoing 

clinical trial with 979 patients currently recruited and 699 

events observed. Using the online web interface the model 

predicts that the 900 events target will be reached in 

September 2016 with a confidence interval of [Aug 2016, Oct 

2016]. The CRO sends the report to the study team who can 

easily reproduce and validate the results. The interactivity 

allows easy exploration of the prediction and gives an 

immediate feel for the sensitivity towards changes in settings. 

Conclusion 

Enabling CRO and Pharmaceutical companies to work on 

harmonised statistical computing platforms developed in-

house has the potential to reduce data transfer cost and 

communication time. Event prediction in oncology trials can 

be complex and this approach enables easy diagnostics and 

sensitivity analysis with a low learning curve.  The tool can be 

used for exploration, communication, sensitivity analysis and 

for generating standard reports, as well as facilitating single-

point implementation of updates, bug fixes and expansions.  
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Abstract 

Recent research has highlighted the need for solving hospital-

wide patient scheduling problems. Inpatient scheduling, 

patient activities have to be scheduled on scarce hospital 

resources such that temporal relations between activities (e.g. 

for recovery times) are ensured. Common objectives are, 

among others, the minimization of the length of stay (LOS). In 

this paper, we consider a hospital-wide patient scheduling 

problem with LOS minimization based on uncertain clinical 

pathways. We approach the problem in three stages: First, we 

learn most likely clinical pathways using a sequential pattern 

mining approach. Second, we provide a mathematical model 

for patient scheduling and finally, we combine the two 

approaches. In an experimental study carried out using real-

world data, we show that our approach outperforms baseline 

approaches on two metrics. 

Keywords: 

Artificial Intelligence; Linear Programming 

Introduction 

Hospital resources become more and more scarce which 

challenges hospital-wide coordination of patient care. To plan 

treatments throughout the patients’ LOS, high-quality 

information about planned activities and time lags between 

them, henceforth denoted as clinical pathways (CP), is 

necessary. When information about patients is incomplete, 

effective and efficient planning of care processes is difficult. 

CPs support consistent application of evidence-based 

medicine for the best patient outcomes. Often this has the 

effect of placing an emphasis on reduction of unwarranted 

variation in clinical practice [4]. A brief overview of similarity 

measures of and adherence to CPs are presented in [1]. In this 

poster, we present and evaluate a new and unusual way of 

predicting CPs. Similar to Gartner and Arnolds [1], we first 

learn significant CPs from large transactional data and 

incorporate them into a mathematical model. The novelty is, 

however, that we perform patient scheduling in addition to 

layout decisions. 

Methods 

Learning significant CPs from data can be seen as a sequential 

pattern mining task. One out of many algorithms  that tackle 

the problem is described in [1] It also provides an overview of 

related work.  A probabilistic prefix-tree acceptor (PDFA) is 

learned from data. States are merged recursively by using a 

similarity measure, and the diagram probability can be 

inferred and interpreted as the transition probability between 

specialties. We incorporate most likely transitions into an 

extension of a patient flow problem with fixed admission 

dates presented in [2] which can verbally be described as 

follows: Binary decision variables decide whether or not an 

activity is scheduled for a period. The objective function 

minimizes LOS. Precedence constraints capture clinical 

pathways, resource constraints for overnight resources capture 

scarce beds. Further constraints ensure that each activity is 

assigned to exactly one period of its time window. 

Results 

We extracted the specialty flow from data of 16,000 patients 

obtained from a German academic teaching hospital. Our 

computational study reveals that using IBM ILOG CPLEX 

concert technology, the computation time for each cross-

validation run takes less than 1 minute on a 2.4 GHz PC. Our 

mean absolute error and LOS deviation reductions range 

between 2% and 5%, depending on the PDFA generalization. 

Conclusion 

In this poster, we introduce the connection between a 

sequential pattern mining approach and a patient scheduling 

problem. We show that our approach outperforms baseline 

approaches on two evaluation measures. Future work may 

incorporate our approach into the platform presented in [3]. 
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Abstract 

The objective of the SYNODOS collaborative project was to 

develop a generic IT solution, combining a medical terminol-

ogy server, a semantic analyser and a knowledge base. The 

goal of the project was to generate meaningful epidemiologi-

cal data for various medical domains from the textual content 

of French medical records. In the context of this project, we 

built a care pathway oriented conceptual model and corre-

sponding annotation method to develop and evaluate an ex-

pert system‘s knowledge base. The annotation method is based 

on a semi-automatic process, using a software application 

(MedIndex). This application exchanges with a cross-lingual 

multi-termino-ontology portal. The annotator selects the most 

appropriate medical code proposed for the medical concept in 

question by the multi-termino-ontology portal and temporally 

labels the medical concept according to the course of the med-

ical event. This choice of conceptual model and annotation 

method aims to create a generic database of facts for the sec-

ondary use of electronic health records data. 
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Introduction 

Most information extraction technology requires a corpus of 

annotated medical records for development and evaluation. 

Our annotation approach was clinically-oriented in order to 

develop and evaluate medical expert rules involved at differ-

ent levels of the solution. The objective of this paper is to de-

scribe how we developed a conceptual model based on the 

manual annotation of medical documents, which will be used 

as “gold standard” for the development and evaluation of the 

knowledge base.  

Methods 

The first source of the data was the research project ALADIN-

DTH, in which 1600 medical textual documents were extract-

ed and de-identified from four French university hospitals. 

The second source of data consists of 300 medical documents 

of patients diagnosed with colon cancer at a French referral 

center for oncology care. A health extractor (ECMT V2) was 

used to obtain the health concepts included in the medical 

reports. This extractor was developed by the CISMeF team, 

using their cross-lingual multi-termino-ontology portal (55 

terminologies). 

Results 

MedIndex was an application developed by UMR UCBL 

CNRS 5558 for the annotation of medical concepts by semi-

automatic methods (Figure 1).  

Figure 1–  MedIndex dataflow 

 

The database obtained by MedIndex is the conceptual model 

of the knowledge base that will be developed further for the 

SYNODOS solution.  

Conclusion 

The originality of our annotation method lies in the fact that it 

was not only oriented towards identifying key clinical entities 

mentioned in the text or determining the relationships between 

entities [2]. Aditionally, it is oriented towards identifying 

medical interpretation in the context of a care pathway.  
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Abstract 

Atmospheric pollution affects the health through complex 

mechanisms and to varying degrees. However, even by 

secondary usage of retrospective HIS and "AEROS" data, 

screening can be performed for specific ICD10 diseases 

caused by environmental factors. Our screening method 

showed good agreement with doctors’ common knowledge on 

the relationship between atmospheric data and disease. 

Examples include the higher incidence of influenza at low 

temperatures and dry skin caused by low humidity, etc. We 

need to examine the method further in order to make it 

simpler, easier and more robust. 

Keywords: 

Secondary usage; HIS; "AEROS"; ICD10; “Quartile”; 

Screening method. 

Introduction 

We used two data sources for our research: AEROS 

(Atmospheric Environmental Regional Observation System), 

which is a database of government-administered real-time (by 

hour bat used for the daily average) regional atomospheric 

pollution data, including the temperature and humidity, and 

the in- and out-patient disease records out of HIS. 

Methods 

The environmental factors included in "AEROS" that were 

adopted for this research were the levels of 20 air pollutants 

(SO2, CO2, PM2.5, etc.), and the humidity and temperature 

for the period of 2010-2012. 

The disease records comprised 520,000 cases for that period. 

We applied the "Quartile" screening method as follows; 

1.  Three quartiles are defined for each environmental 

item for each year, so that four quartile intervals were 

obtained. 

2. For each quartile interval, the corresponding averages, 

N1 to N4, were computed for each disease in ICD10 

coding. 

3. Ratios Q
+

=N4/N1, Q
-

=N1/N4 are indicators of the 

intensity of the positive or negative environmental 

impact on each disease. 

4. Data with Q
+

 or Q
-

 greater than 1.5 during the three 

years were extracted. 

5. 7-day moving averages were also computed to adjust 

for the weekday effects. Lag effects of environmental 

factors were adjusted for by shifting by 0 to 3 days. 

6. Finally, the three-year geometric means were listed as 

good evidence for the correlations between 

environmental factors and disease. The criteria 

obtained thus provide us with an integrated perspective 

on the environment and health and the relationship 

between the two. 

Results 

Our "Quartile" screening method was considered to have high 

validity because of the large volume of the data (520,000 

cases) and the high level of consistency of the data through 

the three-year period. Furthermore, our screening method 

showed good agreement with doctors' common knowledge on 

the relationship between atmospheric data and disease. For 

example, our results showed a relationship between  

1. Influenza and low humidity (J Shamana & M 

Kohmn,2009), 

2. Dry skin and low humidity (M Egawa,et al. 2002), 

3. Ophthalmological inflammatory disease and 

atmospheric factors (NO2,NOX), 

4. Chronic disease (cancer) and atmospheric factors 

(NOX) in terms of the patients' hospital visits. 

Conclusion 

Our "Quartile" screening method has the following four 

advantages in the analysis of large data: 1) simplicity, 2) 

readiness, 3) cost & time efficiency, and 4) robustness. 
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Abstract 

Data quality plays a very important role in predicting clinical 

outcomes. Data quality is multi dimensional and most relevant 

studies consider just one or two dimensions. In this study a 

systematic data quality assessment is performed using four 

data dimensions. The results demonstrate that performance of 

predictive models improves when the quality of the data is 

assessed and addressed systematically. 

Keywords 

predictive modeling; data quality assessment; data 

preprocessing  

Introduction 

Low data quality can be a serious issue in predictive 

modeling. The typical workflow of predictive model 

development includes data preprocessing, feature selection, 

model development and evaluation steps. There are various 

studies about data preprocessing and the effects of techniques 

employed on overall prediction problem [1, 2, 3]. However, 

these studies did not preprocess data from a systematic data 

quality assessment (DQA) perspective. Thus, the objectives of 

this study are i) to systematically assess data quality using 

four different data quality dimensions ii) develop predictive 

models using four algorithms to predict in-hospital mortality. 

The algorithms used are Naïve bayes (NB), Random forest 

(RF), Support Vector machines (SVM) and Multi-layer 

perceptron (MLP) and iii) present the effects of the systematic 

DQA on the performance of predictive models.  

Methods 

The authors used the dataset which was provided as part of the 

2012 Physionet Computing in Cardiology (CinC2012) 

challenge [4]. Four different predictive models were 

developed to predict whether an ICU patient survives 

hospitalization.  The  selected data quality dimensions include 

completeness,  consistency, correctness and contextual 

accuracy. Data quality metrics were calculated in percentages 

on each column of the dataset using the selected data quality 

dimensions. The calculated metrics were used to 

systematically profile the dataset to select relevant techniques 

(imputation or deletion or classification) to address the data 

quality issues [5]. All available variables in the dataset were 

used as features. The performance of the developed predictive 

models were measured using  accuracy (represented in 

percentage), positive prediction value (PPV) and the F-score.  

Results 

DQA was performed on both training and test sets using 

completeness, consistency, correctness and contextual 

accuracy dimensions. DQA Results show that a significant 

amount of variables had more than 50% of missing data. The 

final results suggest that performing DQA systematically 

improves the performance of predictive models. The results 

are consistent with results reported in studies where just one 

or two data quality dimensions are used [3]. The RF based 

predictive model was the one which was most affected by the 

DQA and it showed marked improvement when all the data 

quality issues identified using data quality dimensions were 

rectified.  

Conclusion 

In this study, the authors explored the impacts of data quality 

on clinical predictive modelling by performing a systematic 

DQA. The authors observed that NB based model 

performance remained consistent but in the end the RF based 

model outperformed the rest of the models after DQA. The 

results also demonstrate that performance of predictive models 

improve when the quality of the data is assessed and addressed 

systematically. 
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Automated detection methods can address delays and 

incompleteness in cancer case reporting. Existing automated 

efforts are largely dependent on complex dictionaries and 

coded data. Using a gold standard of manually reviewed 

pathology reports, we evaluated the performance of 

alternative input formats and decision models on a 

convenience sample of free-text pathology reports. Results 

showed that the input format significantly impacted 

performance, and specific algorithms yielded better results for 

presicion, recall and accuracy. We conclude that our 

approach is sufficiently accurate for practical purposes and 

represents a generalized process. 
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Cancer case reporting is often delayed and incomplete [1]. 

Automated methods for identifying public health reportable 

cases can address this issue [2], yet a substantial amount of 

cancer case-related data are captured as free-text making it 

challenging to interpret [3]. We sought to assess approaches to 

identify cancer cases from free-text pathology reports to (a) 

determine whether we could achieve acceptable accuracy 

using a generalizable approach that does not require complex 

dictionaries, grammars or ontologies; (b) compare various 

candidate decision models; and (c) evaluate how data input 

format affects decision model accuracy. 

�������

We identified seven keywords associated with the presence of 

cancer in pathology reports. Each free text report was parsed 

and separate counts tabulated for the presence of each 

keyword either in positive or negated contexts using the 

Negex algorithm. We evaluated two preprocessed data input 

vectors. The first input vector (“raw count”) contained 

positive counts (C
p
) and negated counts (C

n
) for keywords in 

each report. The second (“four-state”) reduced these to a 

single value per keyword: 1=(C
p
 > C

n
); 2=(C

n
 > C

p
); 3=(C

p
 = 

C
n
) and 4=keyword absent. We evaluated logistic regression, 

naïve bayes (NB), k-nearest neighbor, random forest (RF), 

and J48 decision tree decision models implemented in Weka 

software version 3.6.10. The precision, recall, and accuracy 

was calculated for each input format combination. 

�������

Each decision model and input format combination yielded 

satisfactory results. However, the “raw count” input format 

outperformed the “four-state” input for all three performance 

measures. The NB decision model produced statistically 

significant lower results for accuracy (p < 0.01); the 

remaining methods showed no difference as a group. For 

recall, all decision models showed no difference as a group. 

For precision, both RF and NB showed lower values (p < 

0.01); the remaining methods were indistinguishable. 

�
�	���
���

Overall results indicated that the “raw count” input format 

outperformed the “four-state” format. Although we achieved 

reasonable performance while avoiding the use of complex 

dictionaries or ontologies, this approach occasionally failed to 

identify cases when text reports contained only disease 

specific terms and the seven generic keywords were absent. 

We conclude that our approach represents a generalized 

process that can be adapted for many additional clinical use 

cases, and is accurate enough for practical purposes.  

����	��

[1] ���
���������	����������������	
�����������
� ������ ��

������� !�� "�#��$�� 
�� ���� "����
�
�
��� ���� ���
���
��%�

"���
�
�����
�������&�	���������'
��	
���
(�����
��

)���
���*�������(�����
��+,-.��

[2] �/'
	��
�01��2���������1�$������"0��!������������(�

�	
� �����
�
�
��� ���� ���
���
��� �(� �������
�� 
�
�������

��������� 
������� ���� �������
���� 
������� �(�

����(����
� ������������ !�
����� *������ �(� ������� 	
���	��

+,,3�435+6%7..��

[3]  ���	���
���1�� �
�����0��2�������������������	���
��
��

����	
��
���������
��(�
���8��������%��	
�����(����
�����

��������
�
�����!1�!��!�������������������

������&�

!1�!�����������!1�!������������+,--�+,--%.,+�3���

Address for correspondence  

S.N. Kasthurirathne, Indiana University School of Informatics and 

Computing, 535 W. Michigan Street, IT 475, Indianapolis, IN 46202, 

USA, (317)-278-4636, ��������	
���
��� 

MEDINFO 2015: eHealth-enabled Health
I.N. Sarkar et al. (Eds.)

© 2015 IMIA and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License.
doi:10.3233/978-1-61499-564-7-1070

1070



A Metadata based Knowledge Discovery Methodology for Seeding Translational Research 

Cartik R Kothari
a

, Philip RO Payne
a,b 

a

Department of Biomedical Informatics, School of Medicine, The Ohio State University, Columbus, OH, USA 

b

Data Analytics Collaborative, The Ohio State University, Columbus, OH, USA 

 

Abstract 

In this paper, we present a semantic, metadata based 

knowledge discovery methodology for identifying teams of 

researchers from diverse backgrounds who can collaborate 

on interdisciplinary research projects: projects in areas that 

have been identified as high-impact areas at The Ohio State 

University. This methodology involves the semantic 

annotation of keywords and the postulation of semantic 

metrics to improve the efficiency of the path exploration 

algorithm as well as to rank the results. Results indicate that 

our methodology can discover groups of experts from diverse 

areas who can collaborate on translational research projects   

Keywords: 

Knowledge Discovery; Translational Research; Semantics. 

Introduction 

Translational science research [1] involves the collaboration 

of scientists from various disciplines and the identification of 

viable interdisciplinary groups of scientists is crucial to the 

success of translational research initiatives. We describe a 

methodology to identify interdisciplinary teams of researchers 

to collaborate on translational research projects as part of the 

Discovery Themes initiative at The Ohio State University.  

Materials and Methods 

Raw data for identifying cross-disciplinary research teams 

was gathered by compiling large lists of research documents 

from the last 5 years, which included: (a) funded research 

grant proposals and (b) abstracts of every article in every 

journal indexed by SCOPUS, restricting to only the top 10% 

of the most productive researchers in each discipline 

determined by Academic Analytics. From this corpus, text 

mining techniques compiled a set of approximately 60K 

keywords. Then, each keyword was categorized under one of 

17 research disciplines or subheadings following the 

classication scheme used by the United States Library of 

Congress. We defined semantic metrics for each keyword 

taking into account its: a) specificity and b) usage frequency. 

Given the subheading under which a keyword was classified, 

specificity is the length of the path from the keyword to the 

root of the subject heading hierarchy. The usage count of the 

keyword was part of the input to the algorithm. Given the 

widely varying usage counts, we used a logarithm of the 

frequency. The semantic metric of the keyword is defined as 

the ratio of the specificity to frequency; it varies directly with 

specificity but inversely with usage frequency. The semantic 

distance between two keywords is the sum of the depths of the 

keywords and the semantic distance between the subject 

headings they belong to, except if the keywords belong to the 

same hierarchy when the semantic distance between them is 

zero. The path finding algorithm was then used to link 

researchers connected by 5 keywords in the graph using the 

semantic metrics to prune the search space.  

Results and Conclusions 

Starting with ~1400 researchers who were affiliated with The 

Ohio State University, paths with 5 keywords were generated 

to link them with ~14000 outside researchers (Figure 1).   

 

Figure 1: An example of a generated path 

Our path finding algorithm is different from classical 

clustering techniques in that it groups data points (researchers) 

on the basis of their differences instead of on the basis of their 

similarities. A limitation of our work is the reliance on simple 

keywords to connect the researchers. The classification of 

keywords to specific subheadings and the addition of semantic 

metrics addresses this limitation. However, the classifications 

themselves are subjective; derived from manual annotation. 

The identity of the associated researchers could be very useful 

in identifying the correct context of context-sensitive 

keywords, given all the researchers have been de-identified in 

the input data set. 
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Abstract 

The aim of this study was to investigate whether standard Big 

Data mining methods lead to clinically useful results. An 

association analysis was performed using the apriori 

algorithm to discover associations among co-morbidities of 

diabetes patients. Selected data were further analyzed by 

using k-means clustering with age, long-term blood sugar and 

cholesterol values. The association analysis led to a multitude 

of trivial rules. Cluster analysis detected clusters of well and 

badly managed diabetes patients both belonging to different 

age groups. The study suggests the usage of cluster analysis 

on a restricted space to come to meaningful results. 

Keywords:  

diabetes mellitus; data mining; association analysis; cluster 

analysis. 

Introduction 

Data mining methods have become the core of discovering 

knowledge in large datasets (Big Data) [1] and have been 

applied in medicine [2] [3]. The aim of this study was to 

evaluate the usefulness of different standard data mining 

methods for finding useful patterns in a dataset of diabetes 

patients.  

Methods 

Based on a clinical data warehouse at the Hamamatsu 

University hospital, 26,890 patients were analyzed to extract 

patients diagnosed with diabetes type 2 (ICD10-Code ‘E11’). 

After extensive data transformation and cleansing, association 

and cluster analyses were performed (using the WEKA Tool) 

to detect assocations of co-morbidities within the group of 

diabetes patients and to investigate if diabetes patients could 

be clustered by age, blood sugar and cholesterol values into 

different sub-groups. Both analyses belong to the 

unsupervised and describing methods of data mining [1]. 

Whereas the association analysis was performed on a search 

space of 73 variables, the cluster analysis was restricted to 

three variables. 

Results 

Using similar minimum support and confidence values as [2], 

45,314 association rules were identified out of which  the five 

strongest are shown in Table 1, ranked by confidence. 

Clustering with k=4 clusters showed that high levels of blood 

sugar went along with high cholesterol levels, each for 

younger and for elderly patients (Tab. 2). 

Table 1– Five strongest association rules identified (n=1,339) 

Rule (X�Y) n Supp.(X) Conf. X�Y 

H26   � H52 311 0.23 0.95 

I20    �  I10 320 0.24 0.84 

I50    �  I10 458 0.34 0.74 

I50    �  E78 458 0.34 0.68 

E78   �  I10 735 0.55 0.66 

E78: Hypercholesterolaemia; H26: Other cataract; H52: 

Disorders of refraction; I10: Essential (primary) 

hypertension; I20: Angina pectoris; I50: Heart failure 

Table 2– 4-Cluster centres for low-density lipoprotein 

Clstr n 

Age HbA
1c

 LDL 

mean σ mean σ mean σ

1 135 68.7 7.5 8.6 1.2 85.4 25.8 

2 273 75.1 5.2 6.6 0.7 60.4 17.4 

3 191 56.2 8.1 6.3 0.7 66.6 19.0 

4 63 39.9 9.3 8.6 1.8 89.2 26.5 

total 662 65.0 13.3 7.1 1.4 70.1 23.6 

Discussion 

The association rules identified are similar to the results of  

Kim et.al. [2], who also detected primarily trivial rules. The 

cluster analysis showed that patients could be separated into 

two groups of diabetes patients with well or badly managed 

longterm blood sugar values. Well managed patients also had 

lower LDL values. These findings were independent of age. In 

summary, restricting the search space by knowledge yielded 

more useful clinical patterns. Data analysis was only possible 

after elaborate and time-consuming preprocessing. 
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Abstract 

Recently, machine-learning techniques have spread many 

fields. However, machine-learning is still not popular in medi-

cal research field due to difficulty of interpreting. In this pa-

per, we introduce a method of interpreting medical infor-

mation using machine learning technique. The method gave 

new explanation of partial dependence plot and individual 

conditional expectation plot from medical research field. 

Keywords:  
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Introduction 

Recently, machine-learning technique, such as deep learning 

and random forest, has been spreading many fields. However, 

machine-learning is still not popular in medical research field. 

One of the reasons is difficulty of interpretation. In machine 

learning, prediction accuracy is a main target of the research 

and easy for interpretation is not sufficiently considered. In 

this paper, we introduce a method of interpreting medical in-

formation using machine learning technique.  

Methods 

Given explanatory variables x
1
, ..., x

p
, and patients’ outcome 

y. Let N be the number of subjects. We assume predictor f is 

given as a black box but calculates the outcome y with high 

accuracy using explanatory variables x
1
, ..., x

p
 using machine 

learning technique. How do we study the effect of an explana-

tory variable x
i
 on patients’ outcome? A naive method is com-

paring each explanatory variable x
i
 and outcome y. However, 

other explanatory variables also affect the outcome; therefore, 

we don’t get accurate effect of x
i.
 The best way to study the 

effect of x
i
 is using the same conditions expected for the ex-

planatory variable and investigating the difference among the 

outcome. It is almost impossible to recruit patients who have 

same age, sex, blood pressure and other conditions in a real 

experiment. On the other hand, we can easily calculate out-

comes under various conditions on the predictor, and we use 

this predicted value instead of experiment result. 

If we study the effect of a variable x
i
, it is natural to use mean 

outcome under the various conditions. Let 
j

i
x  be an explana-

tory variables x
i
 of subject-j and mean outcome fixing x

i
 to X 

is given as: 
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Figure 1 shows an example. If we want to compare the effect 

of operation-A and operation-B, we directly compare F(A) 

and F(B), because this comparison is simulation but under the 

same condition excepted for operation method. 

In fact, Equation (1) is the same as the definition of partial 

dependence plot (PDP), which is a visualization method of 

high-dimensional function proposed by Friedman [1]. Individ-

ual conditional expectation (ICE) plot is an extension of PDP 

proposed by Goldstein [2]. ICE plot can express interaction of 

explanatory variables. Centered ICE (c-ICE) [2] is given as 

following equation (2) 
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xFXFxXF
ii

center

i
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If we suppose that f is additivity, that is 
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In this case,  c-ICE is given as follows 
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Equation (4) means that c-ICE expresses the effect of  

expalantory variable x
i
 only and does not depend on other 

explanatory variables if f is additivity.  

 

Figure 1 – Original dataset and simulated dateset of partial 

dependence plot 

Conclusion 

In this paper, we proposed a new explanation of partial de-

pendence plot and individual conditional expectation plot 

from medical research field. 
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Abstract 

This paper presents the profile and experience of sexuality 

generated from a  data mining classification task. We used a 

database about sexuality and gender violence performed on a 

university population in southern Brazil. The data mining task 

identified two relationships between the variables, which 

enabled the distinction of subgroups that better detail the 

profile and experience of sexuality. The identification of the 

relationships between the variables define behavioral models 

and factors of risk that will help define the algorithms being 

implemented in the data mining classification task.  

Keywords: 

Medical Informatics; Artificial Intelligence; Data Mining; 

Sexuality. 

Introduction 

Data mining consists of applying algorithms to identify and 

analyze information in order to produce patterns or models of 

the data [1]. The main topic of this study is sexuality, which is 

considered inherent to life and health, and is expressed early 

in humans as one of the indices that measure the level of 

quality of life [2]. This paper presents the profile and 

experience of sexuality in a university population in southern 

Brazil generated from a data mining classification task.  

Methods 

The database used for this study addressed the sexuality 

profile and vulnerability to sexually transmitted diseases 

(STDs) and acquired immune deficiency syndrome (AIDS) in 

a university population in southern Brazil. First, the data was 

pre-processed, and then the application for fuzzy clustering 

under development at UNESC [3] was used. The classification 

of data was carried out using the J48 algorithm in the Waikato 

Environment for Knowledge Analysis software (WEKA). In 

addition to the complete base (classification 1), an analysis of 

the database was examined using only males (classification 2), 

as well as examining a data set containing both genders but 

eliminating the variables of the all-male responses 

(classification 3). Only the rules belonging in trees with at 

least 70% of the records correctly classified and associations 

in 5% of the sample were used. We used accuracy for the 

evaluation of the knowledge generated. 

Results 

We conducted 204 experiments that resulted in 8728 rules. 

Classification 1 returned 3727 rules(0.76 accuracy [IC 

95%=(0.73;0.80)]); classification 2 returned 1699 rules(0.75 

accuracy [IC 95%=(0.71;0.79)]); and classification 3 returned 

3302 rules (0.76 accuracy [IC 95%=(0.72;0.80)]). The profile 

obtained from the analysis was similar to that found in the 

literature. By observing the age of sexual activity onset, the 

J48 algorithm not only isolated information (15-19 years of 

age), but also found that this group was mostly Catholic, and 

the partner at first intercourse was also 15- 19 years of age. 

Conclusion 

Our study improved on the profile and experience of sexuality 

of a university population in southern Brazil by including a 

distinction between subgroups that allowed for more detail. 

This distinction may assist in the definition of the actions to 

be implemented for the profile and experience of sexuality of 

this population. 
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Abstract 

This paper presents an evaluation of the accuracy of the 

Bayesian classifiers: Bayes Net, Naive Bayes and Averaged 

One-Dependence Estimator, to support diagnoses of 

osteopenia and osteoporosis. All classifiers showed good 

results, thus, given data, it is possible to produce a reasonably 

accurate estimate of the diagnosis. 

Keywords:  

Medical Informatics; Artificial Intelligence; Data Mining; 

Bayes Theorem; Osteoporosis. 

Introduction 

Osteoporosis is a disease that results in the decline in the 

health of the world population and challenges the public 

health and medical professions [1]. To address the uncertainty 

inherent in biomedical diagnoses, Bayesian classifiers, which 

are based on statistical models, have the advantage of 

determining the class to which a given record belongs 

compared to traditional classifiers, taking as base the 

probability of an element belonging to a class [2]. The 

Averaged One-Dependence Estimator (AODE) is considered 

an improvement on the Naive Bayes (NB) and an interesting 

alternative to other semi-naive approaches. It provides a good 

trade-off between efficiency and performance. Specifically, 

the AODE can be considered as an ensemble of SuperParent 

One-Dependence Estimators (SPODEs) because every 

attribute depends on the class and another shared attribute, 

which is designated as the superparent [3]. Thus, the diagnosis 

of diseases such as osteoporosis and osteopenia can become 

faster and precise. This paper presents an evaluation of the 

accuracy of the Bayesian classifiers Bayes Net (BN), NB and 

AODE to support the diagnosis of osteopenia and 

osteoporosis. 

Methods 

The database used in the experiments originated from a cross-

sectional study involving 1871 women in southern Santa 

Catarina who were subjected to bone densitometry 

measurements under a specialized service from 2010 to 2012. 

This study was approved by the Ethics Committee under 

protocol 82939/2012. The experiments included the following 

steps: data cleaning and binarization; transformation of 

variables; selection tool; data mining; variable selection and 

use of classifiers. For validation was used a test set. Higher 

incidence of osteoporosis was presented among the 1871 

women included in the sample. 

Results 

Approximately 300 rules were generated and selected for 

evaluation. Our results showed higher mean instances 

correctly classified using the Naive Bayes algorithm 

(82.84±14.42), and the average of incorrectly classified 

instances was higher for Bayes Net (17.46±14.76). The result 

for the kappa coefficient,  related to the agreement between 

the result of the classifier and the result presented in the 

database by the specialist, was higher for the Bayes Net 

algorithm (0.33±0.29). 

Conclusion 

The development of this research includes the understanding 

that Bayesian classifiers use Bayes theorem, which allows 

them to stand out because of their efficiency, speed and 

accuracy, thus explaining its usefulness in the diagnosis 

process. Based on the results of analyzing statistical measures 

in the experiments described here (instances classified 

correctly and incorrectly, the kappa coefficient, mean absolute 

error, sensitivity, specificity, accuracy, recall, F-measure, and 

AUC), all classifiers showed good results, thus, given these 

data, it is possible to produce a reasonably accurate estimate 

of the diagnosis. 
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Abstract 

We studied serious reports following influnza vaccine from 

VAERS database in year 2011. Our statistical analyses 

revealed differences of reactions among different age groups 

and between genders. The results may lead to additional 

studies to uncover factors contributing to the individual 

differences in susceptibility to influenza infection. 

Keywords: 
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Introduction 

Seasonal influenza is a common vaccine-preventable disease 

with substantial morbidity. The social burden of seasonal flu 

can be substantial [1]. Annual vaccination is the most 

effective strategy to prevent influenza [2]. While their benefits 

far overweigh their risks and costs, influenza vaccines are 

accompanied with specific adverse events. Post-approval 

surveillance of vaccine adverse events is critically needed to 

assess the vaccine safety throughout its life on the market. The 

Vaccine Adverse Event Reporting System (VAERS) is a 

passive surveillance system to monitor vaccine safety after the 

administration of vaccines licensed in the United States [3].  

In this study, we explored statistical analysis on annotated 

symptoms in the VAERS reports for patients with different 

genders and ages. 

Materials and Methods 

We searched the VAERS for US reports after Trivalent 

Influenza Vaccine (FLU3) in year 2011 and extracted serious 

reports (i.e., death, life-threatening illness, hospitalization, 

prolonged hospitalization, or permanent disability). For each 

report, the VAERS provides annotations for post-vaccination 

symptoms in Medical Dictionary for Regulatory Activities 

(MedDRA) terms [4]. To faciliate further statistical analysis, 

we further grouped these symptoms based on the MedDRA 

System Organ Class (SOC) using the NCBO Web Services 

[5].   

To model the total number of serious symptoms per subject, 

we fit a zero-truncated Poisson regression on age groups and 

gender because a subject has to have at least one symptom to 

be included in the VAERS database. To study the risks of  

having serious symptom for each SOC type, we use logistic 

regression on age groups and gender. 

Results 

During the study period, VAERS received  7986 FLU3 

reports, 638  were serious. Out of the 638  reports, 324  were 

for female patients, 295  were for male patients, and 134 , 

156, 110, 185 were for patients in age groups 0.5-17, 17-49, 

49-64, and >64 repectively. 5407  symptoms were grouped 

into 26 SOCs. The most frequent SOCs in the 638  reports are 

nervous system disorders, general disorders, and 

administration site condition and investigations. 

Analysis using zero-truncated Poisson model indicated that 

the avarage number of symptoms per subjects in the study 

cohort is 8.74  (95% CI 6.76, 10.73). There are statistically 

significant differences in number of symptoms among four 

age groups and between different genders. The youngest age 

group (0.5 - 17 years) has the smallest number of symptoms 

per year, followed by age group 2 (17-49), age group 4 (>64), 

and finally age group 3 (49 – 64). The average number of 

symptoms for subjects of 17-49 years old is 13% higher than 

the average number of symptoms for subjects of 0.5-17 years 

old with the same gender (p=0.003).  

Conclusion 

This poster reports our preliminary analyses on influenza 

vaccine adverse events using VAERS data and MedDRA 

SOCs, which revealed differences of reactions among 

different age groups and between genders. The results may 

lead to additional studies to uncover factors contributing to 

the individual differences in susceptibility to influenza 

infection. 
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Abstract 

Recently the clinical pathway has progressed with digitaliza-

tion and the analysis of activity. There are many previous 

studies on the clinical pathway but not many feed directly into 

medical practice. We constructed a mind map system that 

applies the spanning tree. This system can visualize temporal 

relations in outcome variances, and indicate outcomes that 

affect long-term hospitalization. 

Keywords: 

Clinical pathway; Mind map; Hip replacement arthroplasty; 

Spanning Tree. 

Introduction 

Recently the clinical pathway has progressed with digitaliza-

tion and the analysis of activity. There are many previous 

studies on the clinical pathway but not many feed directly into 

medical practice. The evaluation of temporal similarity among 

workflows has been reported, but they could not evaluate the 

medical process [1]. In this paper we visualize the temporal 

relations in outcome variances of the hip replacement 

arthroplasty clinical pathway and propose factors that affect 

long-term hospitalization. 

Methods 

A search engine was constructed from the outcomes of pa-

tients that were evaluated from admission to discharge. The 

patient's postoperative hospitalization days (POD) was also 

added as an attribute. If the POD search condition q is given, 

it will search for a list of patients with a POD longer than q. In 

[2], the relationship of factors was visualized through combin-

ing generality and similarity by applying the spanning tree 

algorithm. We constructed a mind map system based on this 

method that can visualize the relationship of common attrib-

utes. 

First, all of the outcomes that appear in the search results are 

sorted in lexicographic order of similarity and POD, and the 

top K outcomes (o) with days (d) {od
1
, od

2
, ..., od

K
} are ex-

tracted. Second, the similarity of o and q represented by 

sim(q, o) was evaluated by the Jaccard index. Further, sim(q, 

o
1
) < sim(q, o

2
) is defined as (1) or (2).  

           ),(),( 21 oqsimoqsim <                             (1) 

           2121 ),(),( ddoqsimoqsim <∧=      (2) 

Then the tree will expand in the order of od
2
, od

3
, …, with od

1
 

as the root of the tree. When a tree that contains the outcomes 

to od
(i-1)

 is obtained, the node od
(i)

 is connected to the node 

with the greatest similarity in od
1
, …, od

(i-1)
 (Figure 1). 

 

Figure 1 – Process of analysis in mind map system 

Conclusion 

A mind map system was used to extract the strong relations of 

outcome variances that have a significant influence on long-

term hospitalization in hip replacement arthroplasty. Four out-

comes of this case–respiratory stability, no problem in 

wounded area, pain control, and circulation stability–were 

suggested as possible critical indicators of medical process. 
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Abstract 

Proof of concept HTML5 webapp for use in a diabetes 

screening context is presented. 

Keywords:  

HTML5; Webapp; Diabetes. 

Introduction 

Screening entire populations for type 2 diabetes is not cost-

effective. Hence, an efficient screening process must select 

those people who are at high risk for diabetes. Risk 

stratification models have a substantial potential to be utilized 

in a screening context in order to identify high risk individuals 

who would subsequently undergo testing for diabetes [1, 2]. 

However, making such models available to the clinician is not 

a trivial task; they need to be easy to learn, use, and 

understand. Here we present a possible implementation of a 

risk stratification tool. 

Methods 

HTML5 and Javascript were used to create web apps  

compatible with most devices, and the apps  can perform 

complex computations. This allows for location-independent 

use that can utilize internet connection whe possible and fall 

back to off line use if needed. This platform also makes it very 

easy to update content and information.  

Results 

We developed a proof of concept web app named DIRICA 

(Diabetes Risk Calculator) for use in risk stratification of 

potential diabetic patients in a screening context. The web app 

was tested on several devices (iPhone, iPad, Windows Phone, 

Android), as seen in Figure 1. 

Conclusion 

The web app has the potential to make clinical decision 

support systems for diabetes screening available globally with 

fast and easy content update. Further versions of the web app 

could also be used for information collection purposes.  

Figures 

 

Figure 1– HTML5 webapp for use in a diabetes screening 

context. 
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Abstract 

Due to difficulty of diagnosing lung cancer, it is important to 

integrate computational tools in the imaging interpretation 

process. Content-Based Image Retrieval (CBIR) can provide 

decision support to specialists by allowing them to find nod-

ules from a database that are similar to a reference one. How-

ever, CBIR systems still face problems visualizing multidimen-

sional images. This paper presents the design of a graph-

based system for the retrieval of similar temporal computed 

tomography (CT) scans of pulmonary nodules, in order to 

optimize the visualization of multidimensional images in a 

CBIR system. Temporal Image Registration has been used to 

compare reference and retrieved previously segmented nod-

ules. A rooted tree graph is employed to visualize retrieved 

cases, and it is deployed in a web system for portability and 

usability purposes. 

Keywords: 

Pulmonary nodule; image retrieval; multidimensional data. 

Introduction 

Pulmonary nodules are the most common manifestation of 

lung cancer, the most deadly of all cancers [1]. Lung cancer 

diagnosis is a challenging task, even for qualified specialists 

[2]. Furthermore, for the early diagnosis of lung cancer, it is 

important to measure accurately the change in size, edge and 

texture of pulmonary nodules from two time-separated CT 

scans [1]. In order to aid specialists in the diagnosis of lung 

cancer, it is interesting to integrate the computer-based assis-

tance to the imaging interpretation process. CBIR can provide 

computer-aided diagnostic support by allowing radiologists to 

find images from a database that are similar to the images they 

are interpreting [2]. However, there has been limited investi-

gation into visualization methods for CBIR systems. An effec-

tive method of showing the images to the user is a critical 

aspect for such systems [3]. The goal of this paper is to pre-

sent the design of a multiplatform visualization CBIR system, 

for the retrieval of similar multidimensional images of pulmo-

nary nodules in temporal CT scans, using a horizontal-

oriented rooted-tree-based graph approach. 

Materials and Methods 

The CBIR algorithm was initially implemented by Oliviera 

and Ferreira [2]. The temporal image database developed for 

this work is composed by CT lung scans with nodules ≥ 4 

mm, with at least 2 time-separated scans. Each nodule of this 

database is described in four dimensions (x, y, z, t) and will be 

automatically detected and segmented. After the user selects 

the reference case, the system performs the similarity analysis, 

through Temporal Image Registration, and retrieves the most 

similar cases, according to Mutual Information metrics. The 

user can define the number of cases to retrieve. The system 

displays the most similar cases using a horizontal-oriented 

rooted-tree-based graph. A regular rooted tree is disposed in a 

vertical orientation, but for visualization purposes, the tree is 

presented horizontally. The proposed system is being devel-

oped with the multiplatform frameworks HTML5, Java and 

D3.js for platform portability and user usability purposes. 

Results and Conclusions 

The root of the displayed tree is the reference case and its 

height is 3 (Figure 1). In the first level, each vertex of the tree 

represents a similar case. The higher the vertex is, the more 

similar the case is. Users can select one vertex, using a mouse 

click, to see temporal samples. By clicking a similar case ver-

tex, it expands and the tree reaches to the second level. The 

second level vertices are the temporal samples. By clicking a 

temporal sample vertex, it expands and the tree reaches to the 

third level. The third level vertices are the CT scans with seg-

mented nodules. We expect that the visualization of retrieved 

similar cases of pulmonary nodules can be improved by the 

rooted-tree-based graph, and that temporal CBIR visualization 

systems will employ our approach in their end-user tools. 

 

 

 

 

 

Figure 1 – Rooted tree graph for nodule temporal retrieval. 
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Abstract 

After the Great East Japan Earthquake we  constructed a 

community health care information network system. Focusing 

on the authentication server and portal server capable of 

SAML&ID-WSF, we proposed an audit trail management 

system to look over audit events in a comprehensive manner. 

Through implementation and experimentation, we verified the 

effectiveness of our proposed audit trail management system. 

Keywords: 

Audit Trail; Log Management; Visualization 

Introduction 

After the Great East Japan Earthquake, with the financial aid 

of the government, we  constructed a community health care 

information network system. Currently more than 500 medical 

institutions have participated in this project. Medical records 

of 2.3 million residents will be collected in the future. To 

maintain a high level of security of this system and audit of 

the user/system operations trail, establishing a comprehensive 

audit trail management system is imperative. Since each 

system usually manages logs according to vendors or 

packages, it is extremely difficult to integrate audit logs 

among the systems in a unified way. In this paper, focusing on 

a central authentication server and a portal server capable of 

SAML&ID-WSF, we propose an audit trail management 

system to track audit logs of all the systems in a 

comprehensive manner. Through � experimentation, we 

evaluate the proposed audit trail management system. 

Methods 

The community health care information network system 

consists of an authentication server, a portal system, and sub-

system; such as two kinds of medical record viewers, two 

kinds of ASP electronic health record systems, a 

pharmaceutical care system, a portable electronic health 

record system etc. Each sub-system had already implemented 

the function to output audit logs in a different format  making 

it unrealistic to force all the systems to output audit logs into a 

similar standardized format[1][2]. To build an audit trail 

management system tracing the audit events among systems in 

an appropriate manner, we focused on the fact that audit 

events occur when SAML&ID-WSF messages are exchanged 

between each systems. In fact, our systems were implemented 

with SAML&ID-WSF protocols. When needed an 

authentication server and a portal server communicate with 

sub-systems to provide the rights to access ticket by SAML 

and necessary attributes of users/patients by ID-WSF. 

Authentication proxy servers are introduced to talk 

SAML&ID-WSF with the authentication server instead of 

sub-systems. The proxy server can gather appropriate audit 

logs without modifying the sub-system. Logs are gathered 

only from the authentication server, proxy servers and portal 

server according to format[2]. Their logs contain the events of 

access/search of personal information and authentication. 

Then these logs are converted into a normalized structure to 

look over audit events of all the systems in a comprehensive 

manner, and stored into the structured database. To prevent 

falsification, logs are also archived with an electronic 

signature. Querying the structured database, audit events can 

easily be searched and analyzed through the web interface. 

Results 

We developed an audit trail management system with tomcat 

and apache solr. Logs for sub-systems were integrated into a 

structured database. Audit events of access/search of personal 

information and authentication can be analyzed according to 

sub-system, user/patient, and period. Additionally, statistical 

information of the system can be visualized. Since this system 

can be achieved solely with the modifications of the 

authentication server, proxy servers, and portal server, it is 

easy to extend this audit trail management system cost-

effectively. 

Conclusion 

We proposed an audit trail management system by tracking 

authentication logs. Since this system has been  implemented, 

very recently,we were only able to evaluate the functions of 

the proposed system. In the future, we will discuss the 

effectiveness and possible limitations through practical 

operation. 

References 

[1] G.Marshall, Siemens, Security Audit & Access 

Accountability XML Data Definitions for Healthcare 

Applications, RFC3881, 2004. 

[2] Japanese Association of Healthcare Information Systems 

Industry. Message standard of an audit trail in the JAHIS 

healthcare field, JAHIS 13-009, 2014. 

 

MEDINFO 2015: eHealth-enabled Health
I.N. Sarkar et al. (Eds.)

© 2015 IMIA and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License.
doi:10.3233/978-1-61499-564-7-1080

1080



Utilizing Dental Electronic Health Records Data to Predict Risk for Periodontal Disease 

Thankam P Thyvalikakath
a,b

, Rema Padman
c

, Karnali Vyawahare
a

,  

Pratiksha Darade
d

, Rhucha Paranjape
c 

a

Indiana University School of Dentistry, IN, USA;  

 
b

Center for Biomedical Informatics, Regenstrief Institute, IN, USA; 

 
c

The H. John Heinz III College, Carnegie Mellon University, PA, USA; 

 
d

Morgan & Stanley, NY, USA 

 

Abstract 

Periodontal disease is a major cause for tooth loss and 

adversely affects individuals’ oral health and quality of life. 

Research shows its potential association with systemic 

diseases like diabetes and cardiovascular disease, and social 

habits such as smoking. This study explores  mining potential 

risk factors from dental electronic health records to predict 

and display patients’ contextualized risk for periodontal 

disease. We retrieved relevant risk factors from structured 

and unstructured data on 2,370 patients who underwent 

comprehensive oral examinations at the Indiana University 

School of Dentistry, Indianapolis, IN, USA. Predicting overall 

risk and displaying relationships between risk factors and 

their influence on the patient's oral and general health can be 

a powerful educational and disease management tool for 

patients and clinicians at the point of care. 

Keywords: 

Periodontal disease; diabetes; smoking; risk factors; risk 

prediction; dental electronic health records. 

Introduction 

Periodontal disease (PD) is a significant oral health challenge, 

with almost half of all US adults aged 30 years and older (65 

million adults) diagnosed or at risk for the disease [1]. Several 

systemic conditions and social behaviors such as diabetes and 

smoking are major risk factors for PD. Numerious risk 

assessment approaches identify patients at risk for PD. 

However, they face multiple barriers  such as duplicate data 

entry and insufficient explanation of  the risk factor’s 

influence on PD status. Increasing HER adoption in dental 

practices and availability of detailed, patient data offers an 

opportunity to explore risk prediction for PD [2]. In this study, 

we explore mining selected risk factors from a dental EHR to 

create a preliminary risk prediction model for periodontal 

disease. 

Methods 

Our data set contains 2,370 individuals, 18 years and older, 

who underwent a comprehensive dental care examination 

(CDT code - D0150) between January 1, 2011 and January 1, 

2012 from the dental EHR implemented at the Indiana 

University School of Dentistry, Indianapolis, IN, USA. The 

data included demographics, medical and dental history, 

social history, oral findings, treatment history, diagnosis, and 

treatment planning in a structured or free-text format. We 

extracted the known risk factors for PD from a subset of 200 

randomly selected  patients. For free text data, we built 

regular expressions for the keywords used by the providers to 

document a condition and converted free text into discrete 

values (present = 1, absent = 0), with manual comparison for 

accuracy. A novel risk prediction and visualization tool from 

prior research was applied to assess contextualized PD risk of 

an individual that combined dimensionality reduction, LDA-

based classification and risk factor visualization [3].  

Results 

We retrieved risk factors of demographics, insurance, poor 

oral hygiene, bone loss information, vertical bone lesions, 

furcation involvement, subgingival restorations and calculus, 

deepest pocket depth, bleeding on probing, smoking, and 

diabetes. The accuracy with automated data was 92%, recall 

was 73% and precision was 93%. The precision was low for 

poor oral hygiene, furcation involvement, localized bone loss 

and subgingival calculus. Implicit keywords were missed in 

regular expressions such as bacterial plaque and calculus for 

poor oral hygiene and bone loss in a particular region for 

localized bone loss, resulting in low recall. The risk prediction 

and visualization method predicted 1,076 patients to be at 

high risk, with bone loss and demographic factors to be 

prominent risk drivers in this population. Ongoing analysis 

examines factor combinations to predict PD risk for the 

population and individual.   

Conclusion 

The risk assessment approach developed in this research has 

the potential to visualize and address the risk factors influenc-

ing a patients’ PD as well as underlying systemic conditions at 

the point of care. 
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Abstract 

This research aimed to compare the performance of two 

models of load balancing (Proportional and Autotuned 

algorithms) of the JPPF platform in the processing of data 

mining from a database with osteoporosis and osteopenia. 

When performing the analysis of execution times, it was 

observed that the Proportional algorithm performed better in 

all cases.  

Keywords: 

Computer Communication Networks; Computational Clusters; 

Medical Informatics; Osteoporosis. 

Introduction 

One of the techniques for processing highly complex 

applications is through the building of computer clusters [1]. 

Furthermore, osteoporosis (OP) has become a public health 

problem that affects people worldwide [2]. An aging 

population contributes significantly to the understanding of 

why the disease has become increasingly important in view of 

increased life expectancies [2]. In this context, this research 

presents the performance evaluation of two algorithms for 

load balancing of the Java Parallel Processing Framework 

platform (JPPF) for clustering a medical database containing 

data on osteoporosis and osteopenia.  

Methods 

Applied and technological study. The experiments were 

performed from a database derived from a cross-sectional 

study that included 1871 women undergoing bone 

densitometry in southern Brazil (approved by the Research 

Ethics Committee under protocol 82939/2012).  

The following variables were considered in the experiments: 

age bracket, previous fracture, number of previous fractures, 

previous fracture in the femoral neck, prior spine fracture, 

previous fracture in the forearm, previous fracture in the rib, 

use of drugs, menopause, use of calcium, hormone 

replacement therapy, use of drugs for the thyroid, 

hysterectomy, oophorectomy, diagnosis, body mass index 

(BMI), weight, and three degrees of obesity.  

The load-balancing algorithms, Proportional (considered 

deterministic and adaptive), and Autotuned (heuristic 

algorithm based on Monte Carlo method), were used. 

Results 

The database was replicated in exponential growth to 478,976 

records, generating nine scenarios. The tests were performed 

30 times in each scenario and algorithm, in order to observe 

the growth of the asymptotic application, considering two, 

four, and eight nodes to compose the cluster. The model 

demonstrated that the Proportional balancing algorithm 

obtained better performance in all tests. However, the 

Autotuned balancing strategy showed a reduction in the 

response time when applied to the scenario of processing eight 

nodes, unlike what was observed with the Proportional 

strategy. 

 

 

 

Figure 1 - 2 nodes (a), 4 nodes (b), 8 nodes (c) 

Conclusion 

Although the Proportional load balancing algorithm has 

shown superior performance in the data analysis of 

osteoporosis and osteopenia in all tested scenarios, this 

difference was minimized using a larger number of nodes, 

which suggests that their use can achieve the same 

performance or even outperform the other algorithm when 

used with an even larger number of processing nodes.  

Thus, the next step of this project will be mining, considering 

the profile associated with osteoporosis and osteopenia, in a 

distributed environment by the Proportional algorithm. 
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Abstract 

In our previous work, a k-mer based program named 

MFEprimer-2.0 was designed and developed for primer 

specificity evaluation task. In order to increase the index 

processing speed, decrease the index data size and memory 

usage, we developed a new program named kmer-indexer. 

Compared to MFEprimer-2.0, the processing speed of kmer-

indexer is 10+ times faster, the index data size can be 

significantly reduced to one third, and the memory usage is 

controlled within a small range so that this program can run 

on an ordinary PC. 

Keywords: 

PCR, primer, k-mer, index. 

Introduction 

In MFEprimer-2.0, we use k = 9 and a sliding window size = 

1 bp to index the genome DNA and cDNA. The value of k can 

be changed based on the specific need of the user. But there 

are several problems when indexing the genome database. 

First, the indexing speed is very slow. Second, the volume of 

index is very large. To address these problems, we developed 

a new program named kmer-indexer written in c-language.  

Methods 

Algorithm and Procedures 

The core algorithm of kmer-indexer splits the genome 

database file into gene segment. Later, the kmer-indexer 

iterates over the segments to find the positions of all k-mers in 

every gene.  

 Table 1 – The Kmer-indexer Algorithm 

Algorithm 1.The kmer-indexer algorithm 

1. Input: the sequence file Seq, k-mer length K; 

    Output: the database INDEX_DB; 

2. Preprocess Seq to get the number of genes N, and the gene 

segment string {S
0
…S

N-1
}; 

3. The amount of {Kmers
0
…Kmers

M-1
} with length of  K is  

    M=4**K, transform each k-mer to quaternary numeral

system  

 integer H; 

4. Initialize containers{Queue
0
…Queue

M-1
} to store position of 

    each k-mer 

5. for each S
i
 in {S

0
…S

N-1
} do 

6.   Traverse each S
i 
to find all k-mers and their Pos,  save Pos 

       into cache file 

7.   for each Queue
i
in {Queue

0
…Queue

M-1
}

8.     for each Pos
j
 in {Pos

0
…Pos

N
} do 

9.       append position of each k-mer in Pos
j 
into Queue

i
 

10.     insert Queue
i
 into INDEX_DB 

Data Structure 

There are M=4**K different k-mers. We construct a hash 

table with m elements in memory, and use a hash function 

H(kmer) to transform each k-mer to a quaternary numeral 

system integer H. The integer is equal to the subscript of the 

corresponding element. We initialize each element in the hash 

table to a container for saving positions pos of k-mers on the 

gene and the serial number num of this gene (Figure 1).  

 

Figure 1 – The data structure of container 

Results 

The program was tested on a single server with two 64-bit x86 

Intel Xeon E5620 4-core CPUs, 2TB 7.2K RPM SATA disk 

and 48GB RAM. The operating system is Red Hat Enterprise 

Server 5.7 using linux kernel version 2.6.18. 

In order to evaluate the performance of kmer-indexer, we test 

five genome datasets in FASTA format (Table 2).  

Table 2 – The Test Results 

Dataset 

Size 

(MB) 

Running time(s) 

Index data 

size(MB) 

kmer-

indexer 

MFEpr

imer-

2.0 

kmer-

indexer 

MFEpr

imer-

2.0 

A_thaliana 117 249 1350 927 2007 

Rice 372 812 4229 2851 6224 

Chicken 1004 2130 13228 7386 16896 

Zebrafish 1287 2910 18967 8863 22281 

Human 3012 6464 70310 16173 50946 
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Abstract 

Self-service cohort discovery tools strive to provide intuitive 

interfaces to large Clinical Data Warehouses that contain 

extensive historic information. In those tools, controlled 

vocabulary (e.g., ICD-9-CM, CPT) coded clinical information 

is often the main search criteria used because of its ubiquity in 

billing processes. These tools generally require a researcher 

to pick specific terms from the controlled vocabulary.  

However, controlled vocabularies evolve over time as medical 

knowledge changes and can even be replaced with new 

versions (e.g., ICD-9 to ICD-10). These tools generally only 

display the current version of the controlled vocabulary. 

Researchers should not be expected to understand the 

underlying controlled vocabulary versioning issues. We 

propose a computable controlled vocabulary versioning 

system that allows cohort discovery tools to automatically 

expand queries to account for terminology changes. 

Keywords:  

Information Storage and Retrieval; Vocabulary, controlled. 

Introduction 

Institutions that have enterprise Clinical Data Warehouses 

(CDW) frequently provide “cohort discovery” tools – self-

service search systems for the CDW intended to allow a 

researcher to identify a collection of individuals that meet 

certain criteria that they specify. In the United States, patient 

diagnoses and procedures are coded for billing purposes using 

International Classification of Diseases (ICD-9-CM) and 

Current Procedural Terminology (CPT). Thus, these 

controlled vocabularies are heavily leveraged by researchers 

for cohort discovery tasks.  In the STRIDE system, coded 

diagnoses and procedures are available for the past twenty 

years [1].  This is seen as a great benefit to researchers looking 

to identify large cohorts of patients.  

However, there is a risk in using historic coded data because 

the meaning of codes changes over time as the understanding 

of disease evolves and the coding systems are updated to 

reflect that. Most clinical enterprises have a process in place to 

incorporate these updates that ensure the enterprise properly 

uses the new codes and accounts for refinements in meaning 

in existing codes.  It has been the authors’ experience that 

research CDWs do not have formal mechanisms in place to 

handle the controlled terminology changes and the impact the 

changes can have on cohort discovery. This poster describes 

an approach we took to represent code changes over time and 

translate them into query expansion. 

Methods 

A self-service cohort discovery tool should have the ability to 

detect that a term has undergone a change in meaning during 

the timeframe the researcher is interested in and to 

automatically include the terms relevant to the time period 

being searched.  Thus the query tool needs access to a 

computable version history for each controlled terminology 

system in use.  

We developed a computable representation of code changes in 

ICD-9-CM, including start and end dates for changed codes 

and pointers to substitution codes with broader or narrower 

meaning in order to support automatic query expansion. 

Through this approach, a search for patients with “venous 

embolism and thrombosis of deep vessels of lower extremity” 

automatically translates into a search for patients coded with 

leaf nodes of the respectively termed ICD-9-CM code 453.4 

through the year 2009 as well as with child codes of the 

version of code 453.4 restated in 2010 as acute DVT and of 

the introduced in 2010 code 453.5 for chronic DVT. 

Results 

The STRIDE team has manually tracked versioning 

information in ICD-9-CM and CPT for the last 3 years. The 

team reviews updates in each ICD and CPT release and  

translates them into our internal representation of version 

difference.  At this time, comparisons of the advantages and 

disadvantages of storing this information as RDF versus XML 

are underway. The research team has been leveraging the user 

base of the STRIDE cohort discovery tool to better understand 

the difficulties researchers face.  Currently many searches 

require personal mediation by an informatics consultation 

specialist. Some of the most common issues impacting cohort 

identification are a lack of understanding of terminology-

specific definitions, such as those for ICD-9-CM V, E, and not 

otherwise specified codes, as well as limited awareness of the 

variety of codes that could be used.  
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Abstract 

To compare term occurrences in free-text radiology reports 

and RSNA reporting templates, we selected five templates 

from an RSNA reporting template library and their 

corresponding free-text reports as a test set, and employed the 

Wilcoxon signed-rank test to find out whether the terms in 

RSNA reporting templates match those terms appearing in 

corresponding free-text radiology reports. The results show 

that most terms in free-text radiology reports are covered by 

RSNA reporting templates. By assessing the terminology 

coverage of existing templates, this study may benefit the 

growth of the RSNA reporting template library.  

Keywords:  

Radiology reports, Reporting templates, Term occurrences, 

Wilcoxon signed-rank test. 

Introduction 

Free-text radiology reports have some inherent shortcomings, 

such as ambiguity
 

and inconsistency of using common terms. 

Structured reporting may facilitate clear communication and 

significantly enhance readability and quality [1]. The 

Radiological Society of North America (RSNA) has 

developed a freely accessible online library of reporting 

templates (http://www.radreport.org) to promote structured 

radiology reporting [2].� As of April 2015, 269 reporting 

templates have been released to the template library. The 

elements of the templates have been mapped to corresponding 

terms in standardized biomedical ontologies such as RadLex® 

and SNOMED CT®. To compare term occurrences in free-

text radiology reports and RSNA reporting templates, the 

Wilcoxon signed-rank test was applied to investigate how 

much of the content of free-text reports is covered by the 

terms included in the RSNA reporting templates.  

Methods 

Research data were collected from the RSNA reporting 

template library and de-identified free-text radiology reports. 

Reports from common exam types such as CT Head, Chest X-

ray, MR Spine, NM Bone Scan, and US Abdomen, and the 

corresponding reporting templates, were selected as samples 

to conduct this research. A set of the terms extracted from the 

free-text reports was compared with another set of the terms 

extracted from the RSNA reporting templates. Each term was 

associated with a raw frequency score that indicated how 

many times this term appeared in the sample data set. These 

raw frequency scores were normalized to minimize the 

negative impact of different sample sizes on the comparison 

results. The Wilcoxon test is summarized below: 

• Create a pair of samples with raw frequency scores of 

each exam type from both RSNA reporting templates and 

free-text reports; 

• Generate a ranked term list of reporting templates; 

• Generate an original ranked term list of free-text reports; 

• Generate an abridged ranked term list based on the 

ranked term list and original ranked term list; 

• Form an integrated ranking list by combining the 

abridged ranked term list and ranked term list; 

• Set a significance level (α=0.01) for the Wilcoxon test; 

• Enter the integrated ranking list into the SPSS software 

and obtain results 

Results 

The test results show that most terms in RSNA reporting 

templates match the terms appearing in corresponding free-

text radiology reports, and the terms in CT Head and DX 

Chest reporting templates match to relatively small 

percentages of the terms in free-text reports, while MR Spine, 

NM Bone Scan, and US Abdomen reporting templates capture 

more terms in free-text reports. We also found out that 

RadLex® terms in the reporting templates better cover the 

terms that occur frequently in free-text radiology reports.  

Conclusion 

The RSNA reporting templates cover most terms that occur in 

free-text radiology reports. By assessing the terminology 

coverage of existing templates, this study may benefit the 

growth of the RSNA reporting template library.  

References 

[1] Langlotz CP. Automatic structuring of radiology reports: 

harbinger of a second information revolution in radiology. 

Radiology 2002; 224: 5-7. 

[2] Kahn CE Jr., Langlotz CP, Burnside ES, et al. Toward best 

practices in radiology reporting. Radiology. 2009; 

252(3):852-6. 

Address for correspondence 

Yi Hong, 155 S Eastmoor Ave, Brookfield, WI 53005 

Email: ylphhong@yahoo.com 

MEDINFO 2015: eHealth-enabled Health
I.N. Sarkar et al. (Eds.)
© 2015 IMIA and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License.
doi:10.3233/978-1-61499-564-7-1085

1085



Is it Possible to Make Everyone Talk in the Same Language? 

Maggie Lau
a

, Vicky Fung
a

, Dr N T Cheung
a

, Austen Wong
a

, Edward Tam
a

, Andy Wai
a

 
 

a 

Health Informatics, Hospital Authority of Hong Kong 

 

Abstract 

Speaking the same language is a vital pre-requisite in verbal 

communication. The same applies in sharing health 

information among medical professionals in rendering care to 

patients. The Hospital Authority of Hong Kong developed its 

own clinical vocabulary table (HACVT) for clinicians to 

document diagnoses and procedures directly in the Clinical 

Management System (CMS) since 1996. HACVT is referenced 

to international classifications and reference terminologies, 

with local terms added and is built according to the  

principles of terminology management [1]. This poster 

describes the process of data standardisation within the 

organisation in the past years to achieve data interoperability 

through different adoption methods of HACVT. 

Keywords: 

HACVT; Data standardisation; Data interoperability 

Introduction 

The Hospital Authority (HA) of Hong Kong, managing 43 

public hospitals, started its computerisation journey in the 

early 1990s. Lots of standalone clinical systems were built to 

meet the demands of capturing clinical data. Diagnoses and 

procedures were reported in a diverse manner in these 

systems. This created a problem in data integration and in 

providing care takers a complete clinical picture of the patient  

due to information being scattered and in various formats. It 

was not reasonable to ask clinicians to report data over again 

in the CMS while such information already existed in other 

systems. In order to improve the situation, it was decided to 

promote the use of HACVT within the organisation as a 

standard language. 

Methods 

There are 3 methods of adoption of HACVT in diagnosis and 

procedure reporting within HA (Figure 1). 

1. Direct adoption in which clinicians can search the 

content of HACVT for diagnoses and procedures via 

the search panel provided by the Search Service. Both 

keyword and code search are available. Individual 

specialties can build their own commonly used lists of 

diagnoses and procedures from HACVT to facilitate 

reporting.  

2. Indirect adoption via clinically designed templates in 

which diagnosis and procedure terms from HACVT 

can be generated by the selection made in the clinical 

templates[2] and be recorded in CMS.  

3. Indirect adoption via mapping of terms used in 

standalone specialty based systems, such as Obstetrics, 

Psychiatrics and Radiology capturing diagnoses and 

procedures for different purposes to HACVT. 

Results 

Health care providers welcomed the move of integrating 

diagnoses and procedures reported from various systems 

through the adoption methods of HACVT within HA. 

Information on diagnoses and procedures of a patient can be 

accessed from one single point in the CMS. This does not only 

faciliate patient care delivery and clinical workflow, without 

unnecessary duplicate reporting, but also helps in data 

retrieval for secondary use such as in research, disease 

surveillances, etc. 

Conclusion 

Valuable clinical information can only be shared among health 

care providers from different disciplines when the same 

language is being used. 
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Figure 1 – Systems using HACVT for diagnosis and procedure 

reporting 
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Abstract 

Post-coordination provides the means to achieve an 

appropriate content coverage, which is critical in successfully 

adopting clinical reference terminologies, and thus represent 

clinical information consistently. However, one of the major 

problems of post-coordination corresponds with ensuring only 

clinically sensible concepts can be constructed. In this poster, 

we present the development of a novel approach to generate a 

MRCM computationally, in order to facilitate the adherence 

to the existing guidelines and improve the quality of post-

coordination in SNOMED CT. 

Keywords: 

SNOMED CT; Post-coordination Validation; Standardization. 

Introduction 

Post-coordination workflow includes 3 steps: a) to select the 

source-concept being modeled; b) to select an attribute as the 

relationship type (i.e. laterality, clinical course); and c) to 

select a target concept for the attribute value (i.e. right/left, 

acute/chronic). Without an appropriate concept model, this 

could lead to meaningless relationships (i.e. a PROCEDURE 

having ‘laterality’ of ACUTE). SNOMED CT, the most 

comprehensive and internationally validated clinical 

terminology, includes guidelines for post-coordination, 

developed by the International Health Terminology Standards 

Organization (IHTSDO). However, a lack of adherence has 

been reported as the most frequent reason for classification 

failure[1]. We hypothesize that a contributing factor to this 

lack of adherence corresponds to the difficulties of 

implementing the current concept model, since it is only 

available as unstructured text. Previous studies proposed 

models for representing the concept model, but require a 

manual data entry[2]. 

Methods 

We present our algorithm that reasons upon actively defining 

relationships in any given snapshot of SNOMED CT, and 

systematizes the detection and import of the allowable 

attributes for specific domains and the allowable ranges for 

specific attributes, automatically generating the rules. This 

approach relies on the assumption that pre-coordinated 

concepts respect the rules in the Editorial Guide of SNOMED 

CT.  

Results 

Allowable attribute types by top-level hierarchy. Based on 

the July 2014 SNOMED CT RF2 snapshot, our algorithm cor-

rectly inferred 61 out of the 66 rules. The five missed allowa-

ble attributes corresponded to ‘Episodicity’ and ‘Severity’ for 

CLINICAL FINDINGS, ‘After’ for EVENTS, ‘Has dose form’ for 

PHYSICAL OBJECTS, and ‘Time aspect’ for PROCEDURES. 

Allowable range by attribute type. Our approach was able to 

correctly generate 38 of the 40 rules for attributes where the 

allowable range corresponds to a single sub-hierarchy. The 

three missed rules correspond to the allowed range for the 

attributes ‘Time Aspect’ (Descendants of TIME FRAME), 

‘Severity’ (Descendants of SEVERITIES) and ‘Episodicity’ 

(Descendants of EPISODICITIES). When the expected allowable 

range included more than one sub-hierarchy, it correctly 

identified only 26 allowed ranges, missing 42, and wrongly 

stating 11. All wrongly stated ranges were close ancestors of 

the expected ranges.  

Discussion 

The high accuracy of our approach for listing the al-

lowable attribute types for specific domains should be inter-

preted as a successful evaluation of SNOMED CT pre-

coordination consistency and adherence to the Guidelines. 

However, by using the SNOMED CT RF2 as the only source 

to generate the MRCM, the algorithm misses knowledge con-

cerning attributes reserved for post-coordination (i.e. the case 

with ‘episodicity’ and ‘severity’). This low sensitivity of the 

generated MRCM jeopardizes the initial intent of completely 

automatizing the generation of the concept model.  

Given the incomplete MRCM, we recommend complementing 

it by continuously consuming locally post-coordinated 

concepts. Thus, the newly generated knowledge-base could 

then be used as a decision support system for terminology 

coders, warning them whenever a type of attribute is being 

used for the first time for a given domain, or when a target 

concept is outside a previously used range. This approach 

respects locally defined rules and maintains consistency in 

future post-coordination.  
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Abstract 

Drug allergy cross-reactivity checking is an important 

component of electronic health record systems. Currently, a 

single, open-source medication dictionary that can provide 

this function does not exist. In this study, we assessed the 

feasibility of using RxNorm and NDF-RT(National Drug File 

– Reference Terminology) for allergy management decision 

support. We evaluated the performance of using the 

Pharmacological Class, Mechanism of Action and Chemical 

Structure NDF-RT classifications in discriminating between 

safe and cross-reactive alternatives to a sample of common 

drug allergens. The positive predictive values for the three 

approaches were 96.3%, 99.3% and 96.2% respectively. The 

negative predictive values were 94.7%, 56.8% and 92.6%. 

Our findings suggest that in the absence of an established 

medication allergy classification system, using the 

Pharmacologic Class and Chemical Structure classifications 

in NDF-RT may still be effective for discriminating between 

safe and cross-reactive alternatives to potential allergens. 

Keywords:  

Drug Allergy; Terminology; Clinical Decision Support. 

Introduction 

A key function of a medication allergy decision support 

system is the ability to discriminate between the safe-to-use 

substitutes and cross-reactants of medication allergens. The 

NDF-RT (National Drug File – Reference Terminology) and 

RxNorm are two publicly available terminology standards for 

the electronic representation of drug information. The NDF-

RT contains different hierarchies that are used to categorize 

medications [1]. RxNorm provides normalized names for 

clinical drug-related concepts [2]. In this study, we investigate 

the feasibility of using the two resources in identifying safe 

substitutes and cross-reactants of common drug allergens. 

Methods 

We identified the RxNorm ingredient concepts of twelve 

drugs: Aspirin, Atorvastatin, Cephalexin, Clarithromycin, 

Doxycycline, Enalapril, Enoxaparin, Ibuprofen, Losartan, 

Morphine, Penicillin G and Sulfasalazine. For each ingredient 

concept identified, we extracted the mappings to NDF-RT and 

generated the sets of ingredients with the same Indication, 

Pharmacologic Class, Mechanism of Action and Chemical 

Structure. Three set-theory-based criteria were applied to 

discriminate between safe and cross-reactive alternatives to 

the twelve ingredients studied. By the Pharmacologic Class 

criteria, the safe alternatives to an ingredient used for a 

particular indication was defined as the set of ingredients with 

the same Indication (A) but different Pharmacologic Class (B) 

i.e. �� � �|� � �	. Conversely, cross-reactants were identified 

as the set of ingredients with the same Pharmacologic Class 

(B) i.e. �� � �	. The same logic was applied to the 

Mechanism of Action and Chemical Structure criteria.  We 

evaluated the ability of each criterion to correctly identify the 

sets of safe alternatives and cross-reactants against a gold 

standard derived from medical literature. 

Results 

The sensitivity, specificity, positive predictive value and 

negative predictive value of the three criteria are shown in 

Table 1. All three criteria had high positive predictive values, 

suggesting that they are good at correctly identifying true safe 

alternatives. The Pharmacologic Class and Chemical Structure 

criteria had high negative predictive values, suggesting that 

they may be good at correctly identifying true cross-reactants.  

Table 1: Performance of Criteria used to discriminate 

between select safe (S) and cross-reactive (CR) medications 

 

Reference 

% 

SEN 

% 

SPE 

% 

PPV 

% 

NP

V

S CR 

PC 

S 988 38 

99.5 70.1 96.3 94.7 
CR 5 89 

MOA 

S 901 6 

90.7 95.3 99.3 56.8 
CR 92 121 

CS 

S 986 39 

99.3 69.3 96.2 92.6 
CR 7 88 

S: Safe, CR: Cross-reactive, SEN : Sensitivity, SPE: Specificity,  

PPV : Positive Predictive Value, NPV: Negative Predictive, PC: Phar-

macology Class, MOA: Mechanism of Action, CS: Chemical Structure 

Conclusion 

Our findings demonstrate the feasibility of using the NDF-RT 

and RxNorm to infer safe and cross-reactive medications in 

the absence of an established medication allergy classification 

system, with the caveat that a more generalizable approach 

would require additional curation. Different criteria may be 

selectively be applied to particular situations.  
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Abstract 

Studies show a gap between the expressions commonly used 

by health consumers and health professionals. To bridge this 

gap, consumer health vocabularies are presented as a 

solution. The aim of this paper is to describe an on-going 

project to create a consumer health vocabulary (CHV) in the 

Brazilian Portuguese language. This project will be developed 

in three phases: terms extraction and connection to compose a 

CHV graph structure, human validation, and computacional 

application development. We expect to make a CHV beta 

version (including approximately 5,000 valid consumer terms 

stored in a database graph) available. This project can 

contribute to the improvement of CHVs. 

 

Keywords: 
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Introduction 

Consumer health vocabularies (CHV) are defined as linking 

everyday words and phrases about health to technical terms or 

jargon used by health care professionals [1]. These tools are 

presented as a solution to a gap in communication between health 

consumers and health professionals, which hinders health 

information retrieval. Research to support consumer web searches 

for healthcare information is an important issue [2].  

The aim of this paper is to describe the on-going project to create 

a CHV in the Brazilian Portuguese language. This CHV model 

proposes a vocabulary based on Semantic Web and linked open 

data concepts using W3C standards.  

This study is part of academic activities at the research group 

Saúde 360
o

 (360
o

 Health saude360.com.br) regarding consumer 

health informatics, clinical decision support systems, e-health 

process and evaluation, ontology for health, knowledge discovery 

and data mining, and big data. The group is part of the Graduate 

Program in Management and Health Informatics, Federal 

University of São Paulo (UNIFESP), Brazil. 

Materials and Methods 

This CHV model will be developed based on three phases: 

automatic terms extraction and metadata connection to compose 

an initial CHV graph structure, human validation, and making the 

CHV available using a computacional application. 

Phase 1—Extracting terms and connecting data: We will obtain 

the CHV model’s terms using two distinct data source groups: 

open-structured data sources (e.g., health technical controlled 

vocabularies, such as the Unified Modeling Language System 

UMLS Portuguese version, DBPedia [pt.dbpedia.org], Wikipedia 

[wikipedia.org]), and texts focused on health consumers (e.g., 

published news with health subjects, RSS, and social media). In 

order to identify inedited terms, we will analyze the selected texts 

by applying techniques for extraction and automatic recognition 

of terms [3]. 

Phase 2—Human validation: The human efforts include the 

validation of the consumer terms list and their respective 

meanings. A specific survey will be developed and applied to 

obtain the health professionals’ answers. The Delphi method will 

be applied to achieve an opinion convergence about a set of 

potential terms to compose this CHV model. 

Phase 3—Computational application: In order to facilitate the 

data exchange, the search for health information, and integrating 

other projects, this CHV data will be stored in a standard model 

for data interchange on the web under the Resource Description 

Framework (w3.org/RDF). A computational application will be 

developed to support this model and made available to health 

consumers to access the contents. 

Expected Results  

The expected result is an available CHV beta version including 

approximately  5,000 valid consumer terms stored in a database 

graph. The idea is to connect semantically the consumer terms to 

technical terms and their meaning. Each consumer term will have 

a connection to a technical term, synonym, related term, and 

meaning.  

Conclusion 

This paper described the proposal to develop a CHV based on 

automatic data extraction from the web for Brazilian Portuguese 

language. Only the validation process will be based on human 

efforts, which could be very time consuming. We expect to obtain 

the CHV structure described in Phase 1 in the next year. This 

study can then contribute to the improvement of CHV 

development. 
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Abstract 

Casemix grouping using procedures classifications has 

become an important use case for health care terminologies. 

There are so many different national procedures 

classifications used for Casemix grouping that it is not 

possible to agree on a worldwide standard. ICHI 

(International Classification of Health Interventions) is 

proposing an approach that standardises only the 

terminologies’ model structure. The poster shows the use of 

the ICHI alpha to replace ICD9 CM Volume 3 in the UNU-

CBG International Casemix grouper.  

Keywords: 

Procedures Classifications; Casemix Grouper; ICD 9CM; 

ICHI. 

Introduction 

National case mix projects developed around the world have 

been facilitated by the use of WHO International Classifica-

tion of Diseases (from ICD 8 to ICD 10 [1] and ICD 9 CM 

and ICD 10 AM.  However, national case mix projects been 

hampered by the absence of an international classification of 

procedures. 

Since 2006, the WHO-FIC Family Development Committee 

has been developing ICHI based on an ontology framework 

defined in ENISO 1828 named Categorial structure [2] and the 

UNU-CBG
 

Casemix  grouper has been developed at National 

University of Malaysia [3].  

Materials and Methods 

ICHI alpha is available at [4]. The coding scheme comprises a 

seven-character structure for the three axes and two semantic 

links. 

The UNU-CBG
  

Casemix system uses ICD-10 for diagnoses 

and ICD9-CM for procedure coding. The grouper also used 

WHO-Disability Assessment Scale (WHO-DAS) and 12-Item 

version 2.0 for evaluation of Activity of daily living. 

Mapping was done in two steps. Lexical mappings and 

semantic mapping and comparative grouping is represented in 

a work flow figure named Mapping Process ICD9-CM to 

ICHI in UNU-CBG Casemix Grouper with two outputs to be 

compared. 

Results 

When OUTPUT I and OUTPUT 2 were compared, 31,703 out 

34,978 cases (90.6%) produced the same Case-Based 

Group(CBG) codes. Two tables summarise and explain the 

differences. 

Conclusion�

The results challenge a basic statement of ICHI developers 

that ICHI alpha must be able to replace ICD 9 CM volume 3 

because ICHI is less granular.  
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Abstract 

Norwegian National ICT has implemented a national 

governance scheme for archetypes. The scheme uses 

openEHR, and is possibly the first of its kind worldwide. It 

introduces several new processes and methods for crowd 

sourcing clinician input. It has spent much of its first year 

establishing practical processes and recruiting clinicians, and 

only a few archetypes has been reviewed and approved. Some 

non-reusable archetypes have emerged while the governance 

scheme has established itself, which demonstrates the need for 

a centralised governance. As the mass of clinician 

involvement reached a critical point at the end of 2014, the 

rate of archetype review and approval increased. 
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Introduction 

The Norwegian hospital ICT collaboration trust, National ICT, 

has implemented a national governance scheme for 

archetypes. 

Archetypes, also known as detailed clinical models, are small, 

reusable data model components. Each archetype contains the 

data elements and definitions necessary to record the 

structured documentation of a single clinical concept, for 

example “blood pressure” or “diagnosis”. 

To ensure high quality, reusability and the possibility for 

semantic interoperability, archetypes must be developed 

collaboratively, and adopted only after a thorough review and 

approval process. The governance scheme provides the 

framework and tools to achieve these goals. 

Methods 

The national governance uses the openEHR specification, 

methodologies and tools for modelling archetypes. 

The Norwegian national archetype governance is possibly the 

first of its kind worldwide. As such, it has had to invent many 

of the practicalities involved in such a scheme. 

Requirements and priorities are defined by clinicians, vendors 

and registries, and the governance scheme does not interfere 

with initiatives’ development priorities; a so-called “do-

ocracy”. 

The governance scheme has introduced a national editorial 

board for archetypes, responsible for conducting and 

approving the review process of submitted archetypes. It 

defines the requirements for which groups of clinicians and 

others should take part in the review of each archetype. 

Clinicians are involved using organisation networking and 

crowd sourcing methods. Effective governance is heavily 

dependent on a common collaboration tool for designing, 

approving and making archetypes available. 

Results 

The editorial board was formally formed in January 2014, two 

full time positions have been created to coordinate the work of 

the editorial board, and the Norwegian Clinical Knowledge 

Manager (CKM) collaboration tool is available online. The 

CKM is a web-based tool for collaborative development, 

archetype reviews and library functions. 

The first year of the governance scheme was spent 

establishing and streamlining the governance processes in 

practice, as well as recruiting clinicians for archetype reviews. 

Relatively few archetypes were reviewed and approved during 

the first year, as clinician recruitment took longer than initially 

expected. During this time, some models of a non-reusable 

nature emerged as vendor and registry development moved on 

regardless. 

At the end of 2014, the review and approval rate increased, 

and five of the six archetypes approved in the first year were 

approved in December. This coincided with an increased 

availability of clinicians for reviews. 

Conclusion 

Though limited in number, the emergence of some non-

reusable archetypes during the first year clearly demonstrates 

the need for a centralised governance to achieve quality, 

reusablity and interoperability in clinical models. 

Such a governance scheme needs to be transparent, agile, and 

have the resources to respond to requirements and initiatives 

from vendors, registries and clinicians alike. 

With the increased rate of archetype review and approval 

experienced at the end of the first year, it seems that achieving 

a critical mass of involved clinicians is a key success factor. 
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Abstract 

The goal of our study is to establish methodological 

guidelines for the formulation of definitions in biomedical 

ontologies thatare not so common in the field of Library & 

Information Science.  

Keywords: 
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Introduction 

In this study, we aim to develop a systematic process for 

creating definitions. The step we have taken can be considered 

as the general steps for creating definition, but we apply them 

in an ontology in the blood cancer domain, the leukemia 

domain in particular. In this poster, we discuss applied 

ontology principles in the construction of a fragment of a 

biomedical ontology, seeking to formulate textual and formal 

definitions for that field of cancer. This study is part of 

construction of the Blood Ontology (BLO), an ontology about 

blood. Ontologies provide clear and coherent definitions of 

structures found in reality, written in a form that is computer 

understandable. Consistency in definitions requires a unifying 

viewpoint. In order to make these definitions understandable 

for computers, one has to create textual definitions and then 

translate them to some formal logic. A good definition is 

fundamental for understanding the concepts, for the 

integration languages and makes them compatible  [1].   

Methods 

The terminological sample was taken from BLO. We start 

defining a kind of acute myeloid leukemia (AML) that has 24 

classes. We also intend to define other hematological 

neoplasms, namely, the Myelodysplastic syndrome with 5 

classes and the Myeloproliferative neoplasm with 11 classes. 

We have a systematized criteria for writing natural language 

and formal logic language definitions based on the best 

practices proposed by Köhler et al. [2], Smith et al. [3] and 

Seppäla and Ruttenberg [4], to mention a few. At this 

moment, our research does not bring  complete literature 

review, but only few references were adopted for testing the 

creation of a set of guidelines.  The steps in formulating 

textual definitions are part of our preliminary results, 

organized in list as follows: a) separate the term; b) get a 

preliminary definition of the meaning of the term from any 

source; c) establish the highest genus in the context of use of 

the term; d) establish the essential characteristic that 

distinguish the genus from species; e) formulate the first 

version of the definition in the form S = Def. G which Ds, 

where “G” stands for genus, which is the parent of S; and “S” 

stands for species; f) check if the definition is a statement that 

satisfies the necessary and sufficient conditions; g) check 

principle of non-circularity; h) check the principle of multiple-

inheritance. We don’t believe we are contributing to the state 

of art ontological engineering, but we are making an effort to 

define some cases in our leukemia ontology. The main 

contribution of our approach is educational, and an attempt to 

propose an approach to people building ontologies in the field 

of Library & Information Science. In general we do not have 

guidelines to build good definitions [4]. 

Conclusion 

This is an ongoing research project in the Information Science 

field. We present preliminary and partial results of our 

research, in the hope that soon we are able to define other 

types of leukemia. 
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Abstract 

The objective of this study is to describe our efforts in a pilot 

study on modeling diagnostic criteria using a Semantic Web-

based approach. We reused the basic framework of the ICD-

11 content model and refined it into an operational model in 

the Web Ontology Language (OWL). The refinement is based 

on a bottom-up analysis method, in which we analyzed data 

elements (including value sets) in a collection (n=20) of ran-

domly selected diagnostic criteria. We also performed a case 

study to formalize rule logic in the diagnostic criteria of meta-

bolic syndrome using the Semantic Web Rule Language 

(SWRL). The results demonstrated that it is feasible to use 

OWL and SWRL to formalize the diagnostic criteria 

knowledge, and to execute the rules through reasoning. 
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Introduction 

Standardization and computerization of diagnostic criteria is 

essential for automating clinical decision making.  However, a 

principal challenge is the lack of an explicit and consistent 

information model for computable diagnostic criteria. Fur-

thermore, formalizing the inner logic in diagnostic criteria is 

complex. Semantic Web technologies provide a homogeneous 

framework that enables an ontology-based modeling using the 

Web Ontology Language (OWL) and support rules authoring 

using the Semantic Web Rule Language (SWRL).  The objec-

tive of this study is to describe our efforts in a pilot study on 

modeling diagnostic criteria using a Semantic Web-based ap-

proach.  

Materials and Methods 

We first identified a collection of diagnostic criteria from 

medical textbooks and the literature, and randomly selected  

20 diagnostic criteria from different clinical subjects. Second, 

we manually annotated diagnostic criteria text with the ICD-

11 content model [1] and analyzed the distribution of annota-

tions. Third, we invoked the NCBO Bioportal Annotator to 

analyze the coverage in existing medical terminologies. 

Fourth, we refined the ICD-11 content model into an opera-

tional model using OWL representation. Finally, we per-

formed a case study by manually generating a set of rules in 

SWRL for the dignostic criteria of metabolic syndrome. We 

used the Protégé SWRL plugin for rule editing and invoked 

Pellet as a rule engine to perform reasoning.  

Results 

Table 1 shows the distribution of data element annotations 

based on the ICD-11 content model. We found that Investiga-

tion Findings and Signs and Symptoms  were the two most 

frequent annotations for data elements in the diagnostic crite-

ria. Terminology coverage analysis using the NCBO BioPortal 

Annotator demonstrated that SNOMED CT and LOINC have 

the best coverage for the data element annotations. 

Table 1 - Distribution of data element annotations based on 

ICD-11 Content Model 

ICD-11 Content Model Count Examples 

Investigation Findings  74 Serum triglycerides  

Signs and Symptoms  69 Fatigue, Headache 

Title 20 Metabolic Syndrome 

Causal Properties 18 Pericardial effusion 

Classification 12 T71 

Severity of Subtype  10 Mind, Moderate, Severe 

Body System/Structure 8 Nervous system 

Specific Condition  3 Female, Pregnancy 

Temporary Properties 2 Age 55, sudden 

We constructed SWRL rules for the diagnostic criteria of  

metabolic syndrome. In total, we produced 21 individual 

SWRL rules for the criteria. For example, the following is a 

SWRL rule for the criterion - Waist circumference >102 cm  

in men. Rule:Patient(?x), WaistCircum(?y), has_sex(?x, 

Male), has_result(?x, ?y), has_unit(?y, cm), has_value(?y, 

?w), greaterThan(?w, 102) -> has_Evidence(?x, Con1). Based 

on these rules, we invoked Pellet to automatically allocate 

patients into target diagnosis coded in an ICD category. 

Conclusion 

In this pilot study, we demonstrated the feasibility of modeling 

diagnostic criteria using the ICD-11 content model and the 

terminology coverage of existing biomedical ontologies. We 

leveraged a Semantic Web-based approach. We believe this 

study will help future research on the development of formal-

ized representations to capture diagnostic criteria and to ena-

ble computer reasoning. We also plan to test the utility of the 

rules using  real-world patient data.  
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Abstract 

Literature-based discovery (LBD) generates discoveries, or 

hypotheses, by combining what is already known in the 

literature. Potential discoveries have the form of relations 

between biomedical concepts; for example, a drug may be 

determined to treat a disease other than the one for which it 

was intended. LBD views the knowledge in a domain as a 

network; a set of concepts along with the relations between 

them. As a starting point, we used SemMedDB, a database of 

semantic relations between biomedical concepts extracted 

with SemRep from Medline. SemMedDB is distributed as a 

MySQL relational database, which has some problems when 

dealing with network data. We transformed and uploaded 

SemMedDB into the Neo4j graph database, and implemented 

the basic LBD discovery algorithms with the Cypher query 

language. We conclude that storing the data needed for 

semantic LBD is more natural in a graph database. Also, 

implementing LBD discovery algorithms is conceptually 

simpler with a graph query language when compared with 

standard SQL.  

Keywords:  

Databases; Data Mining; Semantics; Literature Based 

Discovery. 

Introduction 

The goal of LBD is to generate novel hypotheses by analyzing 

the biomedical literature. For this project, biomedical concepts 

and relations between them were extracted from MEDLINE 

and stored as a network. It is common in LBD work to use 

concept co-occurrence as an indication of a relation between 

concepts. In this research, we used semantic relations instead 

of co-occurrences because semantic relations are more 

expressive and more likely to be real relations. As a source of 

semantic relations we used the Semantic MEDLINE Database 

(SemMedDB) which contains semantic relations extracted 

with the SemRep semantic interpreter (e.g. SemRep extracts 

the relation Ethionine-CAUSES-Lesion from the sentence 

“Ethionine can trigger lesions.”). SemMedDB has relations 

from all of MEDLINE and is available as a MySQL database. 

MySQL is generally efficient, but modeling networks using a 

relational database causes a large number of many-to-many 

relations. Complex join queries are then needed to retrieve 

such data. Here we propose the Neo4j graph database as an 

alternative for implementing semantic LBD because Neo4j is 

particularly useful for storing data structured as a network. 

Methods 

We exported the semantic relation instances from SemMedDB 

in a text CSV format. We wanted to aggregate the instances 

into (concept1, relation, concept2, frequency) tuples where 

“frequency” is the total number of (concept1, relation, 

concept2) instances. First we tried to aggregate and load the 

data with the Neo4j “LOAD CSV”, but this command was not 

able to load this amount of data. Then we tried to aggregate 

with several AWK scripts and to load the data into Neo4j with 

a stand alone batch importer. This approach worked out very 

well. Finally, we implemented a few LBD discovery patterns 

with the Cypher graph query language. 

Results 

Currently there are 269 047 unique concepts and 14 150 952 

distinct relationships between them in the graph database. We 

show here how to implement the LBD discovery pattern 

“inhibit the cause of the disease” which can be used to find 

novel treatments. The idea of the discovery pattern is to find 

drugs that inhibit some genes that are etiologically related to a 

disease. Additionally, we are interested only in drugs that have 

not been already used to treat the disease. In this Cypher 

query, phsu, gngm and dsyn are UMLS semantic type 

abbreviations; and drug, gene and disease are variables that 

are instantiated to particular values when the query is run: 

MATCH (drug:phsu) -[:INHIBITS]-> 

(gene:gngm) -[:CAUSES]-> (disease:dsyn) 

WHERE NOT (drug)-[:TREATS]->(disease) 

RETURN drug, gene, disease 

Conclusion 

Using a graph database such as Neo4j for storing the network 

data structure needed for semantic LBD is more natural and 

efficient than using a relational database. 

Implementing discovery algorithms in the form of discovery 

patterns is conceptually easier and simpler when using a graph 

query language such as Cypher when compared to standard 

SQL. 
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Abstract 

The recommendation of exercise plans requires several 

variables to be considered (e.g., patient’s conditions and 

preferences) and are normally complex to analyze. To 

facilitate this analysis we proposed the creation of an 

ontology to assist professionals to recommend exercises. We 

interviewed 2 experts and this resulted in IDEF diagram and 

conceptual map. The conceptual map proved to be the 

preferred way that experts gained more understanding 

compared with the IDEF diagram. In addition, we also used 

the conceptual map to validate the formal structure of experts’ 

ideas. From the conceptual map we created an ontology that 

is being reviewed. After this, we plan to incorporate the 

ontology into a decision support system that will assist 

professionals to recommend exercises for their patients. 

Keywords: 

Biomedical ontologies; Exercise therapy; Medical informatics 

applications; Clinical decision support systems. 

Introduction 

The practice of physical exercise has been increasingly 

encouraged to prevent or aid treatment of chronic diseases. 

However, in order to have all the benefits, it is necessary for 

professionals to provide an exercise plan for the specific 

physical condition of each patient. For this, several variables 

should be considered. Considering all variables however, 

makes analysis complex [1]. Thus, we propose to establish a 

system to support professionals in development of exercise 

plans which consider both patients’ conditions and 

preferences. Considering these aspects, we decided to develop 

an ontology to recommend exercises from conceptual maps. 

This ontology will compose the decision support system.  

Materials and Methods 

We interviewed 2 experts in the domain area in order to 

understand their mental models. Following these models, we 

defined a process of exercise recommendations. Initially, we 

tried to formalize the process in a flowchart but we realized 

that creating an IDEF
1

 diagram and a conceptual map were 

better approaches to understand the existing mental models 

because we could relate concepts by linking words. The 

results were analyzed by the experts who recommended some 

adjustments. After this, an ontology was created using the 

CmapTools
2

. This method is increasingly used once the 

information has separate sources. Through this method, there 

                                                           

1

 http://www.idef.com/idef0.htm 

2

 http://cmap.ihmc.us/ 

results a set of concepts, with their associated relationships 

and instances which are concise and concrete; and useful for 

the construction of a  decision support system [2]. 

Results 

From the interview with the experts, we created one 

flowchart, an IDEF diagram and two conceptual maps. An 

ontology in OWL language was created from the final 

conceptual map. We formalized the knowledge represented in 

the conceptual map using an ontology. The tool allowed the 

creation of a tree that has the structure of the concepts. This 

tree initially had some inconsistencies and revisions were 

made in order to improve the ontology. 

Discussion and Conclusion 

The experts’ interviews demonstrated that human knowledge 

is not structured, and its expression is not a simple task. To 

structure and express this knowledge, we used several tools. 

The flowchart proved to be restricted, whereas the IDEF 

diagram was very technical. On the other hand, the conceptual 

map proved to be a very useful tool both to structure and 

validate the mental models of the experts. To build the 

conceptual map we had to understand the concepts, their 

connections and interrelations. It was necessary to be careful 

about linking words so they could eventually give rise to the 

formal ontology. It was necessary to standardize the terms 

between both experts; and between the experts and us so we 

could use the patterns that we had in this area. Even after 

adjustments in the concept map, the ontology that was 

generated in a tree format allowed us to recognize problems in 

the expression of ideas. This demonstrates the need for 

revisions in the ontology before implementing it in a decision 

support system. 
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Abstract 

Background:  Prior work has established that fuzzy logic is 

prevalent in clinical practice guidelines and that Arden Syntax 

is suitable for representing clinical quality measures (CQMs). 

Approved since then, Arden Syntax v2.9 (2012) has formal 

constructs for fuzzy logic even as new formalisms are 

proposed to represent quality logic.  Objectives:  Determine 

the prevalence of fuzzy logic in CQMs and assess the utility of 

a contemporary version of Arden Syntax for representing 

them. Methods:  Linguistic variables were tabulated in the 

329 Assessing Care of the Vulnerable Elderly (ACOVE-3) 

CQMs, and these logic statements were encoded in Arden 

Syntax. Results:  In a total of 392 CQMs, linguistic variables 

occurred in 30.6%, and Arden Syntax could be used to 

represent these formally. Conclusions: Fuzzy logic occurs 

commonly in CQMs, and Arden Syntax offers particular utility 

for the representations of these constructs. 

Keywords: 

Clinical decision support systems; knowledge representation. 

Introduction  

Fuzzy logic is a multi-valued logic for  representing imprecise 

reasoning. Unlike the typical binary logic employed in 

knowledge representation (KR) formalisms in clinical 

medicine, fuzzy logic incorporates degrees of truth or set 

membership. Clinical quality measures (CQMs) may employ 

fuzzy logic, using linguistic variables containing modifiers 

such as “severe” and “partial” without necessarily defining 

them .  

The Arden Syntax standard is a computable formalism for 

procedural medical knowledge that has been adopted by 

several vendors. Knowledge is represented in units known as 

medical logic modules (MLMs). Prior work has established 

the significant prevalence of fuzzy logic in clinical practice 

guidelines (100% of a sample had at least 1 linguistic 

variable) [1] and the utility of the Arden Syntax for 

representing CQMs, specifically a subset of measures 

Assessing Care of the Vulnerable Elderly (ACOVE-3) 

applicable to EHR system and administrative data that were 

published by RAND in 2007[2]. More recent work has 

established formal constructs for fuzzy logic representation, 

including variable declarations and logic statements, in v2.9 of 

the Arden standard certified in 2012. 

Nevertheless, despite this demonstrated prior utility, 

additional formalisms have been proposed to represent CQMs. 

The present work was undertaken, in light of recent 

incorporation of support specifically for fuzzy logic 

representation in contemporary versions of Arden, to assess 

the value of these constructs and the consequently improved 

utility of Arden for representation of CQMs. 

Methods 

Expanding from the subset of 36 ACOVE-3 CQMs previously 

used in the assessment of the utility of Arden Syntax as a 

formalism for CQMs, all 392 ACOVE-3 CQMs were 

tabulated for the presence of linguistic variables. Logic 

statements containing these variables then were encoded in 

Arden Syntax. 

Results 

The instrument (VES-13) used to determine that an elder is 

vulnerable, which is a condition of all the ACOVE-3 CQMs, 

itself contains 3 self-evaluation linguistic variables applied to 

6 different criteria. Of the 392 CQMs, 120 (30.6%) contained 

at least 1 linguistic variable. Four of these contained 2 

linguistic variables to yield a total of 124 in ACOVE-3. 

Conclusions 

A large corpus of CQMs had fewer measures (30.6%) with 

linguistic variables than a prior corpus of clinical practice 

guidelines (100%). Nevertheless, fuzzy logic is sufficiently 

prevalent in CQMs such that, when coupled with prior 

evidence of its utility for representing CQMs, Arden Syntax--

with its new formal constructs for fuzzy logic--offers 

particular utility for such representation. 

Acknowledgements 

This work was supported by NIMHD grant U54MD007598 

(“AXIS”) and NCATS grant UL1TR000124 from the 

National Institutes of Health (USA). 

References 

[1] Jenders RA. Potential utility of fuzzy logic constructs in 

the Arden Syntax. AMIA Annu Symp Proc. 2009:894. 

[2] Jenders RA. Suitability of the Arden Syntax for represen-

tation of quality indicators. AMIA Annu Symp Proc. 2008; 

991. 

Address for correspondence 

Robert A. Jenders, MD, MS, FACP, FACMI 

Center for Biomedical Informatics, Charles Drew University 

Department of Medicine, University of California, Los Angeles 

1731 E 120th St, Building N, Los Angeles, CA 90059 USA 

jenders@ucla.edu 

MEDINFO 2015: eHealth-enabled Health
I.N. Sarkar et al. (Eds.)

© 2015 IMIA and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License.
doi:10.3233/978-1-61499-564-7-1096

1096



Developing a Standards-Based Information Model for Representing Computable  

Diagnostic Criteria: A Feasibility Study of the NQF Quality Data Model 

Guoqian Jiang
a

, Harold R. Solbrig
a

, Jyotishman Pathak
a

, Christopher G. Chute
a 

a 

Mayo Clinic College of Medicine, Rochester, MN, USA 

 

Abstract 

The lack of a standards-based information model has been 

recognized as a major barrier for representing computable 

diagnostic criteria. In this paper we describe our efforts in 

examining the feasibility of the Quality Data Model (QDM)–

developed by the National Quality Forum (NQF)–for 

representing computable diagnostic criteria. We collected the 

diagnostic criteria for a number of diseases and disorders 

(n=12) from textbooks and profiled the data elements of the 

criteria using the QDM data elements. We identified a number 

of common patterns informed by the QDM. In conclusion, the 

common patterns informed by the QDM are useful and 

feasible in building a standards-based information model for 

computable diagnostic criteria. 

Keywords: 

Diagnostic Criteria; Quality Data Model (QDM); ICD-11 

Content Model; ISO 11179 Model. 

Introduction 

For decades clinicians have recognized that their practices 

greatly benefit from scientifically-based diagnostic criteria, 

iteratively improved through ongoing research [1]. With 

recent advances in computerized patient records systems there 

is an urgent need for producing computable and standards-

based diagnostic criteria that could be utilized more 

effectively in clinical and translational applications, ultimately 

improving patient care. The lack of a standards-based 

information model has been recognized as a major barrier for 

achieving computable diagnostic criteria. The objective of this 

study is to describe our efforts in developing a standards-

based information model for computable diagnostic criteria.  

Methods 

We established a library of diagnostic criteria for a collection 

of diseases and disorders. We profiled these diagnostic criteria 

using QDM elements. National Quality Forum (NQF) 

developed the Quality Data Model (QDM), which is an 

information model for representing electronic health record-

based quality “eMeasures” [2]. We identified individual 

criteria from each disease or disorder and profiled them with 

QDM elements. We analyzed the distribution of QDM 

elements and identified common patterns for representing the 

diagnostic criteria. We developed an information model for 

representing diagnostic criteria by integrating QDM and ICD-

11 content models in a Semantic Web-based framework.  

Results 

We searched electronic medical textbooks from the Mayo 

Clinic Library website using keywords “Diagnostic Criteria” 

and selected a collection of diagnostic criteria from 12 

diseases or disorders. In total, 139 individual criteria were 

identified and used as a test set for further analysis. We 

profiled all 139 criteria using QDM elements in terms of 

QDM categories, datatypes, and attributes. In total we 

identified eight QDM datatypes and their attributes from eight 

distinct QDM categories; of these QDM datatypes, five are 

most commnly used: “Laboratory Test, Performed;” 

“Diagnostic Study, Performed;” “Diagnosis, Active;” 

“Physical Exam, Performed;” and “Symptom, Active.”  

Discussion 

The study is motivated by the requirement of the WHO ICD-

11 revision project, in which the creation of diagnostic criteria 

for the diseases and disorders in ICD-11 has been proposed as 

a key component for its revision. In this study we used a data-

driven approach to evaluate the feasiblity of using QDM to 

represent diagnostic criteria. We developed a standards-based 

information model informed by the QDM and ICD-11 content 

models. We envision that the QDM-based information model 

and tools for representing quality measures could be used to 

tackle the challenges in achieving computable diagnostic 

criteria. This study suggests that the common patterns 

informed by QDM are useful and feasible in building a 

standards-based information model for computable diagnostic 

criteria. 
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Abstract 

This study describes our efforts in developing a standards-

based semantic metadata repository for supporting electronic 

health record (EHR)-driven phenotype authoring and 

execution. Our system comprises three layers: 1) a semantic 

data element repository layer; 2) a semantic services layer; 

and 3) a phenotype application layer. In a prototype 

implementation, we developed the repository and services 

through integrating the data elements from both Quality Data 

Model (QDM) and HL7 Fast Healthcare Inteoroperability 

Resources (FHIR) models. We discuss the modeling 

challenges and the potential of our system to support EHR 

phenotype authoring and execution applications.  

Keywords: 

Metadata Repository; Clinical Phenotyping; Quality Data 

Model (QDM); HL7 FHIR. 

Introduction 

The Quality Data Model (QDM) is an information model 

developed by the National Quality Forum (NQF) and a 

promising candidate for representing EHR-driven 

phenotyping algorithms for clinical research [1]. In this study, 

we extend the Semantic Web-based framework of a previous 

study that provides a standards-based, semantically annotated, 

machine-readable rendering of the QDM [2], and develop a 

semantic metadata repository and associated Web services by 

integrating HL7 FHIR data element models [3]. Integrating 

the data elements provides a more comprehensive coverage 

for clinical phenotype applications. 

Methods 

Our system is comprised of first a semantic data element 

repository layer, in which we leverage both W3C standards, 

such as Resource Description Framework (RDF) and Web 

Ontology Language (OWL), and the meta-data standard ISO 

11179 [4] to describe the QDM reference model, data model 

elements and logic elements. The second layer is a semantic 

services layer, while the third layer is a phenotype application 

layer.  

In our previous study [2], we developed a QDM schema in 

OWL representing the QDM reference model. In this study, 

we extended the schema with the notions of HL7 FHIR 

Datatypes and Resources, and is designed as a natural 

extension of the ISO 11179 standard. We populated the 

schema with data elements from HL7 FHIR models as QDM 

schema instances (Table 1), and developed RESTful services 

on the repository (https://github.com/PheMA/phema-mdr), 

being utilized by a phenotype authoring tool under active 

development.  

Table 1 – Populated data elements  

  QDM HL7 FHIR Examples (FHIR) 

Category 18 99 Medication 

Datatype 76 99 Medication 

Attribute 528 1021 Medication Kind 

Value Set - 180 Medication Kind 

Logic 

Element 

53 - - 

Conclusion 

Our system provides a standards-based semantic infrastructure 

in enabling data element services to support phenotype 

authoring and execution. In future work, we plan to develop a 

standard interface mechanism with Clinical Information 

Modeling Initiative (CIMI)-compliant clinical models. 
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Abstract 

Depression in adolescence is associated with significant 

suicidality. Therefore, it is important to detect the risk for 

depression and provide timely care to adolescents. This study 

aims to develop an ontology for collecting and analyzing 

social media data about adolescent depression. This ontology 

was developed using the ‘ontology development 101’. The 

important terms were extracted from several clinical practice 

guidelines and postings on Social Network Service.  We 

extracted 777 terms, which were categorized into ‘risk 

factors’, ‘sign and symptoms’, ‘screening’, ‘diagnosis’, 

‘treatment’, and  ‘prevention’. An ontology developed in this 

study can be used as a framework to understand adolescent 

depression using unstructured data from social media. 

Keywords:  

Depression, Adolescent, Ontology, Social media 

Introduction  

According to OECD Health Data, the suicide rate in South 

Korea was 29.1 per 100,000 people in 2012, the highest 

among OECD members states. Moreover, suicide is the 

leading cause of death among South Korean adolescents. 

According to a study, approximately 80% of suicides are 

related to  depression. Adolescent depression has the course of 

chronic relapsing and affects interpersonal realationships and 

learning ability. Therefore, early detection and intervention 

are important considerations. Nowadays, big data analytical 

techniques and extraction methods to derive  valuable 

information at the individual level, are in the spotlight. In 

Korea, 77.1% of youth own a SNS account[1] and they record 

their daily activities and openly express their emotions on 

their social network. Therefore, it is possible for us to use 

social analytics to monitor  activities and sentiments of these 

adolescents. The aim of this study is to develop an ontology 

that can be used as a framework for analyzing SNS data to 

detect danger of adolescent depression and provide timely 

care. 

Methods 

An ontology was developed based on ‘Ontology development 

101’[2]. First, we reviewed exsisting ontologies and then 

collected important terms in the ontology from several clinical 

practice guidelines and Twitter postings and enumerated them. 

Second, we defined the classes and the class hierarchy of the 

extracted terms. Third, we defined the properties of classes 

and created instances. Finally, we developed an ontology 

linking these classes.  

Results 

We searched on Pubmed and Google Scholar using the 

keywords ‘adolescents’/youth depression ontology’. However, 

there were  no ontologies available. We extracted 777 terms 

from clinical practice guidelines and Twitter. In this study, six 

domains(top-classes) and 134 sub-classes were drawn from 

the enumerated terms. ‘Risk Factors’ range from individual, 

family, and social context such as school and community. 

After ‘screening’ the ‘risk factors’ and ‘sign & symptoms’ of 

individual, we made a ‘diagnosis’ of depression. If an 

adolescent is diagnosed with depression, ‘treatment’ will be 

needed. However, if he/she is determined to be a normal or 

vulnerable individual, ‘prevention’ services will be followed. 

Figure 1 illustrates relationships among classes in ontology.  

 

Figure 1. An ontology of adolescent depression 

Conclusion 

We have developed an adolescent depression ontology based 

on terms extracted from the clinical practice guidelines and 

SNS. The ontoloy developed in this study will be used as a 

framework to monitor youth depression using social media 

data.   
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Abstract 

The use of business workflow models in healthcare is limited 

because of insufficient capture of complexities associated with 

behavior of interdisciplinary healthcare teams that execute 

healthcare workflows. In this paper we present a novel 

framework that builds on the well-founded business workflow 

model formalism and related infrastructures and introduces a 

formal semantic layer that describes selected aspects of team 

dynamics and supports their real-time operationalization.  

Keywords:  

Patient Care Team; Workflow; Health Information Systems. 

Introduction 

Patient management processes are being standardized and 

formalized as workflows, which in healthcare environment are 

executed by an interdisciplinary healthcare teams (IHTs). 

While there has been extensive research on the formalization 

and execution of business workflows [1], its applicability in 

the healthcare domain is limited. Limited expressiveness of 

the business workflow models restricts the ability to represent 

operations of an IHT, in particular the role of Most 

Responsible Physician (MRP), team member’s role variability 

and membership dynamics [2]. Role variablity implies that 

team members may play multiple and different roles when 

executing workflow tasks, while membership dynamics means 

that members may join and leave team at any time. Thus, to 

improve expressiveness of workflow models, a dedicated 

modeling framework needs to formalize the structure and 

behavior of an IHT. 

Methods 

In this poster, we present the Team and Workflow 

Management Framework (TWMF) that extends business 

workflow models to support the behavior (understood as team 

formation, management and task-practitioner allocations) of 

an IHT. The TWMF is designed to be executed in an 

environment where multiple patients are managed 

simultaneously by different IHTs and it relies on a set of 

assumptions that are briefly discussed below. An IHT is 

formed when a new patient with a certain presentation is 

admitted and her management (according to a disease-specific 

workflow) starts. Each IHT includes a MRP who is 

responsible for patient management and has special duties 

such as handling exceptional situations. The IHT members are 

recruited and released dynamically from among available 

practitioners, as dictated by the execution of the tasks in the 

workflow. The recruitment and assignment of team members 

to tasks is done by matching their clinical expertise with the 

expertise required for completing the tasks. We assume that a 

practitioner possesses several regularly updated capabilities 

each with a specific competency level, and that a task 

execution requires one or more capabilities with associated 

competency levels. A practitioner can be assigned to a task if 

she possesses the required capability at a competency level 

that is at least as good as the competency level identified for 

the task. TWMF introduces a semantic layer that fomalizes all 

these aspects through the ontology describing all required 

concepts, behavioral rules describing team behavior, and an 

instance base containing all necessary instances of the 

ontology concepts. The semantic layer is encoded in First-

order logic (FOL) [3] formalism. 

Results 

TWMF is operationalized through a Team and Workflow 

Controller which interfaces with the Hospital Information 

System and the FOL Reasoner that operates on the semantic 

layer and drives workflow execution by an execution engine 

(such as IBM's Business Process Manager).  

Conclusions 

We have presented a novel framework for modeling workflow 

execution by an IHT. It relies on a semantic layer that captures 

team behavior and team dynamics. 

We are testing a framework for different clinical scenarios and  

we are working on its extension to include durative tasks. 
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Abstract 

A relational database model is presented that stores the 

hierarchical linkages between clinical events with qualifier 

codes, such that the explicit contextual meaning of an event's 

attributes is preserved upon retrieval. A retrospective analysis 

of 302 forms built upon the model showed that 91% of 17,899 

data elements requested by clinicians and researchers from 

19 clinics were successfully represented, but that 62% were 

never used more than once.  These results reinforce the 

specificity of clinic-specific databases and the need for 

unambiguous, explicitly-stored clinical data. 

Keywords:  

Databases, Factual; Patient-Specific Modeling; Models, 

Computer; Models, Decision Support; Medical Records. 

Introduction 

The Explicit Clinical Event Linkage (ExCEL) data model was 

created to adapt to the granularity and variation of data 

requirements inherent in different clinical and research 

settings; this domain-specific data is not typically captured in 

standard EHR's or contained in the narrative of clinical notes 

[1,2]. The model is currently implemented in relational 

databases – such as Oracle, MySQL, and MSSQL – for an 

array of software (eCancerCare, CKCIS, eColposcopy, UHN 

OR Notes) to store clinical data for 302 forms for 19 clinics 

across 5 institutions.  The goal of the ExCEL model is to 

avoid misinterpretations and medico-legal issues that arise 

from data ambiguity and duplication when retrieving data for 

clinical documentation, research studies, and decision support.  

Methods 

The ExCEL model captures 36 types of clinical event entities.  

Each clinical entity stores atomic, single-valued attributes 

with distinct clinical meaning (e.g. a procedure entity has a 

start date attribute); eligible attributes are coded using 

SNOMED CT. However, a biopsy procedure date can be cap-

tured in a clinic note for a past biopsy in the patient's history, 

for a biopsy performed at the visit, or for a planned biopsy. In 

order to also store the contextual meaning of the procedure 

date attribute, hierarchical linkages between clinical events are 

stored with qualifier codes (SNOMED CT where possible) 

with explicit meanings. Data fields requested by clinician 

stakeholders led to very complex hierarchies of events, e.g., 

"the interventional outcome of a bipolar coagulation per-

formed as an intervention for esophagitis observed in an 

esophageal exam performed for a gastroscopy as part of an 

endoscopy operative report". Any data elements that could not 

be modeled were handled using a less efficient Entity-

Attribute-Value design [3]. A retrospective analysis of all data 

elements was performed to determine the elements that were 

successfully represented in the ExCEL model, and the non-

recurring elements that were used only once. 

Results 

Table 1 displays the percentages of modeled and non-

recurring data elements classified by type of form. Non-

modelable elements were specific to granular clinical 

situations, e.g., "# of children had before removal of testicles" 

or "# of 8mm suprapubic ports placed in preparation for 

prostatectomy". 

Table 1– Percentages of Non-Recurring and Missing 

Elements  

Type of form # elements % modeled % nonrecur. 

All forms 17899 91% 62% 

Surg. Reports 5485 76% 83% 

Clinic notes 9437 97% 58% 

Other forms 2977 98% 23% 

Conclusion 

The ExCEL model successfully stores data for 91% of 17,899 

data elements requested by clinicians, but 62% are never used 

more than once. The higher percentage of non-recurring data 

elements in surgical reports and clinic notes is indicative of 

the large amount of variation between procedures and disease 

treatment workflows, which demonstrates the specificity of 

clinic-specific databases and reinforces the difficulty of 

creating a standardized clinical data model. This specificity 

must be preserved, however, as extending the meaning of data 

beyond what its data model is designed to describe can 

involve making incorrect assumptions with medico-legal 

implications when interpreting the data upon retrieval. 

References 

[1] Shenvi EC, Meeker D, Boxwala AA. Understanding data 

requirements of retrospective studies. Int J Med Inform. 

2015;84(1):76-84. Epub 2014 Oct 12. 

[2] Johnson S, Bakken S, Dine D, Hyun S, Mendonça E, 

Morrison F, Bright T, Van Vleck T, Wrenn J, Stetson P.  

An Electronic Health Record Based on Structured 

Narrative.  Am Med Inform Assoc. 2008; 15(1): 54-64. 

[3] Chen R, Nadkami P, Marenco L, Levin F, Erdos J, Miller 

P.  Exploring Performance Issues for a Clinical Database 

Organized Using an Entity-Attribute-Value 

Representation.  Am Med Inform Assoc. 2000; 7(5): 475-

487. 

MEDINFO 2015: eHealth-enabled Health
I.N. Sarkar et al. (Eds.)
© 2015 IMIA and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License.
doi:10.3233/978-1-61499-564-7-1101

1101



Enabling Self-Monitoring Data Exchange in Participatory Medicine  

Guillermo Lopez-Campos
a

, Bahadorreza Ofoghi
b

, Fernando Martin-Sanchez
a 

a 

Health and Biomedical Informatics Centre, The University of Melbourne, Melbourne, VIC, Australia 

b 

Department of Computer and Information Systems, The University of Melbourne, Melbourne, VIC, Australia 

 

Abstract 

The development of new methods, devices and apps for self-

monitoring have enabled the extension of the application of 

these approaches for consumer health and research purposes. 

The increase in the number and variety of devices has 

generated a complex scenario where reporting guidelines and 

data exchange formats will be needed to ensure the quality of 

the information and the reproducibility of results of the 

experiments. Based on the Minimal Information for Self 

Monitoring Experiments (MISME) reporting guideline we 

have developed an XML format (MISME-ML) to facilitate 

data exchange for self monitoring experiments. We have also 

developed a sample instance to illustrate the concept and a 

Java MISME-ML validation tool. The implementation and 

adoption of these tools should contribute to the consolidation 

of a set of methods that ensure the reproducibility of self 

monitoring experiments for research purposes. 

Keywords: 

Self-monitoring; Data Exchange; Standards; Information 

Sharing. 

Introduction 

In recent years we have witnessed an increase in the number 

of new devices and apps developed for health purposes and 

self-monitoring. These systems are also being used for 

biomedical research purposes. Despite of the increase in their 

use, there is still a great disparity in both the data formats, data 

analysis and data management approaches as well as on the 

metadata required for their interpretation. Based on previous 

successful experiences in other disciplines, we have recently 

developed a minimal information reporting guideline for self 

monitoring experiments (MISME) [1], this guideline defined 

the minimal metadata required for the interpretation of these 

experiments.  

Once a minimal reporting guideline has been proposed, the 

next step is the development of information processing tools 

based on those reporting guidelines. Facilitating data 

exchange in a standardised format represents a crucial step in 

the development of minimal reporting guidelines. For this 

purpose, in other disciplines (such as bioinformatics) extended 

markup languages (XML) have been developed.  

In this work we present  an implementation of an XML-based 

data exchange format for self monitoring experiments 

(MISME-ML) based on MISME as well as a MISME-ML 

validation tool. 

Methods 

For the development of the data exchange format we have 

chosen an extensible mark-up language which captures the 

information included in the MISME reporting guideline. To 

facilitate the design and creation of this XML format, we 

transformed the concepts covered in the MISME reporting 

guideline into an entity-relationship model. An XML format 

validation tool was also developed using JAVA. 

Results 

We have modeled and developed an XML format (MISME-

ML) to facilitate the exchange of self monitoring data 

according to our previously developed minimal reporting 

guideline MISME. Together with this XML format we have 

developed a MISME-ML validator tool to assess the quality of 

the MISME-ML files, checking the different elements that are 

part of MISME and the nature of the relationships among 

them, ensuring the existence of the correct relationships 

among the different elements and avoiding having unrelated 

data. 

Conclusions 

With the expansion of self monitoring approaches for research 

purposes and health applications, there is an increasing need 

of  using standards and methods to ensure the reproducibility 

and sharability of the results from these experiments.  

The development of a data exchange format and the 

companion XML validation tool come to provide and extend 

the functionalities related with the minimal information 

reporting guideline aiming to facilitate the process of data 

exchange and the reproducibility of the experiments. 
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Abstract 

We present in this poster an extension of the ServO ontology 

server system, which adopts a decentralized Peer-To-Peer 

approach for managing multiple heterogeneous knowledge 

organization systems. It relies on the use of the JXTA protocol 

coupled with information retrieval techniques to provide a 

decentralized infrastructure for managing multiples instances 

of Ontology Repositories.  

Keywords: 

Ontology Repository, Biomedical Ontologies, Peer-To-Peer. 

Introduction 

Presently, new Knowledge Organization Systems (KOS) are 

proliferating rapidly, ranging from terminologies and 

structured vocabuaries to formal ontologies with well-defined 

semantics. As a consequence, there is a need of systems and 

tools for managing these KOS’s and retrieving them in an 

efficient way in order to be reusable in knowledge-based 

applications. Several systems have been proposed to address 

this issue. BioPortal [1] is presently the most popular of these 

within the biomedical domain. Most of the systems follow a 

client-server model. This paradigm results in a number of 

limitations. First, it is not fault tolerant, since a server failure 

results in data unavailability. Second, when a user publishes 

an ontology onto a server, they lose the ability to alter it.  

 

 

Figure 1 – Architechture of a DServO Peer 

In this poster, we propose DServO, an extension of the ServO 

ontology server [2], which offers a decentralized approach – 

based on a Peer-To-Peer (P2P) paradigm – for managing 

multiple ontology servers and making them interoperable.  

Methods 

We have extended ServO by adding a P2P layer. To do so, we 

relied on the JXTA technology
1

 to create a P2P network of 

mutiple extended ServO (DServO) instances. Each instance of 

DServo is constitued by the following components (Figure 1): 

i) A graphical user interface (GUI), which allows sending 

queries and retrieving responses; ii) a controller, which takes 

charge of dispatching user queries to the query manager, and 

offers services for managing ontologies; iii) a query manager, 

which mediates between the GUI and controller, and the 

network layer (JXTA manager); iv) a JXTA manager, which 

takes charge of all connection management and of discovering 

peers within the P2P network; and v). a retrieval module 

which takes charge of retrieving ontologies and ontological 

entities from the P2P network. 

Results 

We have implemented DServO in Java using the OWL API as 

an ontology manager, and the Apache Lucene as an 

information retrieval library. The system is able to handle 

efficiently very large OWL and RDF KOS’s with hundreds of 

thousands of entities – such as SNOMED CT and the NCI 

Thesaurus – in a timely manner. 

Conclusion 

DServO has been succefully evaluated by instatiating 4 nodes 

of ontology servers and handling various – sometimes 

duplicated – biomedical KOS’s. 
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Abstract 

This article describes the process of building an ontology to 

assist medical students and professionals specialized in 

Oncology. The ontology allows the user to obtain knowledge 

more quickly and thus assist professionals in their decision-

making. 
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Introduction 

Technological advances are having a strong impact in the 

health sector. Information technology, for example, which 

seeks improvements in the processing and dissemination of 

data, assist health professionals in their work [1]. 

The human body consists of several structures organized 

hierarchically. For the process of learning the human body, 

including the study of dysfunctions, it is necessary to organize 

these structures according to their concept, relationships and 

functions, in order to facilitate identi-fication to these 

elements [2]. 

An example of pathology that affects the functioning of the 

organism is breast cancer. This type of cancer develops in the 

mammary gland as a result of genetic changes in some set of 

breast cells [2]. This article presents the development of 

OntoMama, an ontology to assist professionals and students 

specialized in Oncology. It consists of a query web service 

that provides conceptual information, images, videos and 

prototypes developed in an environment of three-dimensional 

(3D) modeling. 

Materials and Methods 

The domain and scope established for the development of the 

ontology are linked to breast cancer. The methodology 

adopted was the METHONTOLOGY and the construction 

tool chosen was the editor for ontologies and knowledge bases 

Protégé. 

Results 

Figure 1 shows the topics that compose the ontological model. 

This model is partially implemented because there is a need to 

standardize the structures with bibliographic material. 

 

Figure 1 – OntoMama Model. 

Conclusion 

This article introduced the development of an ontology for to 

the study of breast cancer. The next step is to complete the 

ontology with textual content, 3D models, images, and videos 

for each element. The implementation phase will be finalized 

with an Intelligent Tutor System (ITS) based on the 

ontological model developed [3]. 
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Abstract 

We present an ontological meta-analysis of the national 

healthcare policies in Chile. Using a logically constructed 

ontology based on the common body of knowledge as a lens, 

we map the 39 key policies. The ontological map provides a 

synoptic, systematic, and systemic view of the policies, and 

highlight their emphases and biases.  
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Introduction 

The evolution of the laws indicates that Chile is moving to-

wards universal access to affordable and quality healthcare. 

However, it is necessary at this point to have a global view of 

the policies that have been implemented in the country, assess 

them, and then decide the future direction of the healthcare 

system. Ontological meta-analysis will help us to efficiently 

formalize, standardize, and manage the information regarding 

the policies that have shaped today´s healthcare system, and 

design future policies to fill the gaps.  

Results 

The ontological map of monads – individual categories in the 

ontology – is shown in Figure 1. The number in parentheses 

adjacent to the category indicates its frequency of occurrence 

in the 39 policies. The bar below the category is a visual indi-

cator of the same scaled to the maximum number of occur-

rences of any one category (National – 39). On the one hand, 

Financial and Regulatory Policies and National focus are high-

ly emphasized; Technology policies and Satisfaction and 

Timeliness outcomes are hardly emphasized. Yet, almost all 

elements in the ontology find expression in at least one policy 

– an indicator of their extensive coverage. 

Discussion and Conclusion 

A majority of the policies are financial, regulatory, and admin-

istrative; just a few of them target the insurance structure. The 

country needs policies intended to create a system for financ-

ing health services that at the same time is adequately man-

aged. A system that guarantees outcomes such as quality and 

safety, which have been addressed in past health policies, 

should always be a priority. Policies should also provide ac-

cess to essential medicine and technologies  
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Figure 1: Ontological Map of National Healthcare Policy in Chile (Monads) 

����� ����	 
������	 ��� ����������

��������	
 �������
 ���������������	�
 ������������	�
 ������������� ��������������������!


"�����������
 #�����������$
 ������	�
 %���������$&
 ������������� ���������������������!


'�������(������)
 *����������$�
 +�������!
 �����������)
 �������������������������$


'�������,�����)
 �����������
 -����.��������$
 ����������#/��������	&
 ��������������������0�� �����!


����������!
 ��.��1��������
 -�.�����	�
 ����������� �������	�
 ��������������������%��2�����$$


������������� �������������������)
 ��������	�
 �������������
 ������������������3


������������� ����������-/����������!
 4�1���������	
 *�1�����	�


������������"������)
 ��11������		


������������-��..��)


,�����������)


4�� ��������5


4����1�����)


��1�������������$	


�
�
�

�
�
�
�
�
	
�


�
��

�

�
�
�
�
�
�
�
�
�

�
	
�
�


��
�
�
�
�
�
�

������

MEDINFO 2015: eHealth-enabled Health
I.N. Sarkar et al. (Eds.)
© 2015 IMIA and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License.
doi:10.3233/978-1-61499-564-7-1105

1105



Modelling the Medication Management System for Resource Limited Settings: A Formal 

Representation of the Prescribing and Dispensing Phases 

William Ogallo, Andrew S. Kanter 

 

Department of Biomedical Informatics, Columbia University, New York, USA 

 

Abstract 

We propose a conceptual data model for relational databases 

targeting the prescribing and dispensing phases of the 

medication management system. The model was developed 

using recommendations from existing standards and 

guidelines, with necessary modifications made to suit adoption 

in resource-limited settings. We present the model as an 

entity-relationship diagram with 10 entities, 12 relationships 

and 48 attributes. It is our hope that this work will help 

mitigate barriers in the implementation of electronic 

prescribing and dispensing standards in the developing world. 

Keywords:  
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Introduction 

The medication management system refers to the continuum 

of prescription writing, prescription transmission, medication 

dispensing, medication administration and medication therapy 

monitoring. While standards and recommendations for 

modelling the electronic information within this domain are 

available, they primarily exist in the form of textual narratives. 

The goal of this study was to create and visualize a conceptual 

model for the prescribing and dispensing phases of the 

medication management system primarily targeting 

implementation in resource-limited settings. 

Methods 

We scrutinized existing literature evidence to understand the 

workflows, processes, activities, tasks, actors and data 

elements associated with the two phases. We synthesized the 

information to understand what data needed to be stored and 

how these should be structured. We then developed a high-

level semantic description of the data and their associated 

constraints, using the Entity-Relationship model. 

Results 

The model has a total of 10 principal entities, 12 one-to-many 

relationships and 48 attributes (Figure 1). The key actors are 

the Patient, Prescriber and Dispensing Staff who must be 

uniquely identified. The Prescription entity refers to the order 

for supply of a medication to a particular patient. Attributes of 

the Prescribed Drug Information entity are the action 

information about the prescribed drug. The Dispensing Record 

entity is the record in response to a prescription showing that a 

particular medication was supplied to a particular patient and 

instructions of administration provided. The Dispensed 

Medication Information entity contains attributes that describe 

the dispensed medication and the Refill Record entity is the 

record tracking the refill history of every dispensed 

medication. 

 

Figure 1 - Entity-Relationship Diagram for the Prescribing 

and Dispensing Phases 

Conclusions 

We propose a conceptual model for electronic prescribing and 

dispensing databases. The model is consistent with current 

standards and is applicable in resource-limited settings.  
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A. Person 

- pid(PK)  - name  - date of birth 

-  gender - address  - phone 

B. Patient 

- patient id(PK)  

- pid(FK→ A) 

C. Prescriber 

- prescriber id(PK)  

- pid(FK→ A) 

- electronic signature 

D. Dispensing 

Staff 

-  staff id(PK)  

- pid(FK→ A)  

F. Dispensing Record 

- dispensing record id (PK)

- prescription id (FK→ E)  

- staff id (FK→D) 

- drug info id (FK→ H) 

- dispensing fee 

- dispensing date  

E. Prescription 

- prescription id (PK)  

- patient id (FK→ B)  

- prescriber id (FK→C)  

- drug info id (FK→ G)  

- indication  

- prescription status  

- prescription date 

G. Prescribed Drug 

 Information 

- drug info id (PK)  

- drug id (FK→ I) 

- directions of use 

- quantity prescribed 

- number of refills 

- length of therapy 

- substitution code 

- notes  

H. Dispensed Drug 

 Information 

- drug info id (PK) 

- drug id (FK→ I) 

- quantity dispensed 

- days supply 

- refill id(FK→ J) 

- compounding code 

- administration instruction

- ingredient cost 

- additional instructions 

I. Dictionary 

- drug id (PK) 

- drug name 

J. Refill Record

- refill id (PK)  

- fill number  

- refill status  

- refill date 
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Abstract 

Systems designed to expedite data preprocessing tasks such as 

data discovery, interpretation, and integration that are 

required before data analysis drastically impact the pace of 

biomedical informatics research. Current commercial 

interactive and real-time data integration tools are designed 

for large-scale business analytics requirements. In this paper 

we identify the need for end-to-end data fusion platforms from 

the researcher’s perspective, supporting ad-hoc data 

interpretation and integration. 

Keywords:  

Research informatics; knowledge bases; data curation. 

Introduction 

Data-driven research and analytics is at the core of clinical 

and translational informatics [1]. Data analysis involves 

several preprocessing activities such as data exploration, 

collection, cleaning, curation, interpretation, etc. These 

activities are a necessary prerequisite to perform analyses and 

answer research questions, and these activities are time-

consuming in  current research evnviornments. They can be 

broadly classified into the steps of data discovery, 

interpretation, and integration. We identify the need for a data 

fusion platform that will aid researchers in this time-

consuming process. 
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Figure 1– Role of Data Fusion Platforms in research 

We define a data fusion platform as a system that provides 

automated, end-to-end, real-time and ad-hoc functionality 

across the data preprocessing tasks of data discovery, 

interpretation and integration. As shown in Figure 1, such a 

platform will serve as a middle-layer between researchers and 

crowd-sourced data collections promoting faster discovery 

and interpretation of datasets. It would allow researchers to 

publish their datasets by leveraging reusable annotations to 

standard reference ontologies and vocabularies. 

Methods 

To determine the plausibility of this notion, we conducted an 

informal interview with researchers, statisticians, and business 

analysts. To further understand the exact requirements of the 

researchers and assess the capabilities of the current set of 

tools to satisfy them, we conducted semi-structured interviews 

containing 8 questions with 4 biomedical researchers with 

varying levels of experience working, primarily, in different 

areas of research. In addition we also interviewed 2 business 

data analysts and 2 biostatisticians. 

Results 

The interviews revealed major differences in the process and 

philosophy of the individual researchers and the large-scale 

business analytics. About two-thirds of data driven research in 

biomedical informatics relies on tabular data. Currently, 

researchers have limited access to automated tools to help in 

the data preprocessing and usually perform all tasks manually. 

Discussion 

Informal interviews of researchers, statisticians, and business 

analysts confirmed that interactive data fusion platforms could 

serve to bolster the efficiency of multi-dimensional research. 

Even though existing tools and methods perform individual 

data preprocessing tasks well, none of the approaches are able 

to provide an end-to-end, interactive data fusion platform 

capable of performing in real-time. We argue that a data 

fusion platform with such capabilities is crucial for the 

effective research in the modern data environment. 

The next step is to formalize and conduct interviews with a 

larger, more diverse set. The primary focus of ongoing 

research is to formally articulate the specifics of such systems 

and the frameworks that would be needed to design and 

implement them. 

References 

[1] Embi PJ, Payne PR. Clinical research informatics: 

challenges, opportunities and definition for an emerging 

domain. J Am Med Inform Assoc 16. 2009;3:316-27. 

Address for correspondence 

Satyajeet Raje, MS, PhD candidate 

Depatment of Biomedical Informatics 

The Ohio State University, Columbus, OH, USA 

raje.3@osu.edu 

MEDINFO 2015: eHealth-enabled Health
I.N. Sarkar et al. (Eds.)
© 2015 IMIA and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License.
doi:10.3233/978-1-61499-564-7-1107

1107



Towards a Formal Representation of Processes and Objects Regarding the Delivery of 

Telehealth Services: The Telehealth Ontology (TEON) 

Filipe Santana
a

, Stefan Schulz
b

, Amadeu Campos
c

, Magdala A. Novaes
c,d 

a 

Centro de Informática (CIn), Universidade Federal de Pernambuco (UFPE), Recife, Brazil 

b

 Institut für Medizinische Informatik, Statistik und Dokumentation (IMI), Medizinische Universität Graz, Austria 

c

 Núcleo de Telessaúde (NUTES), Hospital das Clínicas, Universidade Federal de Pernambuco (UFPE), Recife, Brazil 

d

 Departamento de Medicina Clínica, Centro de Ciências da Saúda (CCS), Universidade Federal de Pernambuco (UFPE), Recife, 

Brazil 

 

Abstract 

This study introduces ontological aspects concerning the 

Telehealth Ontology (TEON), an ontology that represents 

formal-ontological content concerning the delivery of 

telehealth services. TEON formally represents the main 

services, actors and other entity types relevant to telehealth 

service delivery. TEON uses the upper level ontology 

BioTopLite2 and reuses content from the Ontology for 

Biomedical Investigations (OBI). The services embedded in 

telehealth services are considered as essential as the common 

services provided by the health-related practices. We envision 

TEON as a service to support the development of telehealth 

systems. TEON might also enable the integration of 

heterogeneous telehealth systems, and provide a base to 

automatize the processing of telehealth-related content. 

Keywords:  

Telehealth; Biological Ontology; Health Services. 

Introduction 

The lack of communication between telehealth systems 

creates (mostly) repetitive data, without any standardisation of 

the key concept meanings. We therefore recommend the use 

of ontologies and/or terminologies as a way to enrich the 

descriptions and content of telehealth-related systems and 

applications with domain-specific, controlled terms. 

According to this requirement, the aim of this study is to 

introduce ontological aspects concerning the Telehealth 

Ontology (TEON).  

Methods 

TEON was created using Description Logics (DL) [1], and 

implemented using the Web Ontology Language v2 (OWL2), 

built and edited via Protégé v5. TEON expands the upper 

domain ontology BioTopLite2 (BTL2) [2] and reuses content 

from the Ontology of Biomedical Investigations (OBI) [3], 

e.g., the class service that has TelehealthService as a subclass. 

TEON is available at http://www.nutes.ufpe.br/teon.  

Results 

TEON formulates classes and axioms to represent the delivery 

of telehealth services. It includes the description of actors, 

synchronicity profiles, health teams, and specific processes. 

Actor is a term related to the bearer of roles during the 

delivery of services. From telehealth services, there are three 

main roles: requestor (RequestorRole); teleconsultant 

(TeleconsultantRole); and manager (ManagerRole).  

To express the synchronous profile of services, we took the 

notion of PointInTime and TimeInterval from BTL2. When 

processes are synchronous, their time interval and interval 

boundaries coincide. Otherwise they are asynchronous.  

The notion of service, taken from OBI, describes them as 

"planned processes in which two different entities are bearers 

of consumer and provider roles" [3]. Telehealth services are 

delivered for different healthcare specialties such as 

telecardiology, teledermatology and telepsychiatry. These 

services are constrained by how they are delivered, e.g., via 

teleconsultation, second opinion, telediagnosis, among others.  

Conclusion 

In the current study, we described the formal description of 

the telehealth services domain in the Telehealth Ontology 

(TEON). Services that instantiate TelehealthService can be 

considered to have similar characteristics as common health 

care services. In addition, the roles played by the actors, the 

temporal dimensions (synchronicity and asynchronicity), are 

represented. As an ontology, we envision TEON’s use as the 

formal background to guide the development of telehealth 

applications and systems. Ontology use in the telehealth 

domain might overcome the lack of consensus surrounding the 

terminology and subtleties about what is a service and what is 

telehealth practice. 
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Abstract 

Different groups of audiences in health care: health 

professionals and health consumers, each have different 

information needs. Health monographs targeting different 

audiences are created by leveraging readers’ background 

knowledge. The NCI's Physician Data Query (PDQ®) Cancer 

Information Summaries provide parallel cancer information 

and education resources with different target audiences. In 

this paper, we used targeted audience-specific cancer 

information PDQs to measure characteristic differences on 

the element level between audiences. In addition, we 

compared vocabulary coverage. Results show a significant 

difference between the professional and patient version of 

cancer monographs in both content organization and 

vocabulary. This study provides a new view to assess targeted 

audience-specific health information, and helps editors to 

improve the quality and readability of health information. 

Keywords:  

Target Audience; Element Level; Health Information; 

Readability. 

Introduction 

The National Cancer Institute’s (NCI) Physician Data Query 

(PDQ®) Cancer Information Summaries are widely 

recognized as an important cancer information and education 

resource, with multiple target audiences [1]. Although general 

guidelines for the PDQ editors have been provided, no other 

measurable quality evaluations are available. Existing studies 

show that it is critical to precisely define measurable data 

attributes to value the quality of health data. In this paper, we 

aim to quantitatively compare the contents targeting 

professionals and patients at both element and vocabulary 

levels. 

Materials and Methods 

 

Figure 1– Steps of the characterizing method 

The study method consists of 4 steps: 1) building a parallel 

PDQ corpus that includes both summaries targeting the health 

professionals and summaries targeting patients; 2) retrieval of 

elements; 3) statistical comparison of the elements, which 

returns computable evaluations for PDQ editors; 4) open-

access and collaborative (OAC) consumer health vocabulary 

(CHV) based statistics. 

Results 

For the element level statistical analysis, we grouped the 

elements to 4 classes: 1) elements unique in the professional 

version (Unique in Pro); 2) elements which are remarkably 

more in the professional version (More in Pro); 3) elements 

which have similar distributions (Similar in Pro and Pat); 4) 

elements which are remarkably more in the patient version.  

Table 1– Element Classification Results According to 

Statistics 

Classes Elements 

Unique in Pro LOERef; Refidx; Citation 

More in Pro Table; SummaryRef; Title; Para 

Similar in Pro 

and Pat 

ListItem; ItemizedList; 

SummarySection; ExternalRef; TermRef. 

More in Pat KeyPoint; MediaLink; GrossTermRef 

Our results are consistent with the regulations given to PDQ 

editors. No citations have been found in the patient versions 

while more illustrations, represented by elements in “More in 

Pat” have been found. Besides, it is shown that the patient 

version has no level of evidence information (LOERef). Also 

we have obtained element distributions for both versions to 

statistically measure new batches. 

The frequencies of an OAC CHV term in the two versions 

were compared. Considering that the two versions have 

different sizes, we assign the frequency of a term as 1 when 

the term appears more than one time in the summary. The 

overall frequency in the patient version is 260292, while the 

one in the professional version is 423739. It is shown that the 

patient targeted summaries cover far fewer OAC CHV terms 

than the professional ones.  

Discussion and Conclusion 

We introduced a new perspective of evaluating health 

information targeting professional and patients from the view 

of content organization and vocabulary usage. Our study 

provides quantitative guideline for monograph editors or 

health information authors to improve composition 

readability. In future work, context comparisons via Natural 

Language Processing (NLP) techniques will be explored.   
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Abstract 

Computerisation of quality indicators for the English National 

Health Service currently relies primarily on queries and 

clinical coding, with little use of ontologies. We created a 

searchable ontology for a diverse set of healthcare quality 

indicators. We investigated attributes and relationships in a 

set of 222 quality indicators, categorised by clinical pathway, 

inclusion and exclusion criteria and US Institute of Medicine 

purpose. Our pilot ontology could reduce duplication of effort 

in healthcare quality monitoring.  

Keywords: 

Ontologies; Quality Indicators, Healthcare  

Introduction 

Quality indicators are useful tools for monitoring healthcare 

outcomes. When quality indicators are issued by more than 

one governing body, they may overlap in content. Ontologies 

can facilitate automated quality monitoring by categorising 

and establishing relationships between concepts. In England’s 

National Health Service (NHS), quality indicators are 

frequently measured electronically by using separate queries 

and data extraction for each quality indicator. An ontology for 

quality indicators issued from different sources can reduce 

effort needed to find data for quality indicators by linking 

common criteria in the indicators.  

Method 

We developed a pilot ontology that specifies inclusion and 

exclusion criteria, along with relationships between quality 

indicators. We categorised a large set of quality indicators [1] 

by clinical pathway, dimension, and US Institute of Medicine 

[2] purpose. The Clinical Pathway and Dimension categories 

were based on a 2008 strategic report for the NHS [3]. We 

used Statement and Definition metadata from the NHS [4] to 

specify layers of inclusion and exclusion criteria, creating 

chunks of indicator components. We then identified broader, 

narrower, and same level relationships between components of 

different indicators. We explain further detail about 

conceptualisation of the ontology in a separate article [5]. 

Results 

Classes and Subclasses 

Figure 1 shows the main classes and one of their subclasses. 

 

Figure 1. Examples of Classes and Subclasses 

Properties 

39 properties were assigned to the classes and/or subclasses. 

The Indicators class has 29 properties, with a maximum depth 

of seven layers of Inclusion/Exclusion Criteria (an exmaple of 

properties, due to different characteristics and names of the 

criteria). 

Discussion 

Our ontology was intended to make components of the 

indicators searchable, with a potential to reduce duplication of 

effort in finding data for common components of quality 

indicators from different sources. A use case example would 

be a clinical auditor seeking blood pressure measurement 

records within the past 9 months, for patients with 

hypertension. The auditor could search the ontology, using the 

keyword ‘hypertension’ to find related indicators. For 

example,  they would find an indicator requesting records of 

lifestyle advice given to patients with hypertension. They 

would only need to search for records of patients with 

hypertension once to compile data for different indicators. 

Conclusion 

Our ontology offers the ability to search components of 

quality indicators from different sources, with a view to 

reducing duplication of effort in gathering data for indicators 

with common criteria. Although the ontology is useful in its 

present form, it would benefit from revision to improve its 

structure and to reduce the number of properties. 
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Abstract  

This study’s objective is to develop and use a scalable genuine 

technology platform for clinical decision support based on 

Arden Syntax, which was extended by fuzzy set theory and 

fuzzy logic. Arden Syntax is a widely recognized formal 

language for representing clinical and scientific knowledge in 

an executable format, and is maintained by Health Level 

Seven (HL7) International and approved by the American 

National Standards Institute (ANSI). Fuzzy set theory and 

logic permit the representation of knowledge and automated 

reasoning under linguistic and propositional uncertainty. 

These forms of uncertainty are a common feature of patients’ 

medical data, the body of medical knowledge, and deductive 

clinical reasoning. 

Keywords: 
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Introduction 
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1. Web services for calling and data: MLM and event 

calls are realized by SOAP or RESTful web services, 

with the service call also transferring the necessary 

data required for MLM processing.  

2. Web services for calling and server/database 

connector: The second form of interconnecting is to 

call MLMs and events through SOAP or RESTful web 

services, but to access patient data directly from data 

sources through a so-called server/database connector 

(being an add-on to the Arden Syntax server). 

3. Data warehouse + rule engine = autonomous clinical 

decision support system: Here the Arden Syntax 

server—including its rule engine and database 

connector—accesses a project-specific data warehouse 

(which can be quite general and extensive). This data 

warehouse receives “raw” patient data through 

communication servers or import routines from any 

external data source (in, e.g., HL7/XML/SQL format). 

Conclusion 
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Abstract 

Students who participate in courses and training offered in 

distance mode receive positive results in learning evaluations. 

Most studies show improvement in knowledge in pre- and 

post- course comparisons; however, there are still few 

evaluations of long-term knowledge retention. This study 

compares the learning scores of online training for health 

professionals in three different times: before training, 

immediately after, and 180 days later. This technological 

production research includes quantitative, descriptive and 

multivariate correlational, longitudinal, and panel types. The 

results show that online training has a positive impact on 

learning and knowledge retention. Whereas learning can be 

related to the impact of training, i.e., with the transfer of what 

was gathered for professional practice, learning retention of 

online training applied to health professionals represents an 

important step and assists in identifying the best strategies so 

expected results are achieved. 

Keywords: 

Service training;Distance education; evaluation;Evaluation of 

learning. 

Introduction 

Online training includes a set of technologies and media, 

organized based on theoretical assumptions of education and 

communication. The present study adopted the theory of 

meaningful learning in order to support an analysis of the 

learning process and knowledge retention of online training 

for health professionals. 

The learning evaluation is an important tool for estimating the 

adequacy of procedures and educational strategies used in 

training and to make it possible to assess whether the 

individual in fact learned what was taught. The evaluation 

serves also as a tool to demonstrate the effectiveness of the 

training and subsidizes the perfection of training itself, as well 

as needs assessment, evaluation of results, assisting managers 

and organisers of training to control the quality of their 

actions [1]. 

Materials and Methods 

This study deals with the technological production linked to 

research foundations and management practice in nursing and 

health of the graduate program in nursing management 

(PPGEn) of the nursing school at the University of São Paulo 

(EEUSP). This group includes studies and research of 

information technology in work processes in nursing 

(GEPETE/EEUSP). 

The technological product developed in this study was an 

online training on the topic identification of dementia in the 

elderly. The training was organized into 4 units with a 

schedule provided of 20 hours, the LMS used was Moodle ®. 

The units were developed using different learning digital 

objects. Each module contained a different activity, such as 

discussion forums, case study and practical cognitive 

assessment activity.  

The study site was a specialized outpatient health services for 

the elderly located in a region of São Paulo / BR and students 

were graduates health profissinais who worked in the basic 

health units of the region. 

Results  

The learning evaluation applied in three different time frames 

was characterized as shown in Table 1: 

• The assessment of learning online pre-training 

presented an average mark of 6.24 + 1.25. (Pre) 

• The immediate evaluation was significantly higher 

with an average of 7.66 + 1.21 with an estimated gain 

of 1.41 points on the first note. (Pós1) 

• Late Review, which kept an average of 7.24 + 0.84, 

and estimated gain of this compared to pre-training 

assessment online was 0.96 points. (Pós2) 

Table 1 - Distribution of Average and Standard Deviation and 

Notes Obtained by Pupils  

Type N Min Max Average SD 

Pre 40 3,66 8,68 6,24 1,25 

Post 1 39 5,33 10 7,66 1,21 

Pos 2 37 5,84 10 7,24 0,84 

 

The survey results demonstrate that there has been a 

significant gain in immediate and long-term review when 

compared with the pre training notes. The Group proved to be 

heterogeneous in both the assessment moments that can be 

perceived by maintaining the standard deviation in 1.2. 
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Abstract 

This study’s aim was to build a web service that automatically 

collects and tests hypotheses for possible allergy risks. We 

crowdsourced for unknown allergy risks, and obtained odds 

ratios. By using the collected hypotheses, we built a web 

service that estimates allergy risks from a questionnaire 

(consisting of 10 questions that we gathered from the 

crowdsourcing task), and at the end, we asked the users their 

new hypotheses on possible allergy risks. The web service also 

asked the users to send their original hypotheses to contribute 

to find the cause of allergy. In the near future, clinical trials to 

validate the hypotheses found in this study are desired.  

Keywords: 

Crowdsourcing;Web service;Hypothesis generation;Allergy 

risk; e-health. 

Introduction 

This study generates clinical hypotheses by asking the public 

through our original website, the Allergy Risk Finder. 

Hypothesis generation is one of the most essential tasks for 

clinical research, and several studies have attempted to 

crowdsource such tasks [1-4]. This study used possible risks 

brought up by crowdsourcing tasks, and incorporated the risks 

in the seed questions All processes in this research were via 

the Allergy Risk Finder. 

Materials and Methods 

We set the known risks using review paper survey and the 

governmental guideline for allergy [5]. We extracted 29 

hypotheses, and 8 of them were used for the system as the 

seed questions. The other 21 were used for evaluation. Firstly, 

the users filled in the questionnaire items (hereafter, 

questions), and the questions changed as the number of users 

increased. The questionnaire consisted of three types of 

questions: (1) Profile questions obtained the profile of the 

user; having allergy or not, his/her gender and age, (2) Risk 

questions (contained seed and newly proposed questions by 

users in (3)); asked the user’s environmental situation by 

randomly selecting the allergy hypotheses from the risk pools, 

and (3) Original risk-proposing questions survey to propose 

novel allergy risks (1 to 5 answers required); used as the 

questions for the next and further round.  

We repeated this procedure five times. Potentially promising 

top 100 hypotheses with high odds ratios were kept in the 

allergy risk pool, and the other hypotheses with lower 

potential were discarded. 

Results 

Since this service has launched, the Allergy Risk Finder has 

already found more than 152 new hypotheses of allergy risks. 

We evaluated the performance of the already-known risks 

with the following 2 aspects: (1) the propotions of already-

known risks found within the users’ answers, and (2) we used 

21 already-known risks to evaluate the propotions of 

hypotheses produced by users with high odds ratios (over 1.0 

in lower bound of 95% confident interval). The 152 newly 

proposed risks included all 21 already-known risks, which 

suggested the broad coverage of the Allergy Risk Finder. 

Among all newly proposed hypotheses of allergy risks, 43 

hypotheses showed odds ratios of over 1.0. It was notable that 

these included 13 already-known risks, indicating the 

validness of this process.  

Conclusion 

The Allergy Risk Finder could show the whole allergy re-

search process from hypothesis generation to questionnaire-

based validation. Clinical trials to validate the hypotheses 

found in this study are desired. 
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Abstract 

This poster summarizes a review of existing health 

observatories and proposes a new entity for nursing. A 

nursing eHealth observatory would be an authoritative and 

respected source of eHealth information that would support 

nursing decision-making and policy development and add to 

the body of knowledge about professional nursing and client 

care outcomes. 

Keywords: 

Observatory; eHealth;  Nursing. 

Introduction 

eHealth is the use of information and communication 

technologies (ICT) for health. The aim of knowing who, what, 

when, where, why and how of “eHealth” has resulted in the 

emergence of eHealth observatories. Professional 

observatories are essentially institutions or entities that 

monitor and evaluate a selected topic over time. The health 

community is trying to more deliberately describe and 

advance its eHealth universe. 

A global eHealth observatory for nursing is needed. The 

purpose of this poster is to propose an international eHealth 

observatory for nursing that would consider nursing eHealth 

roles, projects and research that would contribute to 

knowledge about professional nursing and client care 

outcomes in eHealth environments.  

Methods 

The work was carried out under the auspices of the 

International Council of Nurses (ICN) eHealth Programme. 

First, using descriptive methods, published and web-sourced 

materials of health-related observatories were examined for 

characteristics applicable to a nursing eHealth observatory. 

Second, a multidisciplinary team of eHealth and policy 

experts was tasked by ICN to envision an eHealth observatory 

for nursing and provide input into the planning process. The 

team was given guiding principles for their work, including 

the ICN Strategic Plan and the eHealth Programme goals and 

outcomes.  

Results 

Four health-related observatories were examined, with 

attention to their purposes and scopes. These were the (a) 

WHO Global Observatory for eHealth, (b) University of 

Victoria eHealth Observatory, (c) Women Observatory for 

eHealth (WeObservatory) and (d) ICN Observatory on 

Licensure and Registration. The observatories varied but they 

were clear in their aim of serving as a central hub for their 

selected target topic in health: global data, information and 

knowledge; information systems; women’s health and well-

being; and nursing regulation, respectively. Two more health-

related observatories could be useful to an international 

eHealth observatory for nursing: (a) the International Care 

Ethics Observatory and (b) the Eastern Region Public Health 

Observatory. 

The team was very enthusiastic about an eHealth observatory 

for nursing as a means to identify, disseminate and respond to 

trends in eHealth. An observatory would influence policy and 

decision-making and serve as an incubator for projects going 

forward. It could bring a unique nursing perspective and voice 

to the international eHealth community. Its key characteristics 

would be neutrality and objectivity. The observatory would 

aim to be an authoritative and respected source of 

recommendations and knowledge in matters related to nursing 

and eHealth. The observatory could identify best practices for 

health promotion, disease prevention and care delivery in ICT-

enabled environments. 

The team recommended that stakeholders include the National 

Nurses Associations (NNA) who are members of ICN, nurses 

worldwide, non-governmental organizations which are 

involved in eHealth or other health-related endeavors, 

multidisciplinary professional health organizations, educators 

and researchers. Other stakeholders could include citizens and 

communities with health care needs, legislators, health 

economists and commercial entities.  

Conclusion 

The proposed observatory would bring a strong, focused 

nursing perspective to the eHealth environment. Outcomes 

could include improved policy, practice and management of 

eHealth in nursing through availability of relevant, timely and 

high-quality evidence and information; new knowledge that 

would contribute significantly to nursing and health through 

the use of ICT; and empowerment and engagement of nurses 

worldwide through data-based information and evidence for 

practice. A strategic plan and operational processes are the 

next steps toward a nursing eHealth observatory. 
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Abstract 

In this paper, we introduce a set of methodological steps for 

knowledge acquisition applied to the organization of 

biomedical information through ontologies. Those steps are 

tested in a real case involving Human T Cell Lymphotropic 

Virus (HTLV), which causes myriad infectious diseases. We 

hope to contribute to  providing suitable knowledge 

representation of scientific domains. 

Keywords: 

Knowledge acquisition, Ontologies, Knowledge 

representation. 

Introduction 

This study investigates the activity of Knowledge Acquisition 

(KA) within the scope of biomedicine. In order to improve 

that activity, we propose procedures for knowledge 

acquisition, which adhere to some of the best practices found 

in the literature [1][2][3][4].  We systematize these procedures 

in a list of methodological steps with the aim of testing their 

feasibility in a real case. 

Materials and Methods 

The methodological steps are developed from a 

comprehensive literature review and tested in a real case of 

knowledge acquisition about HTLV.  

Methodological steps for KA 

The first phase is the survey phase, the second was called 

elicitation phase, consisting of interviews and applying KA 

techniques to experts. The three major stages that comprise 

that cycle are: etiological process, course of disease and 

therapeutic response. The first stage called etiological 

process, The course of disease phase starts with the clinical 

manifestation of a disease. At this moment, the disorder 

manifests itself through symptoms, which the patient is able to 

identify.  

The clinical framework is composed of symptom 

representation records, as well as physical and laboratory 

exam results. 

 

Results  

After the preliminary organization of the terms, the results 

were presented to the main researcher, in order that she could 

validate them. In this step, the expert had to accept or not  

accept what was presented or suggest changes, which would 

be recorded for new future evaluations. All terms and 

definitions were accepted by the specialist.  

Conclusion 

The KA activity from experts as part of the process for 

developing ontologies can also be understood as a preliminary 

activity before automatic term extraction. Specialists are 

required to judge whether the extracted terms make sense in 

the domain. The biomedical vocabulary we come up with also 

has a relevant function: consensually define the meaning of 

terms used in medical practice and research. This is made 

possible by directly considering knowledge acquisition from 

experts. 
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Abstract 

By analyzing medical records, we developed triggers for 

epilepsy patients’ care coordination. Thirteen triggers with 

potential to affect patient care outcomes and safety were 

found. 

Keywords:  

Patient Safety; Documentation; Epilepsy. 

Introduction 

A trigger can be defined as a patient-specific indicator 

highlighting changes in patient’s well-being or a clue to 

identify adverse events. The Global Trigger Tool (GTT) 

method has been used commonly in patient safety research 

[1]. Patient safety refers to patients who are protected from 

avoidable harm. 

In Europe, epilepsy affects 6 million people of all ages. The 

lifetime risk of epilepsy is 2%. The etiology of epilepsy is a 

major determinant of a patient’s clinical course and prognosis 

[2]. Documentation of patient care is fundamental and critical 

to communicate a patient’s individual needs and his/her 

responses to care. Electronic documentation will improve the 

quality of care provided to patients by standardizing both 

structures and content of Electronic Health Records. The value 

of structured language has been considered to support patient 

care workflow and the delivery of care. [3].   

The purpose of our study is to recognize triggers in epilepsy 

patients by analyzing their medical records. The focus of our 

study is on the continuity of care and patient safety.  

Methods 

The pilot research data included the medical records of adult 

epilepsy patients (n=20) from a Finnish tertiary hospital 

(2004-2012). The study was a retrospective medical records’ 

review of randomly selected adult epilepsy patients’ records. 

Two primary reviewers performed a retrospective chart review 

and their work was validated by two secondary reviewers of a 

multidisciplinary team. The triggers were initially extracted 

from the medical records and after that these were checked 

from the literature. 

Results 

The medical records of patients suffering from unmanageable 

epilepsy consisted of 15 female and five male patients. Their 

age varied between 17 and 69 years. The length of patient care 

varied from six months to eight years, and the average length 

was five years. Thirteen triggers (Table 1) were identified for 

epilepsy patient care. The triggers provided meaningful 

information for patient care, care processes and patient safety 

of epilepsy patients. The preliminary findings of this study 

showed that the triggers could indicate changes in the epilepsy 

patients’ health and well-being. 

Table 1 – Epilepsy patient’s triggers (n=13) 

 

Discussion 

Thirteen triggers were identified, reprensenting the diverse 

range of epilepsy patients’ health and well-being. The triggers 

offer health care personnel an opportunity to develop epilepsy 

patients’ care documentation.  The development of 

documentation improves patients’ care, the continuity of care 

between care providers, and patient safety. 

Conclusion 

This pilot study demonstrated the need for conducting a more 

comprehensive study with more substantial data. 
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Abstract 

Patients today have ample opportunities to inform themselves 

about their disease and possible treatments using the Internet. 

While this type of patient empowerment is widely regarded as 

having a positive influence on the treatment, there exists the 

problem that the quality of information that can be found on 

online is very diverse. This paper presents a platform which 

empowers patients by allowing searching in a  high quality 

document repository. In addition, it automatically provides 

intelligent and personalized recommendations according to 

the individual preferences and medical conditions.  

Introduction & Methods 

During the last decade, the number of users who look for 

health and medical information online has dramatically 

increased. However, despite the increase in those numbers and 

the vast amount of information currently available online, it is 

very hard for a patient to accurately judge the relevance of 

information to his own case. Although there are already 

several approaches trying to provide patients with search 

engines containing high quality medical information such as 

WebMD, MayoClinic Patient Care, Medicine Plus, 

HONSearch etc., these engines provide a rather limited set of 

information, and they are not dynamically adapted according 

to patient’s preferences or medical history.  

This paper focuses on current research activities related to the 

implementation of a Personal Medical Information 

Recommender (PMIR). PMIR (an early version has already 

been presented [1]) is targeted at improving the opportunities 

that patients have to inform themselves using the Internet, 

about their disease and possible treatments, and providing 

them with personalized information and recommendations.  

Results & Conclusions 

The PMIR is integrated into a PHR as a set of individual apps 

and services shown in Figure 1. Using the Semantic Annotator 

app, an expert is able to register external, high-quality web 

documents that contain useful information. Those documents 

are then annotated using the Semantic Annotator Service with 

terms from the SNOMED-CT, the LOINC and the RXTerms 

ontologies. All terms and documents are stored in the Terms 

Indexing DB. 

The patient is able to select the PMIR search app to look for 

useful information. Besides searching for relevant results, 

results can be rated according to the patient’s opinion. The 

clicks and the ratings of each user are stored in the Patient 

Preferences database. In addition, interesting web documents 

are automatically recommended to patients using the 

Automatic Recommendation App. 

 

Figure 1 - PMIR Architecture 

Both search results and automatic recommendations are 

provided through a recommendation service which uses a 

varation of the the vector space model. The service considers 

the following databases to make the results of the query as 

personalized as possible: (a) The Patient Preferences 

Database containing user preferences that are acquired as the 

patient browses the results presented to him; (b) The Medical 

Conditions Database including the medical conditions of the 

patient as they have been logged by the patient himself and 

annotated with the aforementioned ontologies; (c) The Terms 

Indexing DB with the annotations of the indexed documents; 

and (d) The Rules Database including rules that are used for 

generalizing patient queries. Rules are generated by experts 

(e.g. include specific subsumption relations) and are exploited 

in order to increase the recall of the user search. 

To the best of our knowledge, PMIR is the only system 

exploiting patient’s profiles to provide both automatic and 

non-automatic high quality information to patients employing 

semantics, reasoning and also exploiting user preferences. 
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Abstract 

Observational data of clinical processes need to be managed 

in a convenient way, so that process information is reliable, 

valid and viable for further analysis. However, existing tools 

for allocating observations fail in systematic data collection of 

specific workflow recordings. We present a software tool 

which was developed to facilitate the analysis of clinical 

process observations. The tool was successfully used in the 

project OntoHealth, to build, store and analyze observations 

of diabetes routine consultations. 

Keywords: 

Observation, process analysis, BPMN. 

Introduction 

Direct observation is a valuable method for collecting data 

about physicians’ interactions with patients and others, such 

as the EHR, without depending on their direct collaboration. 

This method was selected to identify clinical workflows and 

processes related to IT-usage during the physician encounter 

as part of the OntoHealth project.  Our goal was to identify 

clinical workflows to later enable their implementation 

through a computer system and make the interaction with the 

EHR easier for users. Observational workflow data needs to 

be gathered and stored in a convenient way to facilitate further 

analysis. However, existing tools (e.g. [1]) often fail at 

managing observational data in a versatile and flexible manner 

so that specific information about executed tasks and the 

interrelation among them may be handled. We developed a 

software tool that allows managing of context-related 

workflows,  facilitating observation storage and analysis. 

Materials and Methods 

The literature review towards identifying workflows [2] led us 

to a tripartite categorization for generic actions, diabetes-

specific data-elements and contexts that could be imported into 

the application for initial workflow categorization. In order to 

provide a graphical view and facilitate the analysis, we used 

the business process model and notation (BPMN) v2.0 for 

workflow visualization. 

Results 

The developed JAVA-application provides a SWING user-

interface, enabling users to record and visualize observations 

regarding clinical workflows (Figure 1). The creation of a new 

observation as a business process diagram is realized using the 

open-source framework jGraphX (www.jgraph.com) tailored 

to the requirements of BPMN. A limited set of BPMN 

elements were integrated: users can create start/end events, 

tasks, gateways and connect all the elements to represent a 

sequence flow. Each task allows users to define properties of 

task-related characteristics (name, duration, IT-relation, 

executed person, etc.) that also comprise context-related 

information organized as a hierarchical categorization. The 

current version allows management of three categorizations. 

All emerging data is stored in a MySQL-database. BPMN- and 

context-related statistical values (e.g. process execution time, 

number of assigned elements) can be determined within the 

application and exported for further statistical analysis. 

Observations of diabetes routine examinations were 

documented using this application. During the input-process, 

categorizations were modified and final results were used for 

further analysis. This tool allowed for systematically 

identifying and quantifying the most common actions, data-

elements and contexts used within diabetes routine 

examinations. 

 

Figure 1: Screenshot of the application 
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Abstract 

Immunosuppressive therapy is a risky necessity after a patient 

received a kidney transplant. To reduce risks, a knowledge-

based system was developed that determines the right dosage 

of the immunosuppresive agent Tacrolimus. A theoretical 

model, to classify medication blood levels as well as 

medication adaptions, was created using data from almost 

500 patients, and over 13.000 examinations. This model was 

then translated into an Arden Syntax knowledge base, and 

integrated directly into the hospital information system of the 

Vienna General Hospital. In this paper we give an overview 

of the construction and integration of such a system. 

Keywords: 

Kidney Transplantation, Immunosuppression, Clinical 

Decision Support Systems. 

Introduction 

Patients suffering from (chronic) kidney diseases are often in 

need of a kidney transplant, after which they are required to 

follow a regiment of immunosuppresive therapies, which need 

to be tailored precisely to each patient; if not, the new organ 

could be rejected, or the patient becomes more susceptible to 

infections and other adverse medical events [1, 2]. 

To facilitate higher quality immunosuppresive therapy, a 

knowledge-based system (KBS) was developed for the 

manipulation of dosages for Tacrolimus, an 

immunosppressive agent often used after kidney transplants. 

A theoretical model was developed to classify the different 

types of kidney-transplant patient profiles [3].  The resulting 

profiles were then translated to a knowledge-base, and 

embedded directly in the hospital information system (HIS) 

where it is currently under clinical evaluation. 

Methods 

Data used to generate the theoretical model were historical 

patient data on immunosuppressive therapy and laboratory 

tests, gathered between 1995 and 2008. In total, 492 patients 

were included with 13,053 examinations. The theoretical 

model was built using conditional inference trees (CITs) [4], 

which created patient profiles, associated distributions and 

intervals of medication adaption (decrease, increase or 

maintain). The resulting classification model and distributions 

were then translated and implemented in Arden Syntax 

medical logic modules (MLMs) [5]. The graphical user 

interface (GUI), was created using Dynpro. 

Results 

The theoretical model resulted in 16 classes of patients and 

associated distributions, which were then translated to an 

MLM rule-base. A GUI was written to interact with the 

MLM, allowing physicians to input medication and 

immunosuppressant data directly from the HIS, and 

recalculate decisions at runtime. Based on the supplied 

parameters, the physician receives the patient distribution 

(percentage of patients with reduced, increased and 

unchanged medication), plus medication adaption intervals for 

each class. The results are accompanied by a written 

explanation for clarification.  

Conclusion 

Using electronically available patient and laboratory data, a 

method for semi-automated immunosuppressive therapy 

determination was created to guide nephrologists in the best 

course of action based on historical patient data. As this 

system is still under development, more rigorous validation 

must be done before the system can be widely distributed. 
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Abstract 

We performed the multi-year project to collect discharge 

summary from multiple hospitals and made the big text database 

to build a common document vector space, and developed 

various applications. We extracted 243,907 discharge 

summaries from seven hospitals. There was a difference in term 

structure and number of terms between the hospitals, however 

the differences by disease were similar. We built the vector space 

using TF-IDF method. We performed a cross-match analysis of 

DPC selection among seven hospitals. About 80% cases were 

correctly matched. The use of model data of other hospitals 

reduced selection rate to around 10%; however, integrated 

model data from all hospitals restored the selection rate. 

Keywords: 

Discharge summary, Text mining, Multi center Database. 

Introduction 

We have analyzed clinical documents and extracted necessary 

information using morphological analysis and a vector space model 

before. We presented the analysis of data collected from four 

hospitals at Medinfo2013. In this study, we collected data 

from seven hospitals and show more generalized results.  

Materials and Methods 

Data of present illness, past history, family history, and disease 

name from discharge summaries for the period from 2009 to 

2011 at the following hospitals were output to an external file. 

The number of cases were 42,685 at Chiba University Hospital, 

42,866 at Osaka University Hospital, 40,075 at Kagawa 

University Hospital, 10,629 at Kochi University Hospital, 

41,465 at Nagasaki University Hospital, 28,704 at Saga 

University Hospital, and 37,483 at St. Luke's International 

Hospital, for a total of 243,907 cases. We used the term 

frequency-inverse document frequency (TF-IDF) method for 

text mining. Diagnosis Procedure Combination (DPC) selection 

was performed by extracting the DPC codes for at least 20 cases 

and randomly dividing them at a ratio of 7:3 into those used for 

model construction and those used for verification. The vector 

spaces of the model and the inputted summaries were compared, 

and the most similar vector was retrieved. We performed the 

cross-match analysis between 7 hospitals and integrated data of 

all hospitals. We built prototype of web application for 

similar-case retrieval system using this method. 

RESULTS 

In total, 27,220,461 index terms were extracted. The mean 

number of terms per summary varied widely, from 160 terms 

for Chiba University Hospital to 383 terms for Osaka University 

Hospital. Extremely short summaries were present at all of the 

hospitals. The distribution of summary lengths in Chiba 

University Hospital has two peaks, at 50 terms and 200 terms, 

whereas other hospital has normal distribution with a peak from 

200 to around 300 terms. The number of index terms per 

summary was generally according to major diagnostic category 

(MDC). In all hospitals, a trend toward shorter summaries was 

seen for ophthalmology and otolaryngology diseases, whereas 

summaries of psychiatric and  circulatory diseases were longer. 

The results of cross-matching test using 6 digits of the DPC 

code are shown in Table 1. For all of the hospitals, the use of 

own model data for each hospital indicated a high selection rate, 

with concordance of 77% to 85%. The use of model data of 

other hospitals reduced selection rate to around 10%, however, 

improvement of precision could be observed when we used 

integrated model data from all hospitals. Web application 

showed good response and accuracy (data not shown). 

Table 1- Cross-matching results using 6 digits of DPC code 

 

Discussion 

The results of this study suggest the presence of common 

factors for diseases, and indicate a potential for a large text 

database with a common and general document vector space by 

integrating data from multiple hospitals. Use of this database 

not only provides improvements for the text mining accuracy, 

but also makes a contribution towards medical applications. 
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Abstract 

A clinical decision support system is able to provide 

oncologists with suitable treatment options at the moment of 

decision making regarding which chemotherapy protocol is 

the best to apply to a particular oncological case. The 

National Cancer Institute has created a Guidelines Committee 

that establishes therapeutical options for each clinical case. 

The Health Informatics Department has developed 

Oncotherapy, a knowledge database that incorporates 

information provided by the Guidelines Committee. 

Oncotherapy includes a tailored information repository to 

provide oncologists in the public health system with the 

chemotherapy protocols available given three types of data: 

clinical diagnosis, clinical stage and therapy criteria.  The 

protocol selected by the treating oncologist is sent back to 

Oncotherapy, which may create new knowledge that can be 

incorporated into the knowledge database. In this way, the 

system supports making the best decision according to the 

chemotherapy protocol options available. Furthermore, it can 

warn of errors that could result from mistakenly chosen 

therapies. 

Keywords: 

Clinical decision support system, Decision making, 

Chemotherapy protocols, Knowledge database. 

Introduction 

A clinical decision support system plays an important role in 

selecting a chemotherapy protocol. It helps physicians to 

select the best option for each particular case, drawing on 

knowledge of experts in the field and the opinions of the 

oncological community. Morover, this type of system can 

reduce the occurrence of errors in the physician’s decision 

making process [1]. This type of error is not the most 

frequent, but surely one of the most serious, because in most 

cases it does not allow the possibility of correction before 

damage occurs. This oncology process also facilitates 

oncology patients’ access to the same chemotherapy protocols 

based on their entry criteria. The objective of this study is to 

show a decision making process in the prescription of 

chemotherapy protocols that was assisted by a clinical 

decision support system called Oncotherapy. 

Methods 

The National Cancer Institute collects and processes by hand 

more than 2500 requests for chemoterapy protocols every 

month. Automation is an extremely challenging goal. We 

created an engine using guidelines for oncological therapies 

provided by the Guidelines Committee. This engine will 

provide the available chemotherapy protocols according to the 

following three types of data: clinical diagnosis, clinical stage 

and therapeutical criteria. The requests go through a designed 

workflow and may be automatically approved by the system if 

they match the criteria established by the engine. If a request 

does not match the criteria it is submitted to a Therapies 

Committee and may be approved or rejected. If the treating 

oncologist is unable to find the intended chemotherapy 

protocol option by using the engine, he or she can send a 

request to the Guidelines Committee, which may then enter 

new knowledge into the engine to enable the new option. In 

this way the system allows a dynamic interaction between the 

Guidelines Committee and the country’s oncological 

community, producing feedback for the engine. A messenger 

service is provided in the system to help communication 

among oncological community members, as well as with the 

Guidelines Committee. This medical informatics solution will 

create a robust procedure for requesting oncology therapies 

according to guidelines in the National Health System. The 

interface is expressed in oncological language and uses color 

and images to help physicians reach the desired function 

promptly. 

Results and Conclusion 

Deciding on chemotherapy protocols for a patient is very 

challenging. In routine practice, physicians participate in 

Oncology Grand Rounds or Tumor Committees. This is not 

always possible in places far from oncology centers. This type 

of clinical decision support system should improve 

oncological assistance along the best decision making process, 

although the outcome of the application depends on the 

accurate and rigorous use of the informatics tools. 
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Abstract 

This paper provides a brief survey about the use of linked data 

in healthcare to foster better health decisions and increase 

health knowledge. We present real cases from the Brazilian 

experience and emphasize some issues in research. This paper 

is not intending to be fully comprehensive, we discuss some 

open issues and research challenges in linked data and the 

technologies involved. We conclude that even though linked 

data has been adopted in many countries, some challenges 

have to be overcome, for example, interoperability between 

different standards. A defined solution able to foster the se-

mantic interoperability between different standards must  be 

developed. Benefits contributed through linked health data 

involve better decision making on diagnostics, assertive 

treatments, knowledge acquisition, improvements in quality 

healthcare service to citizens. 

Keywords: 

Linked health data; linked data; ontology; decision making 

Introduction 

The World Health Organization (WHO) considers that health 

should be promoted by complete cooperation between indi-

viduals and states. The use of the Internet is an effective way 

of improving this cooperation. One alternative is Linked Data 

(LD) [2]. We present a brief discussion  about the uses of LD 

and challenges in interoperability. 

Materials and Methods 

We conducted a bibliographic research using CiteSeerx, Bio-

Med, ScienceDirect, Pubmed, ACM Digital Library, to men-

tion a few. We selected cases that portrait the Brazilian reality. 

Results 

We surveyed some cases. First, a cohort study applied on data 

from different healthcare units through LD technology which  

contributed to assess prenatal care [3]. Secondly, semantically 

linked data about nursing found web aided in providing treat-

ments [4]. 

Despite that LD research is increasing in the medical field,  

major challenges are still encountered. An error in data link-

age can cause a decision making errors and consequently a 

faulty diagnosis which can cause a fatal loss of the patient [5]. 

We need to worry about security or privacy protection when it 

comes to  patient identification. To share and open the data we 

must provide a secure mechanism to guarantee data privacy 

and protection [6]. 

Semantics of data or semantic interoperability is the biggest 

challenge. Health information originates from several sources, 

and can have different meanings. In addition, the biomedical 

field develops several terminologies and ontologies [7]. An 

alternative is to rely on initiatives such as OBO Foundry, 

which is based on formal ontologies [1]. Formal ontologies 

can enable effective semantic interoperability due to the 

disambiguity in the definition of terms [1]. 

Conclusion 

Some common challenges are both linkage data errors and 

privacy, but the most important issue is interoperability. 

Healthcare information comes from heterogeneous sources, 

and there are different terminologies in use. 

Indeed, in recent years  a proliferation of policies, standards 

and norms have been observed in many countries. The crea-

tion of these instruments follow a trend of modernization of 

public administration to provide better services to citizens. 

Overcoming these challenges, a global data openness in health 

is able to permit sharing, retrieval, combination and analysis 

of a multitude of health information. 
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Abstract 

Open access (OA) resources and local libraries often have 

their own literature databases, especially in the field of 

biomedicine. We have developed a method of linking a local 

library to a biomedical OA resource facilitating researchers’ 

full-text article access. The method uses a model based on 

vector space to measure similarities between two articles in 

local library and OA resources. The method achieved an 

F-score of 99.61%. This method of article linkage and mapping 

between local library and OA resources is available for use. 

Through this work, we have improved the full-text access of the 

biomedical OA resources. 

Keywords: 

Full-text Access; Open Access; Biomedical literature; Digital 

Library  

Introduction 

Open access (OA) articles in the biomedical field have a 

significant share. With the increasing volume of the full-text 

biomedical articles available online, researchers prefer to get 

them through internet rather than visiting a library. In this paper 

we describe and evaluate a mapping algorithm that matches 

articles stored in local libraries and biomedical OA resources. 

The algorithm uses the components of article title and 

publication year. We applied our method to map articles in 

NSTL (National Science and Technology Library), China, at 

http://www.nstl.gov.cn/ and PMC (PubMed Central), U.S., at 

http://www.ncbi.nlm.nih.gov/pmc/. We linked PMC’s full-text 

articles to those at the NSTL based on the mapping results. 

Methods 

Our method improves full-text access by linking the articles in 

local library to an OA resource. It consists of a Vector Space 

matching algorithm that calculates similarity between two 

article titles. We define the article titles in local library and OA 

resource as vectors. Each dimension corresponds to a separate 

word. If a word occurs in the title its value in the vector is 

non-zero, else it is zero. We define the cosine of the angle 

between the vectors as the similarity between the two titles. A 

cosine value of one means the two title vectors match. We used 

precision, recall and F-score to optimize the mapping results. 

The workflow is shown in Figure 1. 

Results 

To evaluate the algorithm mentioned above, we included eight 

journals in the training set with 14267 articles in NSTL and 

38815 in PMC. We used a critical threshold of 0.85 for F-score 

to evaluate this method. The precision and recall of the method 

were 100% and 99.22% respectively, resulting in an F-score of 

99.61%. The result indicates that the number of the overlap 

between NSTL and PMC for year 2013 is 24,250, which 

represents 25.53% of the PMC dataset. The URL linking of the 

PMC full-text articles can also be given on the NSTL, based on 

the mapping results. Using this method, NSTL users can easily 

get an access to full paper by clicking the ‘Full-text Reading’ 

button. 

 

Figure1–The workflow of article resource matching 

Conclusion 

We have developed and implemented two components of a 

computational method that match the articles from different 

OA resources. The method successfully matched 25.53% of 

PMC articles to those in the NSTL records for 2013. The 

algorithm described in this paper was tested and verified on 

biomedical domain, using proper nouns in biology and 

chemistry. We believe the algorithm can also be applied to 

other sources of data with two modifications – by adjusting the 

critical threshold of the similarities according to the specific 

domain, and by adding the citation features besides tittle to the 

matching algorithm. It is clear that mapping the literature data 

from local library database and OA resources will facilitate 

linking citations to full text from a local library in an efficient 

manner. We plan to further explore the methods of deeper 

integration to make full use of OA resources. 
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Abstract 

A survey of members of the American Medical Informatics 

Association (AMIA) listserv Forum on implementation and 

optimization asked how members perceived the Forum, and 

suggestions for improvement. Respondents appear to be 

remarkably engaged with the Forum’s debates, information 

sharing, educational and practical teachings, comments, and 

immediacy.  

Keywords:  
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Introduction 

In 2012, the American Medical Informatics Association 

(AMIA) created the “Implementation and Optimization 

Forum,” (hereafter, the “Forum”).  It quickly became a virtual 

meeting room for more than 1,200 medical informatics experts 

from all over the world. Discussions ranged from known 

implementation challenges to the current scientific literature. 

This poster extends our previous work on the types of content 

and discussions on the forum.[1]  

Methods 

We surveyed listserv members via SurveyMonkey to gain 

insight on their use of and perceptions about the listserv. We 

report preliminary results.   

Results 

Respondents appreciated the many insights posted on the 

listserv.  Of N=173 respondents, 44% reported reading post-

ings daily, 40% catch up on missed readings several times 

weekly, while 10% read the Forum at least weekly. Another 

question asked what attracts members to the forum. 172 re-

spondents read it because they appreciate the interesting 

comments (66%), differing perspectives (63%), learning about 

important issues (61%), the range of experiences (58%), keep-

ing abreast of developments (55%) and controversies (52%), 

and keeping connected. Respondents reflected on likes, dis-

likes, and suggestions for improvement (See Table 1).  

 

 

 

 

 

Table 1– Sample comments about the forum 

 

• What's so great is that the topics are spontaneous, and not the 

assignment of some publication/agency. Keep it up exactly as 

it is -- including the full thread of the conversation with each 

post (essential!). I must say that I'm surprised that there's not 

more controversy over the doom-and-gloom topics, but I'm 

also glad, because I usually agree completely with the savvy 

list pundits. 

 

• It would be awesome to keep the topics more related to 

implementation, less in the “abstract” and more directly 

relevent to actual implementation logistics, costs, strategies 

etc. 

 

• I thoroughly enjoy the listserv although some people do 

monopolize it occasionally. 

 

• Would be great to make topics searchable if this list-serve 

were viewable elsewhere beyond the email stream. Inclusion 

of clinicians at key decision points in HIT design, 

implementation, AND POLICY/REGULATION. Addition of 

next/previous buttons to move directly back and forth between 

posts in a thread, although not attaching all the previous posts 

might make this unnecessary. 

 

• I enjoy this listserv. In addition to the topics that are 

currently posted about most, which seem to be about system 

interoperability and safety and the lack thereof, I'd like it if 

more people felt comfortable posting about any informatics 

issue of potential interest. Let's encourage that. 

 Conclusion 

The listserv offers a virtual global community that spans 

multiple disciplines and perspectives, and an underlying goal 

of improving healthcare IT. Respondents appear to be 

remarkably engaged and pleased with the Forum’s debates, 

information sharing, educational and practical teachings, 

comments, and the sense of immediacy.   
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Abstract 

The objective of this study is to understand how a Learning 

Management System (LMS) plataform is used in a telehealth 

center to support two virtual learning enviroments focused on 

the education of the healthcare professionals and the students 

of a medical schoool. The study outcome is expected to 

provide indications towards choosing a better LSM for the 

telehelath center to support their educacional activities.   

Keywords:  

Learning management system; medical education; e-health. 

Introduction 

Learning Management Systems (LMS) provide tools and 

functions to support teaching and learning processes, and 

include course management tools, online group chat and 

discussion, homework collections and grading, and course 

evaluation [1][2]. Chosing an appropriate LMS is one of the 

main decisions before starting an e-learning project. LMS 

choice can be a decisive factor in the implementation and 

support of the project and involves administrative 

management, financial costs, and human resources [3]. During 

the last decade, many comparisons between LMS systems 

have been performed, which varied from simple comparisons 

– e.g., between few LMS features – to complex comparisons 

[4][5]. The aim of this study was to assess the open source 

LMSs, Moodle [6] and Sakai [7], to support e-health 

educacional activities by conducting literature review and 

practical evaluation [8]. 

Methods 

The evaluation focused on the features of LMS and a 

combination of several frameworks. The top open-source 

LMS options provide: Feature-rich toolsets; Enterprise-grade 

stability, scalability, and security; a high degree of control and 

flexibility; and Generally lower long-term costs than 

commercial options. In addition, the LMS system should be 

able to accommodate and manage a huge amount of 

information required by the medical and educational content, 

including different subjects, lecture notes, lecture videos, text 

books, videos of surgeries, and radiology images [8]. 

Results 

Choosing the right LMS for one's needs can be hard. Ramesh 

[9] has developed and presented a rubric to evaluate LMSs. 

He has also evaluated the LMSs Moodle and Sakai against the 

rubric, and arrived at a conclusion that Moodle is a better 

LMS to deploy for the chosen set of criteria. 

According to [10], if customization, reporting and analytics, 

and collaboration are high priorities for e-learning initiative, 

Sakai is probably the best option. For the ease of use, 

extensibility, and a wide customer-base - as well as support 

and service vendors - Moodle may be ideal. Albarrak et.al. [5] 

indicated the maturity and advanced features in both Moodle 

and Sakai. 

Conclusion 

The choice is based on an organization’s needs. With the 

given variability in functionality, cost, and hosting options, the 

key to successfully selecting and implementing an LMS is 

careful planning. It’s critical to evaluate your organization’s 

needs and requirements, as well as budget, staffing, and other 

available resources. Careful consideration of all these factors 

will help to choose the best LMS. 
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