Pastry
· Information on Pastry from the Microsoft Web Site (in Bibliography)
· Each node in a Pastry network has a unique, uniform random identifier (nodeId) in a circular 128-bit identifier space. When presented with a message and a numeric 128-bit key, a Pastry node efficiently routes the message to the node with a nodeId that is numerically closest to the key, among all currently live Pastry nodes. 

· The expected number of forwarding steps in the Pastry overlay network is O(log N), while the size of the routing table maintained in each Pastry node is only O(log N) in size (where N is the number of live Pastry nodes in the overlay network). At each Pastry node along the route that a message takes, the application is notified and may perform application-specific computations related to the message.

· Each Pastry node keeps track of its L immediate neighbors in the nodeId space (called the leaf set), and notifies applications of new node arrivals, node failures and node recoveries within the leaf set. 

· Pastry takes into account locality (proximity) in the underlying Internet; it seeks to minimize the distance messages travel, according to a scalar proximity metric like the ping delay. Pastry is completely decentralized, scalable, and self-organizing; it automatically adapts to the arrival, departure and failure of nodes. 

· P2P applications built upon Pastry can utilize its capabilities in many ways, including: 

· Mapping application objects to Pastry nodes

· Inserting objects

· Accessing objects

· Availability and persistence

· Diversity

· Load balancing

· Object caching

· Efficient, scalable information dissemination

· To increase the efficiency of the Pastry system, a routing table is maintained at each node.  Figure 10.7 shows a portion of a routing table, while figure 10.8 shows how that information can reduce the number of hops shown in figure 10.6.  Figure 10.9 shows the Pastry Routing Algorithm.

