Reliability properties of reliable multicast over IP
· Integrity - duplicate messages detected and rejected.
IP multicast uses checksums to reject corrupt messages

· Validity - due to IP multicast in which sender delivers to itself

· Agreement - processes can detect missing messages. They must keep copies of messages they have delivered so that they can re-transmit them to others.

· discarding of copies of messages that are no longer needed : 

· when piggybacked acknowledgements arrive, note which processes have received messages. When all processes in g have the message, discard it.

· problem of a process that stops sending - use ‘heartbeat’ messages.

· This protocol has been implemented in a practical way in Psynch and Trans (refs. on p442)

Ordered multicast
· The basic multicast algorithm delivers messages to processes in an arbitrary order. A variety of orderings may be implemented:

· FIFO ordering

· If a correct process issues multicast(g, m) and then multicast(g,m’ ), then every correct process that delivers m’ will deliver m before m’ .

· Causal ordering

· If multicast(g, m) ( multicast(g,m’ ), where ( is the happened-before relation between messages in group g, then any correct process that delivers m’  will deliver m before m’ . 

· Total ordering

· If a correct process delivers message m before it delivers m’, then any other correct process that delivers m’  will deliver m before m’.

· Ordering is expensive in delivery latency and bandwidth consumption
