Active replication - five phases in performing a client request
· Request

· FE attaches a unique id and uses totally ordered reliable multicast to send request to RMs. FE can at worst, crash. It does not issue requests in parallel

· Coordination

· the multicast delivers requests to all the RMs in the same (total) order.

· Execution

· every RM executes the request. They are state machines and receive requests in the same order, so the effects are identical. The id is put in the response

· Agreement

· no agreement is  required because all RMs execute the same operations in the same order, due to the properties of the totally ordered multicast.

· Response

· FEs collect responses from RMs. FE may just use one or more responses. If it is only trying to tolerate crash failures, it gives the client the first response.

· As RMs are state machines we have sequential consistency 

· due to reliable totally ordered multicast, the RMs collectively do the same as a single copy would do

· it works in a synchronous system

· in an asynchronous system reliable totally ordered multicast is impossible – but failure detectors can be used to work around this problem. How to do that is beyond the scope of this course.

· this replication scheme is not linearizable 

· because total order is not necessarily the same as real-time order

· To deal with byzantine failures

· For up to f byzantine failures, use 2f+1 RMs

· FE collects f+1 identical responses

· To improve performance, 

· FEs send read-only requests to just one RM

Summary 
· Replicating objects helps services to provide good performance, high availability and fault tolerance.

· system model - each logical object is implemented by a set of physical replicas

· linearizability and sequential consistency can be used as correctness criteria

· sequential consistency is less strict and more practical to use

· fault tolerance can be provided by:

· passive replication - using a primary RM and backups, 

· but to achieve linearizability when the primary crashes, view-synchronous communication is used, which is expensive. Less strict variants can be useful.

· active replication - in which all RMs process all requests identically

· needs totally ordered and reliable multicast, which can be achieved in a synchronous system

